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Abstract

Providing high-speed broadband services in remote areas can be a challenging task,

especially because of the lack of network infrastructure. As typical broadband tech-

nologies are often expensive to deploy, they require large investment from the local au-

thorities. Previous studies have shown that a viable alternative is to use wireless base

stations with high-throughput point to point (PTP) backhaul links. With base stations

comes the problem of powering their systems, it is tackled in this thesis by relying on

renewable energy harvesting, such as solar panels or wind turbines. This thesis, in the

context of the sustainable cellular network harvesting ambient energy (SCAVENGE)

project, aims to contribute to a reliable and energy efficient solution to this problem,

by adjusting the design of an existing multi-radio energy harvesting base station.

In Western Europe, 49 channels of 8 MHz were used for analogue TV transmis-

sions, ranging from 470 MHz (Channel 21) to 862 MHz (Channel 69); this spectrum,

now partially unused due to the digital television (DTV) switch-over, has been opened

to alternative uses by the regulatory authorities. Using this newly freed ultra high

frequency (UHF) range, also known as TV white space (TVWS), can offer reliable

low-cost broadband access to housings and businesses in low-density areas. While

UHF transmitters allow long range links, the overcrowding of the TV spectrum limits

the achievable throughput; to increase the capacity of such TVWS rural broadband

base station the UHF radio has previously been combined with a lower-range higher-

throughput GHz radio like Wireless Fidelity (WiFi).

From the regulatory constraints of TVWS applications arises the need for frequency-

agile transceivers that observe strict spectral mask requirements, this guided pre-

vious works towards discrete Fourier transform (DFT) modulated filter-bank multi-

carrier (FBMC) systems. These systems are numerically efficient, as they permit

the up-and-down conversion of the 40 TV channels at the cost of a single channel

transceiver and the modulating transform. Typical implementations rely on power-of-

two fast Fourier transforms (FFTs); however the smallest transform covering the full
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40 channels of the TVWS spectrum is a 64 points wide, thus involving 24 unused chan-

nels. In order to attain a more numerically-efficient implemented design, we introduce

the use of mixed-radix FFTs modulating transform. Testing various sizes and architec-

tures, this approach provides up to 6.7% of energy saving compared to previous designs.

Different from orthogonal frequency-division multiplexing (OFDM), FBMC systems

are generally expected to be more robust to synchronisation errors, as oversampled

FBMC systems can include a guard band, and even in a doubly-dispersive channel,

inter-carrier interference (ICI) can be considered negligible. Even though sub-channels

can be treated independently—i.e. without the use of cross-terms—they still require

equalisation. We introduce a per-band equalisation, amongst different options, a ro-

bust and fast blind approach based on a concurrent constant modulus (CM)/decision

directed (DD) fractionally-space equaliser (FSE) is selected. The selected approach is

capable of equalising a frequency-selective channel. Furthermore the proposed archi-

tecture is advantageous in terms of power consumption and implementation cost.

After focussing on the design of the radio for TVWS transmission, we address a

multi-radio user assignment problem. Using various power consumption and harvesting

models for the base station, we formulate two optimisation problems, the first focuses

on the base station power consumption, while the second concentrates on load balanc-

ing. We employ a dynamic programming approach to optimise the user assignment.

The use of such algorithms could allow a downsizing of the power supply systems (har-

vesters and batteries), thus reducing the cost of the base station. Furthermore the

algorithms provide a better balance between the number of users assigned to each net-

work, resulting in a higher quality of service (QoS) and energy efficiency.
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Chapter 1

Introduction

1.1 Scenario and Motivation

While information and communications technologies (ICTs) are responsible for an in-

creasing share in the world’s electrical energy usage [8], a large part of the population

still has no or only limited access to the internet [9]. This is true even in economi-

cally developed countries, such as the United Kingdom (UK) [10], where rural com-

munities only benefit from low quality, low throughput broadband services, mainly

because of economic constraints on the infrastructures, or the lack thereof [11, 12].

The work presented in this thesis aims to explore reliable and energy efficient solu-

tions to this problem, in the context of the sustainable cellular network harvesting

ambient energy (SCAVENGE) project. The SCAVENGE project is a Horizon 2020,

Marie Sk lodowska Curie Action innovative training network (grant agreement number:

675891), whose main objective is to tackle sustainable design, protocols, architectures

and algorithms for next generation 5G cellular networks. The overall purpose of the

SCAVENGE project is to allow mobile systems and especially their constituent base

stations, femto, small-cells, mobile devices and sensors to take advantage of sources

harvesting ambient energy (such as renewable sources).

1.1.1 Legacy Broadband Access Solutions

Broadband access is typically provided using asymmetric digital subscriber line (ADSL)

technology. The service is distributed countrywide on an optical fibre network, and is

then dispatched locally through the legacy copper twisted pair telephone network. In

small isolated communities, the deployment of such technology is often deemed too

expensive to be economically viable and is usually not profitable for service providers.

While other technologies such as satellite broadband solutions are available, they often

come at high set-up and operation costs; rural broadband is then largely subsidised by
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Figure 1.1: Survey of broadband QoS, OfCom (2014) [10].

the local authorities. In addition to the cost and challenges of the communication net-

work deployment, issues with the access to electricity, or the reliability of the electrical

power supply can represent further complications.

The quality of service (QoS) of broadband access in rural areas is often limited, and

reliable access can be very challenging. Figure 1.1 presents the coverage offered in the

UK by next generation access (NGA) and superfast broadband [13]; the rural parts of

the UK such as Scotland exhibit low to very low QoS, with office of communications

(OfCom) data showing that fast broadband reaching less than 50% of the households

in some areas, when modern life requires high quality broadband both for businesses

and individual users.

1.1.2 Wireless Broadband for Rural Areas

A viable solution for rural broadband is to use wireless base stations with a wireless

high-throughput point to point (PTP) backhaul links [14]. The suitability of wire-

less technologies for rural broadband has been studied in developing territories [15–18]
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and developed countries [14, 19, 20], both from technical and economical standpoints.

Technologies such as Wireless Fidelity (WiFi) are commonly used for broadband access,

providing cheap access to the internet both in urban and rural environments. Addi-

tionally to WiFi, several wireless technologies were proposed in the context of rural

broadband access, including TV white space (TVWS) approaches [19, 21]. The use of

TVWS has been strongly motivated by the spectrum release that followed the digital

television (DTV) switch-over in numerous countries such as the UK [22]. This newly

available spectrum, referred as TVWS, offers opportunities for new applications such as

programme-making and special events (PMSE) devices and mobile networks to which

channels above 700 MHz have been reassigned [23]. The use of TVWS for broadband

access is especially interesting in rural areas, where broadband QoS is low and few TV

channels are used. Using a TVWS network in those low-density areas can offer reliable

low-cost internet access to housings and businesses [19].

Adding to the network access issues, an unavailable or unreliable power grid at the

base station site can represent further challenges and costs. An adequate solution to

deal with this issue is the introduction of energy harvesters [24–26]. The use of renew-

able energy harvesting, however, strongly affects the available power, as explored in

the context of the SCAVENGE project [4, 5]. Two approaches for the power systems

are then possible: either the energy system needs to be over-dimensioned as in [19], or

resource management has to be introduced [6, 7, 27].

1.2 Problem Statement

The scenario presented in Section 1.1 comes with its own set of challenges. Such re-

mote off-grid base stations have already been implemented on the isles of Bute and

Tiree using off-the-shelf radios [19], which while they simplify the design of the base

station, might not achieve the best possible balance between high throughput and low

power consumption. In energy harvesting communication networks, the available elec-

trical power is a critical resource, which has to be used carefully [4–7]. Due to these

constraints, an off-grid wireless base station then requires radio systems with low power

consumption, while still meeting the legal requirements for transmission and offering a

satisfactory broadband service to the end users.

To provide broadband in remote areas, previous studies [14–18, 20] used wireless

base stations which have been successfully powered by various energy harvesters. The
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UHF-TVWS

Wi-Fi

Figure 1.2: Multi-network access scenario, as presented in [28].

broadband access solution proposed by [19] and explored further in this thesis relies

on the concurrent use of WiFi and TVWS radio access networks (RANs). While a

ultra high frequency (UHF), e.g. TVWS, transmitter allows a longer link than a GHz

radio, e.g. WiFi, at a comparable transmission power, due to the better propagation

characteristics of the lower frequencies [29], the overcrowding of the TV spectrum [30]

limits the achievable throughput by TVWS technologies, thus justifying the addition

of a GHz radio to the base station to improve QoS.

Transmissions in the TVWS frequency bands require frequency-agile and/or easily

reconfigurable radio systems with very low out of band emissions [22]. These charac-

teristics are needed because the available spectrum varies in time, space and frequency,

additionally the TVWS transmission should not interfere with the TV services. As

depicted in Figure 1.2 and detailed in Chapter 5, the user spatial distribution in ru-

ral environments into the form of clusters, villages, surrounded by sporadically placed

users renders the rural area well suited for the use of multiple radio access technolo-

gys (RATs) taking advantage of the different propagation characteristics, thus allowing

to serve both the close-by and farther away users, while providing good data rates [28].

The use of multiple radios provides an opportunity for optimisation; several studies
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showed that energy savings and QoS improvements are achievable by optimising the

user assignment in heterogeneous network scenarios [31, 32].

1.3 Contributions

In this thesis two main research challenges are presented. The first is to contribute to the

design of a low-power baseband unit for TVWS broadband access, focussing successively

on a multi-carrier and equaliser implementation on a software defined radio (SDR)

platform. The second challenge is to extend the optimisation of the power efficiency of

the base station further, by using a multi-radio user assignment system, between two

RANs in order to reduce the power consumption of the base station, while maintaining

QoS.

1.3.1 Baseband Unit Implementation

The contributions of this thesis focus on two main aspects of base-band processing, the

multi-carrier system and the equalisation. For the first, this thesis focusses on over-

sampled fast Fourier transform (FFT) modulated filter-bank multi-carrier (FBMC)

systems, more specifically considering the design of the modulating transform; for the

second, a concurrent constant modulus (CM) / decision directed (DD) fractionally-

space equaliser (FSE) is proposed. All implementations were performed using a SDR

approach [33, 34], in a Matlab hardware (HW)/software (SW) co-design environment

[35]. This thesis aims to standardise simulation, implementation and testing method-

ologies, providing the first steps toward the implementation of a full transceiver system.

Each field programmable gates array (FPGA) implementation is complemented by a

power consumption analysis using the Xilinx Vivado tools [36]; these results are then

used, conjointly with the other metrics, to determine the best-suited design for a low-

power rural broadband access base station.

1.3.2 Multi-Radio Network User Assignment

Previous work [24–26] introduced the use of renewable energy to tackle both planning

issues and access to electrical power, as the best base station site might be outside

the reach of the electrical grid. Two approaches are then possible to maintain service:

either the energy system needs to be over-dimensioned [19] or resource management

has to be introduced [27]. Various resource management techniques have been proven

effective in energy harvesting networks [6, 7, 31, 32, 37]; the problem considered in

this work was previously optimised using a load-focussed user assignment optimisation

5
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algorithm based on a belief propagation algorithm [28].

To treat this multi-radio user assignment problem, two approaches are chosen, using

various power consumption and production models for the base station presented in

[21], corresponding optimisation problems are formulated and then submitted to a

dynamic programming algorithm. The overall energy savings are then compared by

way of simulations taking into consideration the variation in harvested energy, as well

as changes in user activity, against scenarios in which the WiFi radio is set to the

maximum legal transmission power, or in which the base station uses a single TVWS

radio to provide the entire community with broadband.

1.4 Thesis Overview

The background for the work presented in this thesis is introduced in Chapter 2, which

describes the rules for TVWS transmission, as defined by OfCom, as well as design

constraints and techniques used throughout this thesis for SDR implementation. The

chapter also introduces an oversampled FFT modulated FBMC system, and equal-

isation techniques for FBMC systems, as well as the user assignment problem of a

multi-RAT base station for rural broadband access. In Chapter 3, a novel approach in

the implementation of FFT-modulated FBMC systems is described, which moves away

from typical power-of-two implementation of the discrete Fourier transform (DFT),

in order to only up/down-convert the required number of channels, i.e. 40, to cover

the entirety of the TVWS spectrum. In Chapter 4, an energy efficient equalisation

techniques for FPGA implementation is detailed, making concurrent use of CM and

DD coefficient update processes. In Chapter 5, a new approach, based on dynamic

programming, for the user assignment problem is presented in an energy harvesting

multi-RAT rural broadband base station scenario. The optimisation focuses on the

energy saving and QoS improvement that such user assignment algorithm can bring

to an off-grid rural broadband wireless base station. In Chapter 6, we summarise and

conclude the work presented in Chapters 3, 4 and 5 and introduce some future work

which falls in the scope of this thesis.
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Chapter 2

Background

This chapter introduces some of the prior knowledge required for a better understand-

ing of Chapters 3, 4 and 5. Scenarios and background relevant to the use of TV white

space (TVWS) for rural broadband are detailed in Section 2.1. General information

about software defined radio (SDR) and field programmable gates array (FPGA) im-

plementation is presented in Section 2.2, which also elaborates on the selected SDR

platform and the implementation work-flow used in this thesis. Background about fast

Fourier transform (FFT) modulated filter-bank multi-carrier (FBMC) system is given

in Section 2.3. An introduction to equalisation for oversampled FFT modulated FBMC

is provided in Section 2.4. Previous work and considerations related to multi-radio ac-

cess networks (RANs) optimisation are presented in Section 2.5.

2.1 TV White Space for Rural Broadband

Depending on the geographical area, the TV-spectrum is divided in 6 MHz or 8 MHz

channels. In Western Europe 49 ultra high frequency (UHF) channels of 8 MHz were

used for analogue TV transmission, ranging from 470 MHz (Channel 21) to 862 MHz

(Channel 69) [38]. As shown in Figure 2.1, the transition from analogue-TV to digital

television (DTV) reduced the number of channels needed, multiplexing techniques al-

lowing a single 6-8 MHz channel to hold multiple TV programs simultaneously. The

newly available spectrum, also known as TVWS opened the horizons for a multitude

of applications, ranging from wireless microphones (programme-making and special

events (PMSE)) to internet access, while channels 50 to 69 were already reallocated

to mobile phones [23, 39]. After the analogue TV switch-off, office of communica-

tions (OfCom), the regulatory organisation for broadcast, telecommunications and

postal industries in the United Kingdom (UK), provided a set of rules for emission

in the TVWS and associated trial conditions [22]. Those regulations include spectral
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Figure 2.1: TV spectrum after switch-over for the UK in 2009, Ofcom [22].

requirements, given in Figure 2.2, and channel sharing rules, to protect the TV trans-

missions from leakage by eventual TVWS transmission. As such when transmitting in

TVWS out-of-band emission are limited to -55dB and -69dB in the adjacent and next

adjacent channels respectively. These spectral requirements affect the design of the

baseband computation, on which Chapters 3 and 4 of this thesis focusses, as well as

the design of the radio frequency (RF) frontend.

−69dB

−60dB

−50dB

−40dB

−30dB

−20dB

−10dB

0dB

nn− 1n− 2 n+ 1 n+ 2

Channel

8MHz 8MHz 8MHz 8MHz 8MHz

Figure 2.2: Ofcom spectral requirements for nth channel [22].
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LU LU LU LU

LU LU LU LU

LU LU LU LU

I/O

Figure 2.3: Early FPGA architecture, including look-up table (LUT), input/outputs
(I/Os) and interconnection network.

2.2 Software Defined Radio Implementation

Understanding of SDR and FPGA architectures is critical to justify some of the design

choices and constraints used in Chapter 3 and Chapter 4, this section gives an overview

of those architectures, highlighting the main specificities relevant to the implementation

of baseband signal processing for SDR platforms.

2.2.1 FPGA Architecture

FPGAs were first introduced in the 1985 by Xilinx [40]; they were initially designed as

a collection of reprogrammable LUTs with a reconfigurable interconnection network, as

shown in Figure 2.3. Similar to complex programmable logic device (CPLD), FPGAs

use random access memory (RAM) technology instead of read-only memory (ROM).

Since the introduction of the first FPGA, the technology has substantially evolved, not

only in terms of the number of LUTs and interconnections available, but also by the ad-

dition of new specialised slices within FPGAs. These incorporations may look as if they

reduce the flexibility of FPGAs, but greatly increase their computation power, leading

to more advance algorithms being implemented on newer generations of devices. Ini-

tially, these added slices were discrete fixed-point multipliers and adders, which would
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later be replaced by multiplication-accumulation (MAC) units, optimised for filter im-

plementation. Other additions to FPGAs include dedicated RAM blocks, high through-

put I/O serial transceivers, and more recently soft-cores such as advance reduced in-

struction set computing (RISC) machine (ARM) cores. The connectivity of FPGAs

was also improved by the addition of advanced peripherals, such as inter-integrated

circuit (I2C), ethernet and memory controllers, as shown in Figure 2.4. The imple-

mentation of most of these specialised slices using LUTs and standard I/O resources is

possible but not advisable, as it would be a very costly solution, because of the resource

usage and the high interconnection cost, while likely providing lower performance. Fur-

thermore, the high interconnection requirements can induce an underutilisation of the

computational resources of the FPGA. This is due to the fact that the FPGAs slices

are not fully interconnected and that the routing of a large and complex systems might

render unused resources inaccessible or prove to be an unsolvable routing problem on

an underused FPGA; this is due to timing and critical path constraints, related to

signal propagation within the device.

Modern FPGAs provide a highly reconfigurable and massively parallel computation

structure allowing high performances signal processing, e.g. up to 21897 GMAC/s on

a Virtex Ultrascale+ from Xilinx. However, the high flexibility comes at a cost, as

placing and routing operations have become increasingly complex, requiring lengthy

synthesis and implementations computation steps, as well as careful design.

Xilinx DSP48 Slice

The DSP48E1 slice is one of the most critical resource for signal processing applications

in modern Xilinx FPGAs [41, 42]. Each DSP48E1 slice implements one 18 × 25 bits

two’s-complement multiplier, completed by a pre-adder (25 bits output) to facilitate

the implementation of symmetric filters, as well as a 48 bits accumulator/arithmetic

unit, optimised for filter implementation. The slice also includes resources for up and

down conversion, as well as various registers, for the implementation of the tap delay

line in finite impulse response (FIR) filters. A simplified block diagram is presented

in Figure 2.5; the resources of a single DSP48E1 slice allow to implement a one coef-

ficient filtering operation, as long as an adequate word-length is selected; a growth by

one bit above the maximum word-length at the input of the slice increases the number

of required multipliers to four, as detailed in [41, 42].

10
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RAM DSP

Transcievers
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ARM
Peripherals
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Figure 2.4: Modern FPGA architecture including LUT, I/Os, high speed I/Os, multi-
pliers, digital signal processor (DSP) blocks, RAM, ARM core, peripherals and inter-
connection network.
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Figure 2.5: Simplified block diagram of the DSP48E1 from the series 7 Xilinx FPGAs.

Performance Metrics

This section introduces the performance metrics used to measure implementation costs

in Chapters 3 and 4. Two main metrics are used resources usage and power con-

sumption extracted from the Vivado tools from Xilinx [43, 44], the first is a common

metric for FPGA implementations, while the power consumption is used to determine

the most energy efficient approach for future implementations. Estimating the power

consumption of an FPGA is a complex problem, this thesis use the power analysis tool

included in Xilinx Vivado and while the exact process for estimation is outside the

scope of this thesis, there are a several elements that affect power consumption. There

are two types of power consumption sources within integrated circuits (ICs), related

to state transitions and signal propagation. Adequate models, usually provided by the

manufacturers, can be used to estimate the power consumption of a device. Within

FPGAs those costs are related to

• processing related costs, i.e. LUTs, DSP48E1, RAM and I/Os, these costs are

closely related to the use of these resources as well as running frequency, with the

DSP48E1 blocks representing the highest power consumption cost per unit;

• signal routing costs are linked to the route and place process of the FPGA im-

plementation, and the variations in signal propagation path length and running

frequency.
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Figure 2.6: Zynq SDR system architecture, based on a Xilinx ZC706 and Analog De-
vices AD-FMCOMMS4 evaluation boards.

2.2.2 Zynq SDR

The implementations in Chapter 3 assume a Zynq-SDR as the targeted platform. The

platform, of which a simplified block diagram is given Figure 2.6, employs a ZC706

evaluation board [45] from Xilinx and a AD-FMCOMMS4 evaluation board [46] from

Analog Devices. The first includes a Xilinx Zynq 7045 system on chip (SoC) [47],

which implement both an ARM dual core processor and an average size FPGA. The

computational resources of the Zynq 7045 FPGA, used in Chapter 3, together with

those for the Virtex 7VX550T device used in Chapter 4 are presented in Table 2.1.

The RF frontend provided by the Analog-Devices AD-FMCOMMS4 evaluation

board is based on the AD9364 [48] chip from the same manufacturer, the main charac-

Table 2.1: FPGA resources Xilinx Zynq Z7045 used inChapter 3, and Virtex 7 7VX550T
targeted in Chapter 4.

Zynq Z7045 Virtex 7 7VX550T

Logic Cells (K) 350 554
Block RAM (Mb) 19.1 42.4
DSP Slices 900 2880
Maximum I/O Pins 362 600
Maximum Transceiver Count 16 80

13



Chapter 2. Background

teristics of the RF frontend are:

• carrier frequency range: from 70 MHz to 6.0 GHz ,

• channel bandwidth from < 200 kHz to 56 MHz ,

• 1 receiver (Rx) and 1 transmitter (Tx) RF chains,

• 12 bits analogue-to-digital converter (ADC),

• 12 bits digital-to-analogue converter (DAC).

While this platform does not provide the sufficient bandwidth for full coverage

of the TV spectrum, it allows to conduct feasibility studies, using fast prototyping

by way of the hardware (HW)/software (SW) co-design workflow from MATLAB®.

Furthermore, this platform shares characteristics with several SDR systems including

more advance devices, this study could then be used as a stepping stone towards more

advanced platforms such as universal software radio peripheral (USRP) N310/N320

[49, 50] or Xilinxs’ radio frequency system on chip (RFSoC) chips [51].

2.2.3 MATLAB® HW/SW Co-Design Workflow

To allow fast prototyping, the implementations presented in Chapter 3 and Chapter 4

were performed using the HW/SW co-design work-flow [35] and hardware description

language (HDL) Coder [52] respectively, provided by Mathworks for its MATLAB®

and Simulink products. In this section an overviews of the process is given.

The design and implementation process, using the MATLAB® HW/SW co-design

work-flow, can be divided in 5 main steps.

1. Floating-point algorithm design and simulation, during this step the user

needs to pay attention to the sampling frequency and validate the performance

of the algorithm.

2. Conversion to fixed-point, this critical step is performed by setting strategic

values and using auto-propagation tools of the MATLAB® Fixed-point Toolbox

[53]. To confirm the fixed-point performance of the algorithm, a thorough check

of the results of the simulation is necessary; this allows to ensure that all word-

lengths, number representation and precisions stay within the requirements for an

efficient use of the computational resources of the FPGA, while only affecting the

performances of the implemented algorithm within requirements, when compared

to the floating point design.
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Figure 2.7: Mathworks SDRHW/SW co-design work-flow, use-cases (a), (b) and (c).

3. Hardware code generation and FPGA synthesis and implementation,

several important parameters are set during this step, such as clocking related

option, type of optimisation, i.e. area, speed, or compile time optimisation, etc.

HDL code is generated by the HDL Coder, while the synthesis, implementation,

bit stream generation and transfer to device are managed by Vivado tools, in an

all integrated process within the MATLAB® ecosystem [35].

4. The software interface design step is important, as this interface needs to

manage the device configuration, the data movements, data post-processing and

visualisation. The quality of this interface is critical for an accurate and efficient

validation of the system behaviour and performances [35].

5. Validation is necessary to confirm the system behaviour and performances and

need to be undertaken very carefully.

One will note that while performing these steps, small changes can lead to great

discrepancy, as well as low performance and inefficient FPGA resource usage. A typical

issue is a unadequatly selected word-length at the input of multiplication, leading to a

higher than expected implementation cost.

There are several ways to use the workflow to implement SDR systems, with three

main use cases available when using the workflow together with a Zynq-SDR platform

shown in Figure 2.7:

(a) in this scenario all the data is processed by the host; while this is the easiest

operation mode to use, performance is limited by the host and its ability to

handle and process data.
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Figure 2.8: Zynq SDR considered system architecture

(b) performance can be increased by moving some of the expensive signal processing

onto the FPGA, allowing a reduction of the data processed by the host. This use

case takes advantage of the massively parallel architecture of the FPGA allowing

for more efficient implementations of signal processing algorithms.

(c) the embedded mode reduces the host role to a monitoring role, by using C/C++

code generation tools and cross-compilation to move higher level functionalities

onto the ARM core of the Zynq platform, bringing the design closer to a produc-

tion system.

This thesis mainly implements scenarios (a) and (b), with (a) employed for develop-

ment and debugging purposes, while (b) is used as the final architecture for the tested

algorithms, leading to the overall system architecture shown in Figure 2.8.

2.3 Oversampled FFT Modulated FBMC

This section describes an FFT modulated FBMC system as summarised in [54] and

shown in Figure 2.9. In this thesis, the FBMC systems are used to efficiently up-

and down- convert 40 channels from the TV spectrum. More specifically, this thesis

considers an oversampled FBMC systems, for the advantages they provide in terms of

synchronisation and equalisation, as well as channels separation performances.

2.3.1 System Description

Different from orthogonal frequency-division multiplexing (OFDM), discrete Fourier

transform (DFT) modulated FBMC systems allocate the energy and information re-

lated to samples both in time and frequency. At baseband, i.e. before modulation,

the energy of a single sample is spread in the time-domain by the successive use of an

upsampling operation followed by FIR filter, on the receiver side the inverse operations

are used to reconstruct the sample. The ratio depends on the prototype filter length; as

such systems implementing long prototype filters have most of the information related
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Figure 2.9: Two-stage TVWS filter-bank Tx (above) and Rx (below) with a polyphase
filter (PPF) in stage 1 and an FBMC system in stage 2, as proposed in [54].

to a sample spread over time, leading to difficult synchronisation, but lower inter-carrier

interference (ICI), while shorter prototype filters would induce leakage into the adjacent

channels, thus spreading information through the spectrum, increasing dependence be-

tween channels and introducing more ICI.

For the system proposed in [54], on the receiver side the conversion from baseband

to digital RF is performed in two stages. Seen from the receiving antenna, a first stage

(stage 1) converts the RF signal to a lower intermediate frequency (IF) signal whose rate

enables it to be handled by an FPGA, depending on the selected hardware this part of

the FBMC transceiver might be implemented in the analogue domain, as in Chapter 3,

or digital domain as in [54]. A second stage, namely stage 2, is responsible for the

multiplexing the 40 TVWS channels into a single baseband signal in the Tx branch,

and the demultiplexing from the equivalent single baseband signal in the receiver branch

back into the 40 TVWS channels.

Stage 1:

When fully implemented in the digital domain, on the receiver side, i.e. the lower branch

in Figure 2.9, an ADC acquires data at an RF sampling rate fs with a word length

Rrx. A bandpass filter extracts the 320 MHz wide UHF band that contains the 40

8 MHz wide TVWS channels, and due to the band limitation imposed by the filter,

enables a reduction of the sampling rate by a factor K
(i)
1 , where the index i denotes

different design options. The decimation of the signal implicitly results in a demodula-

tion; a modulation correction, ejΩcn in Figure 2.9, then aligns the 40 TVWS channels

in the baseband between DC and 320 MHz .
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Figure 2.11: Stage 2 prototype filter with passband width of 8 MHz as described in [54].

To efficiently implement the receiver stage 1, the bandpass filter h
(i)
1 [`], of length

L
(i)
1 , whose magnitude response |H(i)

1 (ejΩ)| and associated transition bands B
(i)
T,1 are

characterised in Figure 2.10. The filter is implemented in a polyphase network, enabling

to swap the decimation by K
(i)
1 with the filtering, using the Noble identity [55] presented

in Figure 2.12. This reduces the computational cost by a factor of K
(i)
1 , keeping the

same filter length but operating at a lower frequency. Additionally, the downconversion

enhances the signal-to-quantization-noise ratio (SQNR) by potentially increasing the

effective word length by ∆R = log4K
(i)
1 bits, under random noise conditions[56].

The transmitter operates analogously, and the baseband signal is implicitly up-

converted to RF by expansion. To ensure that the resulting RF signal sits between

470 and 790 MHz , the baseband signal is modulation-corrected prior to upsampling,

and interpolated by a filter matched to |H(i)
1 (ejΩ)| in Figure 2.10. Again, an efficient

polyphase implementation minimises the implementation cost, and the word length can

potentially be reduced at RF by ∆R1 = log4K
(i)
1 bits without affecting the SQNR [56].

Stage 2:

The conversion between the 40 TVWS channels and the baseband signal required for

stage 1 is performed with the help of an oversampled DFT modulated filter-bank with

K
(i)
2 channels, operating as a transmultiplexer. The design is based on a 8 MHz wide

prototype p
(i)
2 (`), with a filter length L

(i)
2 , as characterised in Figure 2.11, the transition
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Figure 2.12: Downconversion, equivalence between a simple FIR filter followed by a
downsampler and a polyphase network downconverter.

band B
(i)
T,2 as in stage 1 depends on the oversampling ratio K

(i)
2 respectively. In this

design, a 5.3MHz signal is transmitted over each 8 MHz wide TV channel sampled at

16 MHz , i.e., the input signal is oversampled by a factor of K
(i)
3 = 3. This provides a

sufficient transition band, but will also enable advanced synchronisation and equalisa-

tion as detailed in Chapter 4.

The prototype filter P
(i)
2 is modulated by a DFT to the K

(i)
2 different band positions,

which in the receiver operate as band selection filters to extract band-limited TVWS

channels which subsequently can be decimated by K
(i)
2 /K

(i)
3 . In the transmitter, these

filters follow an expansion by K
(i)
2 /K

(i)
3 and fulfil the purpose of interpolation filters.

Similarly to stage 1, the band limitation and expansion/decimation implies a potential

gain in word length by ∆R2 = log4(K
(i)
2 /K

(i)
3 ).

An efficient polyphase representation of the FBMC blocks ensures that the filtering

is always operated as the lower rate. Further, a DFT filter-bank enables a factorisation

into a polyphase network consisting of operations that only involve real-valued proto-

type filter, and a K
(i)
2 -point DFT [57, 58]. As a result, the FBMC implementation for

19



Chapter 2. Background

Figure 2.13: Filter design prototype for stage 1 FBMC system as described in [1].

Figure 2.14: Filter design prototype for stage 2 FBMC system as described in [1].

40 channels is just as costly as the conversion of a single channel, plus the cost of the

DFT operation [54, 57, 59].

2.3.2 Design Example

The following example focuses on the design with K1 = 4, K2 = 64 and a sampling fre-

quency at RF of 2.688 GHz as in [1]. A filter h1[`] for stage 1 based on a minimax design,

and a prototype p2[n] of length L2 constructed by an iterative weighted least squares

approach for oversampled filter-bank design [60], require respective lengths of L1 = 46

and L2 = 320 to ensure that the overall design satisfies the mask requirements [61], as

demonstrated for magnitude responses of filters h1[`] and p2[n] in Figures 2.13 and 2.14

respectively, where the transition bands B
(i)
T,1 and B

(i)
T,2 respectively are computed as

presented in [54].

To achieve 16 bits word length accuracy at the ADC/DAC, the up- and downconver-

sion process is operated with 16 bits words, but only 12 bits accuracy is required for the

baseband signals coming from the upconverter and going out of the downconverter. If

all TVWS channels are occupied, this results in the PSD at RF shown in Figure 2.15,

which satisfy the required masks. The PSD of the multiplexed signal at the output
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Figure 2.15: Power spectral density (PSD) of signals after stage 1 using bit-true and
cycle-accurate simulations as described in [1].

Figure 2.16: PSD of signals after stage 2 using bit-true and cycle-accurate simulations
as described in [1].

of the transmitter stage 2 is shown in Figure 2.16. The graph also shows how the

TVWS channels occupy the lower 40 of the overall 64 channels, while the upper ones

are unoccupied and create design freedom for the stage 1 prototype filter.

2.4 Equalisation for Oversampled FFT Modulated FBMC

for TVWS Operation

This section provides background on the equalisation of FFT modulated oversampled

FBMC systems, presented in Section 2.3 related to Chapter 4.

2.4.1 Equalisation for Multi-Carrier System

The equalisation of multi-carrier systems is a well studied area of research, both for

OFDM [62–65] and FBMC systems [66–71]. Compared to OFDM and critically sam-

pled FBMC systems, such as FBMC offset-quadrature amplitude modulation (OQAM)

[68, 69, 72, 73], oversampled FBMC systems are less affected by ICI. Indeed, the over-

sampled FBMC systems, introduced in Section 2.3 and further detailed in Chapter 3

21



Chapter 2. Background

w[n]
2

x[n] y[n] e[n]

|.|2

γ
2

+-

w[n+ 1] = w[n] + µe
∗[n]x[n]

Figure 2.17: Constant modulus equaliser block diagram.

include wide garde-bands between channels [55], resulting in almost fully independent

(i.e. non-overlapping) channels, allowing the per-channel equalisation presented in

Chapter 4. In contrast OFDM and FBMC OQAM system, both critically sampled are

on the other hand more subject to ICI, require cross-channel equalisation, including at

least adjacent channels [74, 75].

The target application for the oversampled FFT modulated FBMC system pre-

sented in this thesis, by only utilising a few of the modulated channels and sharing

the rest of the spectrum with the TV services, differs from the typical frequency divi-

sion duplex (FDD) multiplexing application where the modulated channels are used to

differentiate between users within a single service, e.g. mobile networks; this further

justify the use of a per-channel equalisation scheme.

This thesis presents an equaliser based on a constant modulus (CM) approach, for

which the background is provided in the following section.

2.4.2 Constant Modulus Equalisation

The CM algorithm is a well-known blind equalisation technique [76–80] and this section

details the algorithm and its derivation. The CM algorithm is a stochastic gradient

descent technique applied to a CM cost function ξCM [76], defined as the mean squared

error (MSE) between the squared modulus of the output signal of the equaliser y[n]

and a target squared modulus γ:

ξCM[n] = E
{(
γ2 − |y[n]|2

)2}
, (2.1)

where E{·} is the expectation operator. The use of squared modulus reduces greatly

the implementation cost of the algorithm, as it cancels the square root operation of the
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modulus, such as:

|y[n]|2 =

(√
Re{y[n]}2 + Im{y[n]}2

)2

= Re{y[n]}2 + Im{y[n]}2 . (2.2)

However, it renders the cost function ξCM dual quadratic with respect to the adaptive

filter coefficients w[n]. Given an input signal x[n] stored into a tap-delay line x[n] and

an adaptive filter w[n] the equaliser output y[n] can be expressed as:

y[n] = wH[n] · x[n]. (2.3)

As a consequence of its biquadratic characteristics, the CM cost function ξCM presents

local minima, the optimisation problem thus exhibits a manifold of solutions, limiting

the performance of the CM algorithm, this is however balanced by the fact this function

only requires the received signal, to oppose to other stochastic gradient descent tech-

niques such as least mean square (LMS) algorithm, which requires a delayed version of

the transmitted signal d[n] = x[n− δn] to be fed to the algorithm [81].

The CM algorithm uses a stochastic gradient approach to update the filter coeffi-

cients w[n], such as

w[n+ 1] = w[n] + µ∇ξ̂CM[n], (2.4)

where µ is the step size between updates and the cost function estimate ξ̂CM is obtained

by dropping the expectation operator from (2.1) and the gradient ∇ξ̂CM[n] is obtained

using Wirtinger derivatives [82]:

∇ξ̂CM[n] =
∂

∂w∗[n]

(
γ2 − |y[n]|2

)2
= 2

(
γ2 − |y[n]|2

) ∂

∂w∗[n]
(−y[n]y∗[n])

= −2
(
γ2 − |y[n]|2

) (∂wH[n]x[n]

∂w∗[n]
· y∗[n] + y[n] · ∂wT[n]x∗[n]

∂w∗[n]

)
= −2

(
γ2 − |y[n]|2

)
(x[n]y∗[n] + 0) ,

(2.5)

leading to a update equation:

w[n+ 1] = w[n] + 2µ
(
γ2 − |y[n]|2

)
y∗[n]x[n], (2.6)

then assuming an error function

e[n] = 2
(
γ2 − |y[n]|2

)
y[n], (2.7)
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Figure 2.18: CM algorithm output equalising a quadrature phase-shift keying (QPSK)
constellation submitted to a channel introducing inter-symbol interference (ISI) only.

(2.6) can be rewritten as a typical LMS update equation:

w[n+ 1] = w[n] + µe∗[n]x[n]. (2.8)

A block diagram is presented in Figure 2.17. The CM algorithm is very well suited for

phase-shift keying (PSK) signals providing blind equalisation, it is however ineffective

to correct constellation rotation induced by the phase or frequency offset, due to the

presence of local minima within the cost function ξCM, defined in (2.1), which does

not take into consideration any phase-related information. The impact of a frequency

offset on the output of the CM algorithm is shown in Figure 2.19. Another limitation

of the CM cost function reside in the value of the gradient estimate ∇ξ̂CM[n] = 0 when

w[n] = 0, which prevents the update of the coefficients (2.4). Although it is unlikely

that the algorithm will converge toward w[n] = 0, one need to be careful with the

initialisation of the CM algorithm so: w[0] 6= 0. As the cost function is biquadratic and

multi-modal with local minima, different initialisations also implies different solutions.
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Figure 2.19: Effect of frequency offset on the CM algorithm equalising a QPSK con-
stellation.

2.5 Multi-Radio Base Station User Assignment

Multi-radio load assignment optimisation algorithms and their benefits with respect to

the power consumption have previously been studied on mobile devices, using Wireless

Fidelity (WiFi) and Bluetooth [83]. In [84, 85] more general approaches considering

the quality of service (QoS) are presented, in a scenario where the available power is

limited by the battery capacity on mobile devices always offering more connectivity.

Previous work on rural broadband access introduced the concurrent use of WiFi

and TVWS RAN to take advantage of the spatial repartitioning of users in rural en-

vironment, with users regrouped into clusters—villages—surrounded by sporadically

placed homes [19]. The concurrent use of multiple radio access technologys (RATs)

within a single base station provides degrees of freedom, which in turns makes it pos-

sible to optimise the performance of the base station, both in terms of QoS [28] and

energy efficiency [21]. Optimisation of multiple radio systems at the base station is

often focused on the use of different types of base stations (small versus macro base

stations) [86] and not a single base station basis with multiple radio technologies [21, 28].

With respect to rural broadband base stations, previous work [24–26] introduced the

25



Chapter 2. Background

use of renewable energy to tackle both planning issues and access to electrical power,

as the best base station site might be off-grid. Two approaches are then possible to

maintain service : either the energy system needs to be over-dimensioned to guarantee a

minimum service [19] or resource management schemes have to be introduced [27]. Var-

ious resource management techniques have been proven effective in energy harvesting

communication networks [28, 31, 32, 37].

2.6 Chapter Summary

In this chapter, we gave a short overview of the prior knowledge required to better un-

derstand the research presented in the following chapters, more specifically we focussed

on information that is relevant to justify some of the research direction and design

decision taken in the coming chapter. We introduced the use of TVWS radio system to

provide broadband in rural areas, as well as previous work relevant to this problem and

the FBMC transceiver systems this thesis explores further. Furthermore, we detailed

some of the design constraints and considerations of FPGA implementation, we also

quickly described the design process used for the SDR type implementation performed

in this thesis. We also gave background on equalisation for oversampled FFT modu-

lated FBMC systems as well as some information on user assignment for multi-radio

base station.
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Chapter 3

FFT Size Optimisation for

Oversampled FFT Modulated

FBMC Systems

Oversampled fast Fourier transform (FFT) modulated filter-bank multi-carrier (FBMC)

systems, introduced in Section 2.3, have, in most applications, higher computational

complexity than orthogonal frequency-division multiplexing (OFDM) systems. To keep

the implementation cost low, further optimisation might be required. Compared to

traditional implementations, this chapter explores the optimisation of the modulating

transform, by adjusting the size of the transform and the structure of the FBMC system

to increase the energy efficiency of the transceiver. After introducing the motivation for

this work in Section 3.1, this chapter presents the derivations for the design of a custom

40-point multi-radix FFT, in Section 3.2, details about the design of the filters are

presented in Section 3.3, while field programmable gates array (FPGA) implementation

methodology and results are given in Sections 3.4 and 3.5 respectively.

3.1 Motivation and Rationale

The main objective of the work presented in this chapter is to determine the viability

of the use of non power-of-two FFTs in FBMC systems for TV white space (TVWS)

transmissions. In order to cover the integrity of the TVWS spectrum previous imple-

mentation work opted for FBMC systems, shown in Figure 2.9, using a 64-point FFT

[54], thus covering 64 8 MHz channels. However, TVWS applications after the digital

television (DTV) switch-over only required 40 8 MHz channels to be fully accessed, a

number reduced further by spectrum reallocations; using a 64 channels thus leads to a

minimum of 24 redundant channels and the associated computation cost.
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As FBMC systems allocate most of the energy of a sample in its respective chan-

nel, to oppose to OFDM where large amount of energy leaks in adjacent channels, the

importance of unused channels in FBMC system is largely reduced, rendering the ex-

tra FFT coefficients unimportant [87]. This fact is amplified by the high attenuation

required with adjacent channels, to comply with the regulations for TVWS transmis-

sion [39], consequently the energy of the signals leaking into unused channels of the

transceiver system is low with respect to the noise floor. The unused FFT coefficients

can then be deemed unnecessary, thus justifying the idea of building a custom FFT

that cover exactly the required number of channels.

For the designs presented in [59], and summarised in Section 2.3, it was found that

a higher decimation or expansion in stage 1, and therefore a lower decimation or ex-

pansion in stage 2, leads to a more numerically efficient design than vice versa. This

motivates further the use of a 40-point FFT instead of a larger power-of-two FFT which

would allow for a full coverage of the TVWS spectrum. Nonetheless, the FPGA imple-

mentation in [54] ignored this optimality, as it had to rely on power-of-two FFTs inside

the FBMC system due to design constraints. With N = 2k ≥ 40, k ∈ N, the smallest

possible number of channels covering the TVWS spectrum is N = 64, thus involving

24 unused channel that need to be zero-padded in the transmitter and discarded in the

receiver.

Furthermore, since the DTV switch-over channels above 700 MHz have been reas-

signed to mobile services [23] reducing the number of potentially usable channels to 30.

This reduction in the number of available channels provides the system with 10 and 34

unused channels for the 40-point and 64-point system respectively, allowing for large

transition band in the design of the filter for stage 1 (described in Section 2.3.2). While

in theory, a 32-point transform could be enough to cover the integrity of the available

spectrum, it would not provide sufficient transition bands and increase the design con-

straints on stage 1, making it complex and costly to implement. The 40-point size was

chosen as a compromise of implementation complexity between stages 1 and 2.

3.2 FFT Design for FBMC Systems

To produce a 40 channel wide FBMC system, one either needs to rely on a 40 point

discrete Fourier transform (DFT), or in order to attain a more numerically efficient

design opt for a mixed-radix architecture [88], factorising N = 40 in N = 40 = 23 × 5,

i.e. building a 40-point FFT from a number of 8-point and 5-point FFTs. While the
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8-point section can rely on readily available power-of-two FFT blocks, generated in

this work using the Cooley-Tukey algorithm [89], the radix-5 block requires an explicit

realisation [90, 91].

3.2.1 40 Point FFT

A mixed-radix 40-point FFT, using a radix-5 FFTs later described in Section 3.2.2

and standard 8-point FFTs can be derived from a 40-point DFT of an input vector

x = [x0, . . . , xn, . . . , xN−1], N = 40 the transform size, such as the corresponding DFT

coefficient Xk are defined as

Xk =
N−1∑
n=0

xne
−2jπ kn

N (3.1)

with N = M ×L = 40 with L = 8 and M = 5. The formula in (3.1) can be re-indexed

using n = nL +MnM , nL ∈ {0 . . .M − 1}, nM ∈ {0 . . . L− 1} and k = LkL + kM ∈ N,

kL ∈ {0 . . . L− 1}, kM ∈ {0 . . .M − 1}, such as

XkM+LkL =

L−1∑
nL=0

M−1∑
nM=0

xnL+MnM e
−2jπ

(nL+MnM )(kM+LkL)

M×L

=
L−1∑
nL=0

M−1∑
nM=0

xnL+MnM e
−2jπ

nLkM
N e−2jπ

nLkL
M e−2jπ

nMkM
L e−2jπ×nMkL

(3.2)

however e−2jπnMkL = 1, thus leading to

XkM+LkL =
L−1∑
nL=0

WnLkM
N

{
M−1∑
nM=0

xnL+MnM e
−2jπ

nLkL
M

}
e−2jπ

nMkM
L (3.3)

where the coefficient

WnLkM
N = e−2jπ

nLkM
N (3.4)

are the twiddle factor applied between the two FFT operations. While the terms∑L−1
n=0 xne

−2jπ kn
L and

∑M−1
n=0 xne

−2jπ kn
M represent the L = 8, M = 5-point FFTs respec-

tively. The transform is then implemented in two stages, for which either five 8-point

FFTs are followed by a reorganisation with application of the twiddle factor defined in

(3.4) and eight radix-5 FFTs, or vice versa. For the latter organisation, a flow graph

is shown in Figure 3.1.
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Figure 3.1: 40 point mixed-radix FFT, build by cascading radix-5 and radix-8 FFTs
in a fully parallel structure.

3.2.2 Radix-5 FFT Block

A radix-N FFT can be derived from an N -point DFT. Given time domain coefficients

xn, n = {0, . . . , (N − 1)}, N Fourier coefficientsXk, k = {0, . . . , (N − 1)} are calculated

via evaluation of

X(ejΩ) =
N−1∑
n=0

xne−jΩn (3.5)

at sample points

Xk = X(ejΩk), (3.6)

Ωk = 2πk/N . With time domain samples xn in a vector x ∈ CN , and the Fourier

coefficients in a vector X ∈ CN , the DFT can be written as

X = Tx. (3.7)
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Defining the factors W k
N = e−j2πk/N , the DFT matrix for an example of N = 5 is

T =


W 0

5 W 0
5 W 0

5 W 0
5 W 0

5

W 0
5 W 1

5 W 2
5 W 3

5 W 4
5

W 0
5 W 2

5 W 4
5 W 6

5 W 8
5

W 0
5 W 3

5 W 6
5 W 9

5 W 12
5

W 0
5 W 4

5 W 8
5 W 12

5 W 16
5

 . (3.8)

To reduce the implementation cost, various solutions have been presented in the lit-

erature [90–94]; they generally differ by trade-offs between the number of adders and

multipliers; this work uses the approach described in [94] and detailed below. Exploiting

the periodicity of the complex exponential, whereby

W k
N = W

k (mod N)
N = e−j2πk/N , (3.9)

the DFT matrix can be restructured as

T =


1 1 1 1 1

1 W 1
5 W 2

5 W 2
5 W 1

5

1 W 2
5 W 1

5 W 1
5 W 2

5

1 W 2
5 W 1

5 W 1
5 W 2

5

1 W 1
5 W 2

5 W 2
5 W 1

5

 , (3.10)

with the complex conjugate W k
5 = W−k5 . This lead to the following set of equations:

X0 = x0 + x1 + x2 + x3 + x4,

X1 = x0 + x1W
1
5 + x2W

2
5 + x3W 2

5 + x4W 1
5 ,

X2 = x0 + x1W
2
5 + x2W 1

5 + x3W
1
5 + x4W 2

5 ,

X3 = x0 + x1W 2
5 + x2W

1
5 + x3W 1

5 + x4W
2
5 ,

X4 = x0 + x1W 1
5 + x2W 2

5 + x3W
2
5 + x4W

1
5 .

(3.11)

X{1,2,3,4} from (3.11) are decomposed, in order to isolate the samples xn multiplied by

the real (respectively imaginary) part Re
{
W k

5

}
(respectively Im

{
W k

5

}
) of the coeffi-

cients W k
5 . This decomposition aims to produce a low complexity radix-5 transform,
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which only utilise purely real or imaginary gains, such as

X1 = x0 + Re
{
W 1

5

}
(x1 + x4) + jIm

{
W 1

5

}
(x1 − x4) + Re

{
W 2

5

}
(x2 + x3)

+ jIm
{
W 2

5

}
(x2 − x3),

X2 = x0 + Re
{
W 2

5

}
(x1 + x4) + jIm

{
W 2

5

}
(x1 − x4) + Re

{
W 1

5

}
(x2 + x3)

− jIm
{
W 1

5

}
(x2 − x3),

X3 = x0 + Re
{
W 2

5

}
(x1 + x4)− jIm

{
W 2

5

}
(x1 − x4) + Re

{
W 1

5

}
(x2 + x3)

+ jIm
{
W 1

5

}
(x2 − x3),

X4 = x0 + Re
{
W 1

5

}
(x1 + x4)− jIm

{
W 1

5

}
(x1 − x4) + Re

{
W 2

5

}
(x2 + x3)

− jIm
{
W 2

5

}
(x2 − x3).

(3.12)

To simplify the expressions above lets define

Ax = x1 + x4, Bx = x2 + x3, Cx = x1 − x4, Dx = x2 − x3, (3.13)

considering that the members Ax and Bx are multiplied by the same coefficients and

that the members Cx and Dx have factors of opposite values in X1 (resp. X2) and X4

(resp. X3), then applying

Re
{
W 1

5

}
= cos

(
2π

5

)
, Re

{
W 2

5

}
= cos

(
4π

5

)
,

Re
{
W 1

5

}
+Re

{
W 2

5

}
= −1

2
, (3.14)

Im
{
W 1

5

}
= − sin

(
2π

5

)
, Im

{
W 2

5

}
= − sin

(
4π

5

)
,
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X{1,2,3,4} in the set of equations (3.12) can be rewritten as

X1 = x0 −
1

2
Ax − cos

(
4π

5

)
(Ax −Bx)

+ j

[(
sin

(
2π

5

)
+ sin

(
4π

5

))
Cx − sin

(
4π

5

)
(Cx +Dx)

]
,

X2 = x0 −
1

2
Bx + cos

(
4π

5

)
(Ax −Bx)

− j

[(
− sin

(
2π

5

)
+ sin

(
4π

5

))
Cx − sin

(
4π

5

)
(Cx +Dx)

]
,

X3 = x0 −
1

2
Bx + cos

(
4π

5

)
(Ax −Bx)

+ j

[(
− sin

(
2π

5

)
+ sin

(
4π

5

))
Cx − sin

(
4π

5

)
(Cx +Dx)

]
,

X4 = x0 −
1

2
Ax − cos

(
4π

5

)
(Ax −Bx)

− j

[(
sin

(
2π

5

)
+ sin

(
4π

5

))
Cx − sin

(
4π

5

)
(Cx +Dx)

]
,

(3.15)

which if defining

α0 =
1

2
, α1 = cos

(
4π

5

)
, α2 = sin

(
2π

5

)
+ sin

(
4π

5

)
,

α3 = − sin

(
2π

5

)
+ sin

(
4π

5

)
, α4 = sin

(
4π

5

)
,

(3.16)

becomes

X0 = x0 + x1 + x2 + x3 + x4,

X1 = x0 − α0Ax − α1(Ax −Bx) + j [α2Cx − α4 (Cx +Dx)] ,

X2 = x0 − α0Bx + α1(Ax −Bx)− j [α3Dx − α4 (Cx +Dx)] ,

X3 = x0 − α0Bx + α1(Ax −Bx) + j [α3Dx − α4 (Cx +Dx)] ,

X4 = x0 − α0Ax − α1(Ax −Bx)− j [α2Cx − α4 (Cx +Dx)] .

(3.17)

This leads to the radix-5 flow graph of [94] depicted in Figure 3.2, and selected

here for implementation due to its low number of complex valued operations. In its

presented form, as multiplication by −1 and ±j can be implemented trivially without

using multipliers, this radix-5 FFT block requires 12 multipliers, to perform 6 real-

valued gains on complex-valued signals and 36 adders for 18 additions of complex-valued

signals.
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Figure 3.2: Radix-5 FFT implemented using purely real or imaginary gains as presented
in [94].

3.2.3 Complexity

This work considers the implementation of complex multiplications using 3 real-valued

multiplications and 5 real-valued additions [95]. It is assumed that there are no over-

heads for sample re-organisation, as it comes at a very low cost in comparison to com-

putation as long as the FPGA is not overcrowded. Using the computational complexity

of a radix-5 FFT stated in Section 3.2.2, and with an 8-point radix-2 FFT requiring two

non-trivial complex-valued multiplication-accumulation (MAC) operations, i.e. 6 real-

valued multiplications and 10 additions, as well as 48 real-valued additions to account

for the requirements of the butterfly structures, a further 26 complex multiplications are

needed to implement the twiddle factors, the overall complexity in terms of real-valued

operations of a 40-point FFT, as presented in Figure 3.1, can be expressed as

Cmultipliers = 8 · 12 + 5 · 6 + 26 · 3 = 204 (3.18)

Cadders = 8 · 36 + 5 · (48 + 10) + 5 · 26 = 708. (3.19)

This can be contrasted to the 402 complex multiply accumulate operations, if the trans-

form was implemented by a standard DFT, requiring 4800 real-valued multiplications

and 8000 real-valued additions. Additionally, the 64-point FFT previously used for
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Table 3.1: Stage 1 filter characteristics

Size 40-point 64-point

Length L1 65 60

Oversampling factor K1 6 4

fs (MHz) 1920 2048

BT,1 (MHz) 240 352

BP,1 (MHz) 160 160

TVWS FBMC system requires, when using a radix-2 architecture 264 real-valued mul-

tiplication and 1032 real-valued additions [96], an implementation cost still higher than

the proposed design.

3.3 Filter Design

The prototype filters h1 and p2 are designed using similar masks to the one presented in

Section 2.3.1 after taking into account the reduction in the number of available TVWS

channels mentioned in Section 3.1.

3.3.1 Stage 1 Filter

Although the final implemented design on the FPGA does not include stage 1; it is used

for simulation purposes allowing us to compare the performances, reconstruction and

compliance to regulation, of the proposed design against a 64 channels FBMC system.

Design

As proposed in [54], the filter for stage 1 is designed using a mini-max method [97],

the magnitude of the frequency responses for the 64-point and 40-point FBMC systems

are shown in Figures 3.3 and 3.4 respectively. Due to the greater amount of unused

channels the filter for the 64-point system exhibits a wider transition band compared

to the filter for a 40-point system.

In both systems, the passband BP,1 is selected to be 320 MHz wide and centered

to 0, while the transition band width for a NFFT points transform is computed as

BT,1 =
40

NFFTK1
× fs. (3.20)

With a higher oversampling factor K1 = 6 in stage 1, the 40 channels system requires

a sharper transition band of BT,1 = 240 MHz than the 64 channels system. The latter
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Figure 3.3: Stage 1 filter 64-point FFT FBMC frequency response |H1(ej2πf/fs)| and
corresponding spectral mask.
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Figure 3.4: Stage 1 filter 40-point FFT FBMC frequency response |H1(ej2πf/fs)| and
corresponding spectral mask.
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with its oversampling factor K1 = 4, which combined with a higher number of unoccu-

pied channels and overall higher sampling rate fs of 2048 MHz against 1920 MHz at the

output of stage 1, allows for a much wider transition band of BT,1 = 352 MHz . The

stop-band is set to a minimum attenuation of 69 dB, which ensures that the system re-

spect the emissions constraints set by the regulator: office of communications (OfCom)

[22]. The pass-band constant across both design is set to cover 30 channel, i.e. 240

MHz .

Complexity

The 64-point system allows for a wider transition band BT,1 in the design of the pro-

totype filter h1, and thus permitting a shorter filter length than a 40-point system.

However, the reduction in usable TVWS channels still provides the 40-point system

with sufficient flexibility and transition bands for the design of the prototype filter h1.

Supposing a polyphase implementation of the filter h1, the number of MAC required

per second for stage 1 is computed as follow

CMAC = L1 ×K2 × 8 MHz , (3.21)

where L1 is the length of the prototype filter h1, K2 = NFFT the oversampling factor in

stage 2 and 8 MHz the sample frequency of a single channel at the input of stage 2. The

oversampling factor K1 in stage 1 does not intervene in the complexity computation

because of the poly-phase implementation of stage 1. Using the formula above and

parameters presented in Table 3.1, one can determine the cost in kMAC/s of each

system. The lower operating frequency K2 × 8MHz of the stage 2 of the 40 channel

results in a requirement of 20.8 kMAC/s, to be compared to the 30.72 kMAC/s needed

for the 64 channels systems. This, despite the longer prototype filter for stage 1, leads

to a cheaper implementation for the 40 channels system than the 64-point design.

3.3.2 Stage 2 Filter

The filters of stage 2 are designed using a least-square approach, the respective fre-

quency responses |P2(ej2πf/fs)| for the 64 and 40 channels systems are shown in Fig-

ures 3.5 and 3.6. The filter lengths L2, 360 and 384 coefficients for the 40 and 64

channels systems respectively, are chosen to simplify the implementation of stage 2

into a poly-phases network, as such L2 = l ×K2, l ∈ N and detailed in Section 3.4.2.
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Figure 3.5: Stage 2 filter 64-point FFT FBMC frequency response |P2(ej2πf/fs)|.

3.4 FPGA Implementation

In the following, we simulate a TVWS transceiver using a Xilinx FPGA-based software

defined radio (SDR) platform, presented in Section 2.2.2, the platform is composed

of a ZC706 FPGA evaluation board and a radio frequency (RF) daughter-board AD-

FMCOMMS4. While this SDR system can not cover the full TVWS spectrum, due to

bandwidth limitations of the daughterboard, it is a typical setup for SDR, which shares

its architecture with systems capable of higher performances such as the USRP N310.

Furthermore, this system should be representative of a TVWS SDR transceiver, and

could be easily scaled up using a high performance FPGA and RF daughterboard.

For this work, in order to reduce the system complexity and guarantee convergence

of the synthesis and implementation algorithms, the FBMC system is implemented, as

presented in Figure 3.7, i.e. without stage 1 or any of the annex subsystems required

in a real-life scenario, including synchronisation and equalisation processes. All version

of the system are designed using Simulink® models and then implemented using the

SDR hardware (HW)/software (SW) codesign workflow from MATLAB®, described

in Section 2.2.3.

38



Chapter 3. FFT Size Optimisation for Oversampled FFT Modulated FBMC Systems

0 50 100 150

frequency [MHz]

-150

-100

-50

0

m
a

g
n

it
u

d
e

 [
d

B
]

Figure 3.6: Stage 2 filter 40-point FFT FBMC frequency response |P2(ej2πf/fs)|.

3.4.1 Word-Length Considerations

In [54], it was established that in order to keep the out-of-band emissions to adjacent

TVWS channels below the -69dB currently suggested by the regulator [61], a minimum

word length of 12 bit must be used at RF. Incorporating the resolution gain in the up-

and downconversion stages, samples and coefficients at baseband should be resolved

with 16 bits. While these parameters are important, the wordlength limiting factors

reside in the hardware, presented in Section 2.2.1. The DSP48E1 blocks of a Xilinx

FPGA discourage word lengths above 18 bits [41, 42], additionally most digital-to-

analogue converter (DAC) used in SDR platforms are limited to 14 bits, 12 bits for the

IFFT

FFT

RF

RF

FS NFFT × FS FRF

Polyphases

Filter

Network

Polyphases

Filter

Network

Figure 3.7: Oversampled FFT modulated FBMC system, as implemented in this work.
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Figure 3.8: Implementation of a 4-tap direct-form finite impulse response (FIR) filter.

selected platform. For all implementations performed in this work, 18 bits is used as a

generic wordlength upper bound across the entire system.

3.4.2 Serialisation of the Filters

FFT modulated FBMC systems can be implemented into the structures presented

in Figure 3.10 and Figure 3.11 for the synthesis and analysis filter-banks respectively.

This structure is however an inefficient implementation in terms of area usage on

the FPGA, due to the high requirements in multipliers, furthermore the low operating

frequency of such system does not take full advantage of the performance achievable

by a modern FPGA.

The prototype filters for stage 2, i.e. p2, require a lot of MAC operations, most

likely exceeding the DSP48E1 resources available on the FPGA, if the filter bank was

to be implemented using this fully parallel structure from Figures 3.10 and 3.11 . While

the polyphase filter design of the FBMC system is based on the work presented in [57],

here the use of multiplications has been serialised as much as possible to limit the num-

ber of DSP48E1s required, by way of approaches similar to the serialisation of the FIR

filter in Figure 3.8 into the structure shown in Figure 3.9.

In Figure 3.9, considering a serialisation factor l = 4 the samples x[n] are fed at a

sampling frequency Fs into an addressable first-in first-out (FIFO) memory of width

K = L
l = 1 and depth l = 4 , where L = 4 is the filter length. The multiplier is

provided with the sample x[n] and corresponding coefficient wn from their respective

memory, addressed using a bounded (from 0 to L − 1) counter running at l × Fs, the

result of the multiplication is then passed to an accumulator, when the counter reaches

l, the value y[n] is output and the accumulator reinitialised at a frequency Fs, as a new
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Figure 3.9: Implementation of a 4-tap FIR filter serialised by a factor of 4.

sample x[n] comes in.

For simplicity of design, i.e. avoiding the introduction of various delays in the dif-

ferent branches of the polyphase architecture, the serialisation factor l is chosen such

that the FFT length K2 can be expressed as K2 = L2
l , l ∈ N \ {0}. As the system is

operating at a scaled down frequency and a relatively small FPGA a value of l = K2

was used, but in a real system a factor l = K2/n, n ∈ {2, 4, 8} would be required to

operate at a reasonable frequency for implementation onto an FPGA. The choice of

a maximum serialisation is motivated by the relatively small FPGA on the used SDR

platform in this experiment.

3.4.3 Transform Structure

In order to determine the most efficient implementation two structures for the consid-

ered FFTs are designed and implemented, a fully parallel version and a serial structure

of the FFT presented in Figures 3.1 and 3.12 respectively. The serial version of the

40-point FFT uses a 5-point FFT block as first stage operating at eight times the input

sampling frequency Fs of 8 MHz and a 8-point FFT running at five times the input

sampling frequency as second stage. This design reduces the required number of mul-

tiplication slices by a factor of eight for the radix-5 stage and respectively five for the
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Figure 3.10: Unserialised FBMC synthesis bank.
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Figure 3.11: Unserialised FBMC analysis bank.
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Figure 3.12: Serialised 40-point mixed-radix FFT.

8-point FFT stage, trading area usage for running frequency. Although this approach

increase the latency of the overall system, it is deemed an acceptable trade-off.

3.5 Results

This section introduces the results for the implementation of various mixed-radix FFTs

as the modulating transforms of oversampled DFT modulated FBMC systems.

3.5.1 System Performance

While the systems implemented on FPGA in this chapter do not include stage 1, it is

added to the simulation designs in order to test compliance to OfCom regulations as

well as reconstruction performance of the 40 and 64 channels systems.

Compliance to Spectral Requirement

The power spectral density (PSD) at the output of stage 1 is shown in Figures 3.13

and 3.14; the 40-point and 64-point systems both satisfy the requirement, when all

TVWS channels are in use, by keeping emissions outside of the TV spectrum below -69

dB.

To test the compliance of out of band emissions between channels in the TVWS

spectrum, data is first transmitted onto a single channel. Figures 3.15 and 3.16 show

the output of stage 2 for the 40-point and 64-point systems respectively. The margins

between the mask and the actual output of the system ensure that the spectral require-

ments are respected, even when multiple channels are used, as shown in Figures 3.17

and 3.18.

Reconstruction

To check the implementation and reconstruction performance of the system, 30 ran-

domly generated quadrature phase-shift keying (QPSK) signals, fully occupying the TV
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Figure 3.13: PSD after stage 1 in 40-point system, all available channels active.
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Figure 3.14: PSD after stage 1 in 64-point system, all available channels active.
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Figure 3.15: PSD after stage 2 in 40-point system, 1 active channel.
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Figure 3.16: PSD after stage 2 in 64-point system, 1 active channel.
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Figure 3.17: PSD after stage 2 in 40-point system, 8 active channels.
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Figure 3.18: PSD after stage 2 in 64-point system, 8 active channels.
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Figure 3.19: Area usage on Zynq Z7045, are displayed the main type of resources:
look-up table (LUT), flip-flops, DSP48E1 and RAM blocks.

spectrum, are transmitted. The transmission channel impulse response is composed of

a single sample delayed impulse, such as the system is perfectly synchronised, allowing

for optimum reconstruction. A reconstruction error is computed as follows:

en[t] = 20× log10

(
|x̂n[t− δt]× ejφn − xn[t]|

)
, (3.22)

where xn[t] is the input signal of the nth channel on the transmitter side and x̂n[t] the

corresponding output channels on the receiver side after timing adjustment δt and con-

stant phase correction φn. The implemented systems provide an average of -25 dB and

-33 dB of reconstruction error across all channels for the 64 and 40 channels systems

respectively, largely sufficient to ensure a bit error rate (BER) equal to zero when using

a QPSK modulation scheme.

3.5.2 Footprint

The area used on the FPGA, by each of the implemented systems is presented in Ta-

ble 3.2 and Figure 3.19, where ”FBMC N” designates the system using an N -point

fully parallel FFT and ”FBMC N Serial” the serialised version of the transform as

introduced in Section 3.4.3, i.e. by using a single transform block per stage within a

transform, as in Figure 3.12. For signal processing applications the most critical re-

sources on a FPGA are the MAC units, as highlighted in Section 2.2.1 contained in

the DSP48E1 slices of Xilinx’s FPGAs. To that respect, the serialised versions of the

FFT have proved more resource-efficient than their parallel counterparts, allowing the
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Table 3.2: Oversampled FFT modulated FBMC, FPGA area footprint, Xilinx Z7045.

FPGA resource LUTs Flip-Flops DSP48E1 RAM

available 214065 437200 900 545

FBMC 40 Parallel 117989 218017 632 4

FBMC 40 Serial 113621 220783 204 18

FBMC 48 Parallel 123033 251615 756 4

FBMC 48 Serial 128770 244616 336 18

FBMC 56 Serial 132220 237517 324 18

FBMC 64 125144 229289 629 18

larger transforms, such as the the 56-point and 64-point FFT to fit on the FPGA,

when a parallel version would use more resources than available. The reduced use of

DSP48E1 however comes at the price of an increase in the number of random access

memory (RAM) slices necessary; they are most likely mapped to the serial-to-parallel

and parallel-to-serial conversions. This trade-off is however very advantageous as it

make use of an otherwise unused resource, allowing to reassign the DSP48E1 block

for other tasks, such as equalisation and/or synchronisation [1, 98, 99], which will be

presented in Chapter 4.

The most area-efficient version of the system is the FBMC system implementing

the 40-point serial version of the FFT, showing reduced slice use against the 64-point

FFT version in all type of resources.

3.5.3 Power Consumption

Power consumption data is obtained using the implemented power report from Vivado

and results are shown in Figure 3.20, to help with clarity only the FPGA dynamic

power consumption is displayed. The overall power consumption can be deduced by

adding the Zynq z7045 static overhead of 230mW, the advance reduced instruction set

computing (RISC) machine (ARM) processor consumption of 1.57W and a 100mW

off-chip consumption to the figures displayed in Figure 3.20, adding 1.9W to reach the

total power consumption of the ZC706 board.

The results shown in Figure 3.20 confirm the conclusions of Section 3.5.2, as the

40-point FFT serial version is the most energy efficient solution, with a 230mW sav-

ing compared to the previously designed 64-point version [54]. In those experiments,

the area usage is the most critical variable when it comes to the power consumption.

While the increase of the working frequency leads to a higher power consumption from
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Figure 3.20: Dynamic power consumption estimate, for each of the proposed designs.

the clocks and the signals (transfers of data between slices), the saving on the power

consumption of the DSP48E1 slices largely counterbalances the increase related to the

augmentation of the processing rate.

The lower computational efficiency of the non power-of-two FFTs, i.e. the number

of operation per FFT coefficient, makes the 48-point FFT parallel and 56-point FFT

serial version less energy-efficient, once again showing a strong correlation between the

resources utilisation shown in Table 3.2 and the power consumption.

3.6 Chapter Summary and Conclusions

In this chapter a new approach to the design and FPGA implementation of oversam-

pled FBMC systems for TVWS transmission is provided, by moving away from the

standard power-of-two FFT and considering a 40-point mixed-radix FFT. This ap-

proach , when implemented on a Zynq z7045, has proven to be both less costly in terms

of computational resources and more energy-efficient by 230mW, representing a 6.7%

energy saving for the overall transceiver compared to previous designs. In a complete

transceiver system, i.e. including stage 1 as well as equalisation and synchronisation,

the later detailed in Chapter 4, this proposed approach might prove even more ad-

vantageous as systems upstream of the FBMC system in the receiver would run at a

sampling frequency 30% lower than a 64-point FFT system [2].
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Chapter 4

Per-Band Equalisation for

Oversampled FBMC Systems

This chapter introduces a new approach to the equalisation of a single channel of a

fast Fourier transform (FFT) modulated oversampled filter-bank multi-carrier (FBMC)

system, this study is completed by an field programmable gates array (FPGA) imple-

mentation. Equalisation performance, implementation cost and power consumption

estimations are compared with state-of-the-art approaches. The proposed equaliser re-

lies on a concurrent constant modulus (CM) and decision directed (DD) algorithm in a

fractionally-space structure, offering better equalisation performance in simulation than

a classic CM algorithm. Section 4.1 introduces the motivations for this work, while the

considered equaliser design is described in Section 4.2. The implementation cost and

algorithm performance are presented in Section 4.4, with details on the methodology

used for the FPGA implementation are given in Section 4.3. As this work pre-dates

the designs in Chapter 3, the implemented equalisers were tested with a 64 channels

multicarrier system as presented in [54].

4.1 Motivation and Rationale

Compared to orthogonal frequency-division multiplexing (OFDM), FBMC system are

generally expected to be more robust to synchronisation errors [100]. Critically sampled

FBMC approaches such as FBMC offset-quadrature amplitude modulation (OQAM)

still suffer from inter-carrier interference (ICI), and the advantage of high spectral ef-

ficiency comes at the cost of a complicated equaliser requiring cross-terms between at

least adjacent channels [74, 75]. In contrast, the oversampled FBMC systems consid-

ered in this thesis can include a guard band, and even in a doubly-dispersive channel,

ICI can be assumed negligible.
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Figure 4.1: Example of impact of radio frequency (RF) delays of (a) 0, (b) 96, (c) 192,
(d) 288, and (e) 384 samples on the impulse response of a transceiver system subchannel
impulse response.

Even though subchannels in FBMC systems can be treated as independent from

each other, i.e. without the use of cross-terms, they still are broadband. As such they

exhibit frequency-selective fading in dispersive channels, and hence must be equalised.

In the absence of dispersive channel conditions, the FBMC system still requires careful

synchronisation, as the sampling point is critical [101].

Figure 4.1 shows the impact of different delays in the RF path on the overall re-

sponse of one subchannel from transmitter to receiver for a 64-point FBMC system as

implemented in [54] and Chapter 3, with filter h1[`] and p2[n], described in Section 2.3,

being K
(i)
1 and K

(i)
2 /2-band systems respectively. To fit a simple wideband signal into

an 8 MHz wide TV white space (TVWS) channel, a 5.3̇ MHz single carrier signal

x[ν] is used in a 1/3rd-band square-root Nyquist system g[n]. Figure 4.2 shows the

transmission over the mth subchannel fm[n] running at 16 MHz by means of matched
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g[n] g[−n]↑3 ↓3fm[n]
xm[ν] x̂m[ν]xm[n] x̂m[n]

Figure 4.2: Transmission over the mth subchannel fm[n].

transmitter and receiver filters; the latter form a 3-band Nyquist system, with inputs

and outputs x[ν] and x̂[ν] operating at a sampling rate of 5.3̇ MHz. With respect to

this baseband signal, a delay at RF translates into a fractional delay [102], which even

in a non-dispersive channel can introduce significant inter-symbol interference (ISI),

hence motivating the use of an equaliser for each individual subcarrier.

4.2 Equaliser Design

This section gives details on the equaliser design selected for this study.

4.2.1 Equaliser Structure

To be robust towards the type of fractional delays shown in Figure 4.1 that a disper-

sive channel and/or unsynchronised transceiver system cause at baseband, this work

employs a fractionally-space equaliser (FSE). While a symbol-spaced equaliser would

generally be required to be of infinite length, with a FSE an exact inverse exists for a

finite length equaliser, provided that the roll-off of the receiver filter — shown as g[−n]

in Figure 4.2 — is not too steep. For fractionally spaced equalisation, there generally

is no advantage to go beyond a twice oversampled, or T/2-spaced system, but because

of the fact that the subchannel data in this implementation is clocked at 5.3̄ MHz, here

a thrice oversampled or T/3-spaced fractional equaliser is used.

The polyphase representation of this equaliser is shown in Figure 4.3, with the three

polyphase components wm,i[ν], i = {0, 1, 2} and m ∈ {1, 2, . . . 40} the channel number,

such as the oversampled time index n is defined as n = 3ν + i, followed by a carrier

frequency and phase correction φm = Ω∆,m + ϕm to compensate for potential carrier

frequency and phase offsets Ω∆,m and ϕm, respectively.

4.2.2 Concurrent Constant Modulus / Decision Directed Algorithm

In order to implement a robust synchronisation and equalisation scheme, this work opts

for a blind approach based on the CM algorithm [103], described in Section 2.4, which

is applicable to CM constellations such as quadrature phase-shift keying (QPSK). The

CM algorithm adapts relatively slowly compared to schemes such as the least mean
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square (LMS) algorithm; to increase the convergence rate, the CM update is combined

with a DD process. The DD approach however requires the equaliser to be already suf-

ficiently well adjusted such that correct decisions are reached at its output. A suitable

approach to combine the strength of both CM and DD approaches is by means of a

concurrent adaptation [80, 104].In the concurrent CM/DD algorithm, every iteration

first involves a CM update step; if the CM process is deemed to guarantee a correct

decision, an additional DD update step is performed.

The use of a concurrent CM/DD architecture allows to blindly equalise the received

signal, it however leaves the signal with a constant rotation in the constellation. While

this could be an issue in other applications, in a wireless broadband system the rota-

tion could be corrected using known characteristics of the signal such as start of frame

sequences.

A concurrent CM/DD algorithm splits the coefficients wm,i of the equaliser into

two components,

wm,i[ν] = w
(CM)
m,i [ν] + w

(DD)
m,i [ν] , (4.1)

where w
(CM)
m,i [ν] is updated by a CM algorithm, and w

(DD)
m,i [ν] is adjusted in DD mode. A

length Lm,i is assumed for each polyphase components, such that w
(CM)
m,i [ν], w

(DD)
m,i [ν] ∈

CLm,i . The equaliser output is calculated as

vm[ν] =
2∑
i=0

wH
m,i[ν]xm,i[ν] , (4.2)

↓3

↓3

↓3

wm,0[ν]

wm,1[ν]

wm,2[ν]

+ ×

x̂m,0[ν]

x̂m,1[ν]

x̂m,2[ν]

x̂m[n]

ejφm

v̂m[ν]vm[ν]

z
−1

z
−1

Figure 4.3: T/3-spaced subchannel equaliser with carrier frequency and phase correc-
tion, and decision device.
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where xm,i[ν] is a tap-delay-line vector containing a data window of the polyphase

signal x̂m,i[ν] in Figure 4.3, such that

xm,i[ν] =


x̂m,i[ν]

x̂m,i[ν − 1]
...

x̂m,i[ν − Lm,i + 1]

 . (4.3)

The output v̂m[ν] is obtained after correction of the constant rotation φm of the con-

stellation such as,

v̂m[ν] = vm[ν]ejφm . (4.4)

The CM-part coefficients of the equaliser are updated using the update equation defined

in Section 2.4, leading within the FSE structure to

w
(CM)
m,i [ν + 1] = w

(CM)
m,i [ν] + ∆w

(CM)
m,i [ν] (4.5)

with

∆w
(CM)
m,i [ν] = µCM(1− |vm[ν]|2)v∗m[ν]xm,i[ν]. (4.6)

The adjustment related to the DD process of the equaliser coefficients in wm,i[ν]

requires a decision device F(·), which e.g. for QPSK constellation takes the form

F(vm[ν]) =
1√
2

{
sgn (Re{vm[ν]}) + j·sgn (Im{vm[ν]})

}
, (4.7)

with the signum function

sgn{a} =


−1, a < 0

0, a = 0

+1, a > 0 ,

(4.8)

for a ∈ R. This function allows to accurately equalise rotation of the received signal

contained in [0; π2 [ for a QPSK signals. For the DD part of the algorithm, the update

of the coefficients w
(DD)
m,i [ν] is performed using the indicator function

δb = |b| > ε (4.9)

with b ∈ C and ε a very small constant. The indicator function enables the DD update
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if the CM update is deemed to have reached a correct decision. Whether or not a

correct decision has bee reached is assessed by whether or not the CM update alters

the result of the decision device F in (4.7). Then the update for the DD component of

the equaliser is expressed as,,

w
(DD)
m,i [ν + 1] = w

(DD)
m,i [ν] + µDD∆w

(DD)
m,i [ν] , (4.10)

with µDD the update step size and

∆w
(DD)
m,i [ν] = δ

(
vm[ν]−F(v(CM)

m [ν])
)
· (F(vm[ν])− vm[ν])∗ xm,i[ν], (4.11)

with the output of the CM part of the equaliser

v(CM)
m [ν] =

2∑
i=0

(
wm,i[ν] + ∆w

(CM)
m,i [ν]

)H
xm,i[ν]. (4.12)

In addition to increasing the rate of convergence of a standard CM algorithm, the

inclusion of a DD scheme also partially locks the phase ambiguity. This equaliser is

referred to as FSE-CM/DD. The concurrent scheme can be reconfigured easily into a

pure FSE-CM equaliser by setting µDD = 0.

4.3 FPGA Implementation

This section presents the FPGA realisation of the equaliser described in Section 4.2 on

a Xilinx Virtex 7. The use of a Virtex 7 instead of the Zynq 7 introduced in Section 2.2

is justified by the fact that this work pre-dates the work in Chapter 3 and that the Zynq

based platform had not yet been selected at the time of the work presented in this chap-

ter, motivating the use of a platform employed in a previous study [54]. Furthermore,

the similarities between the Virtex 7 and Zynq 7 architecture make it likely that the

result of the synthesis and implementation would be similar in terms of resource usage

from one device to the other. This work used the hardware description language (HDL)

Coder Blockset from Simulink® and the code generation tools to export the models to

very high speed integrated circuit (VHSIC) HDL (VHDL). Thereafter, the generated

code is forwarded to the Vivado tools for synthesis and implementation.

4.3.1 Word-Length Considerations

As described in Chapters 2 and 3 and established in [54], to keep the out-of-band

emissions to adjacent TVWS channels below the -69 dBcurrently suggested by the
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regulator [61], at RF a word length of 12 bits must be used. Incorporating the resolution

gain in the up- and downconversion stages, samples and coefficients at baseband should

be resolved with 16 bits. With the DSP48E1 block of a Xilinx FPGA discouraging word

lengths above 18 bits, the following word lengths have been selected for the various

equalisers. Based on the unit norm of the QPSK signal transmitted and received,

it is deemed sufficient to employ 18 bits words with 4 integer and 14 fractional bits,

which provides adequate amplitude and precision during simulations. With 18 bits

representations of the filter coefficients for CM and FSE-CM equalisers lacking precision

in the feedback loop, larger words (36 bits) have to be used for the adaptive filter

coefficient in order to provide sufficient convergence. The inclusion of the DD-mode in

the coefficient update reduces the dynamic range in the feedback path and permits a

restriction to 18 bits words for the filter coefficients of the FSE-CM/DD equaliser.

4.3.2 Step Size Representation

To keep the propagation time in the feedback loop of the adaptive algorithms low, the

step sizes µCM and µDD are chosen as powers of two. Multiplications therefore can be

replaced by logic shifts, which in turn results in a shortening of the critical path in the

FPGA realisation. In contrast, a long feedback loop requiring pipelining is likely to

slow convergence, particularly for the DD scheme when based on the LMS coefficient

update [81].

4.4 Results

This section presents the equalisation performance of the algorithm and the implemen-

tation cost on FPGA, compared to other state-of-the-art approaches.

4.4.1 Performances

This section details the equalisation performance for the FSE-CM/DD algorithm; the

considered implementation uses a 24 coefficients equaliser based on the fixed-point

design, laid out in Section 4.3.1. The equaliser outputs after rotation correction, v̂m[ν]

is compared to the transmitted sequence xm[ν]. The error e[n] after identifying the

delay τ is defined at steady state such that

E
{
|em[ν]|2

}
= min

ν,τ∈Z
E
{
|xm[ν]− v̂m[ν − τ ]|2

}
, (4.13)

where E{·} is the expectation over time. The convergence curves are averaged over dif-

ferent RF channel realisations with randomised propagation delays, and different levels
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Figure 4.4: Results for FSE-CM/DD adaptive algorithm, showing ensemble-averaged
errors for different SNRs.

of interference by additive white Gaussian noise (AGWN) applied to the transmitted

signal at RF. Note that the applied noise is wideband at the RF sampling rate; while

signal-to-noise ratio (SNR) figures may appear low, a large proportion of the noise is

out-of-band w.r.t. the considered TVWS channels, and its impact reduced by the over-

sampling resulting from the conversion.

Figure 4.4 shows the performance of a CM/DD algorithm with respect to the error

defined in (4.13). The ensemble-averaged error converges reasonably quickly due to

the concurrent CM/DD scheme, which maintains the robustness of the CM algorithm

while offering the enhanced convergence speed of a DD update. The DD process re-

moves some of the phase ambiguity of the CM scheme, and locks rotations of the QPSK

constellation, with respect to the input signal. Although not shown here and despite

the greater phase ambiguity, a sole CM scheme compares poorly in terms of conver-

gence rate to the CM/DD approach. For CM/DD, the steady-state error generally

improves with increased SNR, but has been found to saturate above 5 dBhere due to a

truncation of the ideal equaliser, which generally would require more than 8 coefficients

per polyphase component.
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Table 4.1: Resources requirements CM algorithm, Virtex 7 7VX550T.

FPGA Resources Number used Available Percentage used

LUTs 7098 554240 1.28%

Flip-Flops 2561 692800 0.37%

DSP48E1 294 2880 10.21%

Table 4.2: Resources requirements FSE-CM, Virtex 7 7VX550T.

FPGA Resources Number used Available Percentage used

LUTs 5375 554240 0.97%

Flip-Flops 2804 692800 0.4%

DSP48E1 294 2880 10.21%

4.4.2 Footprint

The resources used for the implementation of the symbol-spaced CM, FSE-CM, symbol-

spaced CM/DD and FSE-CM/DD equalisers are summarised in Table 4.1, Table 4.2, Ta-

ble 4.3 and Table 4.4 respectively, listing look-up tables (LUTs), flip-flops and DSP48E1

slices. For the symbol space systems, CM and CM/DD, the length of the equaliser,

Lm = 24 is equal to the sum of all polyphase components Lm,i = 8 i ∈ {0, 1, 2},
i.e.

∑i Lm,i = Lm = 24, for the corresponding fractionally spaced systems, FSE-CM

and FSE-CM/DD.

Since the overall number of coefficients is the same, there is no cost disadvantage in

going from a symbol-spaced to the T/3-spaced equaliser. Further, the inclusion of the

DD mode is advantageous, as it permits to lower the wordlength and this leads for the

FSE-CM/DD algorithm to a reduction by 22% of the DSP48E1 blocks needed, 26% for

the flip-flops and 42% for the LUTs when compared to the CM/DD system.

Table 4.3: Resources requirements CM/DD, Virtex 7 7VX550T.

FPGA Resources Number used Available Percentage used

LUTs 3714 554240 0.67%

Flip-Flops 1864 692800 0.27%

DSP48E1 202 2880 7.01%
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Table 4.4: Resources requirements FSE-CM/DD, Virtex 7 7VX550T.

FPGA Resources Number used Available Percentage used

LUTs 4441 554240 0.80%

Flip-Flops 1916 692800 0.28%

DSP48E1 204 2880 7.1%

4.4.3 FPGA Timing Constraints

Information about the implementation’s timing is obtained from Xilinx Vivado, with a

longest logical propagation delay of 9.3ns and 12ns for the FSE-CM/DD and CM/DD

algorithms, respectively, the system can easily executed be within the 188ns sampling

period of the 5.3̄ MHz system.

4.4.4 Power Consumption

For the generated VHDL code of the equalisers, Xilinx Vivado allows to assess the power

consumption. In addition to a static power consumption of 327mW of the Virtex 7,

Figure 4.5 shows the dynamic power consumption. Of the different equalisers, the

FSE-CM/DD is the most energy efficient, requiring approximately 30% less than the

symbol-spaced CM implementation for the same number of coefficients.

As in Chapter 3, the main source of power consumption are the DSP48E1 units,

which are approximately the same for all designs. However, the FSE approaches op-

erate three branches in parallel, thus reducing the overall length of the logic path.

Since each branch is shorter, hardware resources for each branch are more compactly

placed in terms of area compared to a single branch, permitting shorter interconnections
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Figure 4.5: Dynamic power consumption of different equalisers.
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within the FPGA, as shown by the signalling related part of the power consumption in

Figure 4.5. As interconnections are expensive in terms of energy, reducing these also

diminish the power consumption of the FSE designs.

4.5 Chapter Summary and Conclusions

This work focused on a low-complexity equalisation for an oversampled FBMC system

used as frequency-agile TVWS transceiver system. In order to enable transmission, a

per-band equalisation and synchronisation has been introduced. Amongst different op-

tions, we have selected a robust and fast blind approach based on a fractionally-spaced

concurrent CM and DD algorithm.

The selected approach is capable of synchronising and equalising a frequency-

selective channel. The use of a fractionally-spaced architecture has demonstrated ad-

vantages in terms of power consumption, when compared to a symbol-spaced approach

based. Furthermore, the concurrency of a DD scheme together with a CM approach

permits a lower bit resolution compared to a pure CM approach, hence also resulting

in a lower implementation cost. The implementation cost of presented algorithm added

to that of the system implemented in Chapter 3 has demonstrated that a number of

equaliser can be operated together with the transceiver system on a Xilinx Virtex 7,

and enable low-power base stations.
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Chapter 5

Multi-Radio Access Network

Assignment

This chapter introduces two new approaches to the user assignment problem for off-grid

base station using multiple radio access technology (RAT), used to provide broadband

access to remote communities. The base station is powered by renewable energy har-

vesters. A resources management scheme based on detailed modelling and using a

dynamic programming algorithm is proposed. The two proposed schemes differ by the

formulation of the respective optimisation problems: one implements a cost function

influenced solely by load balancing between the radios, while the second also takes into

account a power consumption related cost. The proposed schemes are able to substan-

tially improve both power consumption and quality of service (QoS), when compared

to an unmanaged base station. Motivation and rationales are given in Section 5.1; the

design of the base station is described in Section 5.2, while the corresponding models

used for simulation purposes are detailed in Section 5.3. The load focussed approach

and load/energy balanced approach are presented in Sections 5.4 and 5.5 respectively.

The dynamic programming algorithm is detailed in Section 5.6 and simulation results

are described in Sections 5.7 and 5.8.

5.1 Motivation and Rationale

Typical broadband access solutions use an optical fibre network that is then locally dis-

tributed to users through the copper twisted-pairs legacy phone network. However, the

deployment of optical fibres is a very expensive process, which makes this technology

unprofitable for service providers in low density areas.

The suitability of wireless technologies for rural broadband has been studied in

62



Chapter 5. Multi-Radio Access Network Assignment

developing [15–18] and developed countries [14, 19, 20], both from a technical and eco-

nomical standpoint. Several wireless technologies were proposed in the context of rural

broadband access, including Wireless Fidelity (WiFi) and TV white space (TVWS)

approaches. The remoteness of a base station used for rural broadband might require

the introduction of energy harvesters to supply power [24–26]. The introduction of

renewable energy harvesting strongly affects the available power, two approaches are

then possible to maintain service, either the energy system need to be overdimensioned

to guarantee a minimum service [19], requiring large and expensive energy systems, or

resource management has to be introduced [27].

The rural broadband scenario is particularly well suited for the introduction of re-

source management schemes. The spacial distribution of users in rural environments,

in the form of clusters—villages—surrounded by sporadically placed users renders the

rural area well suited for the use of multiple RATs with different propagation charac-

teristics, allowing to serve both the close-by and farther away users, while optimising

the user data rate [28]. Several studies showed that energy savings and QoS improve-

ments are achievable by optimising the user assignment in a heterogeneous network

scenarios [31, 32].

In this chapter, we aim to determine the optimum reach, i.e. the farthest distance

to which service can be provided, of the WiFi network of the rural broadband multi-

radios base station presented in Section 5.2; said reach can be adjusted by changing

the transmit power of the WiFi radio. This work aims to determine the optimum

reach policy ropt(t) ∈ A of the WiFi radio at a given time t to both improve on QoS

and base station power consumption, over the operation time of the base station. The

function ropt(t) is the function that maps an instant t in time to the optimum WiFi

reach distance; all possible functions r(t) are contained within a space A ⊂ B(R), with

B(R) the space of continuous bounded functions of R.

r : R+ → [0; rGHz,max[

t 7→ r(t)
, (5.1)

with rGHz,max the maximum distance reachable by the WiFi radio.

The optimisation take into account user activity and energy harvesting forecast as

well as base station power consumption and battery level and other parameters such

as constraints on minimum battery level and maximum load of the TVWS network.

The optimisation is perform for each time step, i.e. every 30 minutes, using a dynamic
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Backhaul

Radio

TVWS/UHF WiFi/GHz

Radio Radio

Battery
Networking

Management

Data/Networking

Power

Figure 5.1: Multi-radio off-grid base station, system block diagram.

programming algorithm operating in a 24-hour sliding window.

5.2 Base Station Design

The base station considered in this thesis is based on the design proposed in [19]. It

is equipped with three radio: one for point to point (PTP) backhaul, and two radios

that distribute services locally, as presented in Figure 5.1, while solar panels, a wind

turbine and batteries provide power to the base station.

5.2.1 Radio Systems

The base station is equipped with three different radio systems; a PTP high through-

put wireless link provides the backhaul connection to the internet, while the service

is redistributed locally using two point to multi-points (PTMP) radios operating in

different parts of the electromagnetic spectrum. For rural communities spread on large

areas, the use of a TVWS ultra high frequency (UHF) radio system with long range

capabilities is considered, due to the better propagation characteristics in the lower fre-

quencies of the UHF band [29], allowing to cover larger areas with a single base station.
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The capacity of such TVWS radio is however limited by the overcrowding of the

TV spectrum [30], thus reducing the reachable throughput for broadband application.

In order to provide satisfactory QoS to rural communities a previously proposed solu-

tion [19] is to combine the TVWS radio access network (RAN) with a higher throughput

but shorter range WiFi RAN in the 2.4 GHz band. This design is also well suited for

rural applications as it takes advantage of the typical distribution of users into villages

surrounded by sparingly located properties, as shown in Figures 5.2 and 5.4 and de-

scribed further in Section 5.3.2.

To allow the optimisation of the user assignment to either of the two PTMP net-

works, all users within the WiFi covered area are provided with radio hardware that

can be automatically configured to operate either in the UHF or the GHz band. Con-

nection requests and assignment messages are carried by the TVWS network, which is

used by default by the radio hardware of the end users upon startup.

5.2.2 Power Supply and Storage

In this work, a benchmark energy harvesting system is established for use as a reference

in the measurement of the performances of the implemented algorithms. This system

implementing an over-dimensioned harvester system was tested in simulation and shown

capable of maintaining service at all time, with variations of this system tested by

previous studies [19, 20, 105, 106]. This work explores further changes in the power

supply by experimenting with different ratios of available energy from two types of

harvesters. The initial base station is equipped with a single wind turbine (SuperWind

SW350) [28] with a peak output power of 350 W and two photovoltaic solar panels

producing up to 250 W each. The use of such an hybrid power system was shown

suitable for operation in Scotland (UK) [19] where both resources change prevalence

alternatively during the year, with solar energy the source of choice during the summer

months, while wind power production peaks during the winter. To maintain service at

all times, the base station is also equipped with a battery bank of 7.2kWh.

5.2.3 Control System

The base station is equipped with a control and management system which can be

used to run one of the proposed optimisation algorithms based of the formulations in

Sections 5.4 and 5.5, in order to adjust the transmission power of the WiFi radio, thus

changing the assignment of users between the two radios. The control systems also

gathers weather forecast data which is used to estimate the amount of energy to be
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harvested by the solar panels and wind turbines in the near future, information which

is then fed to optimisation algorithms.

5.3 Models

This section presents the various models employed for the formulation of the cost and

transition penalty functions used for the dynamic programming algorithm.

5.3.1 Time Keeping

In this chapter, time is sampled in 30 minutes intervals δt. It is not realistic to perform

the optimisation over extended periods of time, as in a real system some of the data

required for an erudite decision, such as forecasts for the amount of harvested energy

or user activity predictions are not reliably available over extended period of time, thus

justifying a local instead of a global optimisation. Two main time scales are used, with

t being the absolute time within a simulation run, while τ is used to index time locally

within a 24-hour optimisation window centred on an absolute time step t, such as an

optimisation window can be defined with τ ∈ {t−Kδt, . . . , t, . . . , t+Kδt}, with K ∈ N
the number of time steps δt in 12 hours.

As renewable energy harvesting varies at various scales within a year and from year

to year, the absolute time t is divided in months number m, day number d ∈ [0;D(m)[

within a month, where D(m) is the function that gives the number of days within a

given a month m ∈ N, and h ∈ [0; 24− δt] the time within a day in hour. Throughout

this chapter the absolute time starts on the 1st of January at 00:01, such that t can be

written as

t = m×
(
m−1∑
n=0

D(m)

)
+ d× 2K + h. (5.2)

5.3.2 Network Model

In this work, a single base station serving a unique community is assumed. A com-

munity is composed of a single village surrounded by sparingly located users, wireless

broadband is provided by a single base station using conjointly a TVWS UHF and a

WiFi GHz radio, as shown in Figures 5.2 and 5.4. Any given community can be de-

scribed using three main characteristics, in the form of community size, distribution of

users and load modelling. Communities are constant over time, i.e. the numbers and

positions of users are set at the start of a simulation.
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Figure 5.2: Multi-network access scenario, a community is served by a single base
station located at the centre of the village.

Community Size

The size N of a community is assumed to vary between 20 and 50 users. This choice is

mainly guided by the fact that the application for such a base station with a single radio

backhaul link would not be able to provide a high quality of service to a larger com-

munity. Furthermore, a larger community would require more PTMP radios, and/or

multiple base stations to provide a satisfactory service, in a network configuration sim-

ilar to that discussed in [19] and [3].

User Spatial Distribution

Rural environments are usually composed of clusters of houses (i.e. villages), while

other houses are spread sparsely around the villages, sometime kilometres away from

each other. Two types of scenarios are investigated in this work. In a first setting,

the base station is located within the village as shown in Figure 5.2 and equipped with

omnidirectional antennas. The second scenario implements a base station located at

the edge of the village, such that the PTMP radios use sector antennas that covers

the full extend of the village, as well as the users located in the countryside behind

the village with respect to the base station, as shown in Figure 5.4. In both scenarios,

the channels characteristics are assumed the same in all directions covered by the base

station, which allows to simplify the models for the channel and spatial distribution of
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Figure 5.3: Half-normal spatial distributions of users, with respect to their distance
from the base station.
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Figure 5.4: Multi-radio base station located on the side of the community.

user, as the position of all users can be expressed via their distance r from the base

station.

To generate the positions of the users, two probability distributions associated with

their respective scenarios are introduced. In the first scenario, in which the base station

in a central position, the user distribution is modelled using half normal distributions.

The probability density functions fUsers|σi , presented in Figure 5.3, can be expressed as

fUsers|σi(r) =


√

2
σi
√
π
e

(
− r2

2σ2
i

)
r ≥ 0,

0 otherwise,

(5.3)

with σi the standard deviations, detailed in Table 5.1a.

The second scenario, where the base station is situated on the edge of the village,
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Figure 5.5: Gamma spatial distributions of users, with respect to their distance from
the base station.

Table 5.1: User spatial distributions parameters.

Distribution Standard deviation σi
fUser|σ1

1

fUser|σ2
2

fUser|σ3
3

fUser|σ4
4

(a) Half-normal

Distribution Shape ki Scale Θi

fUser|Θ1,k1
3.2 2.25

fUser|Θ2,k2
3.2 2.50

fUser|Θ3,k3
3.5 2.75

fUser|Θ4,k4
3.5 3.25

(b) Gamma

employs Gamma distributions, shown in Figure 5.5 with a higher concentration of user

within a given reach from the base station, determined by the parameters ki and Θi,

as shown in Table 5.1b, such that each distribution fUsers|Θi,ki can be written as

fUsers|Θi,ki(r) =
1

Γ(k)Θki
i

rki−1e
− r

Θi , (5.4)

where ki and Θi are the shape and scale parameters for the ith distributions respectively,

while the Gamma function is defined as Γ(α) = (1− α)!.

Load Model

As in most communication networks the number of active users and thus the load on

the base station varies throughout the day. A typical approach would be to use a Maier

model [107] to represent the evolution of the traffic over time. However, previously a

study [19] of the ADSL traffic on the Isle of Tiree (United Kingdom (UK)) has shown

that the load varied following the model presented in Figure 5.6.
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Figure 5.6: Mean load variation throughout the day, Tiree [19] and Maier [107] models.

The number of active user at a time step t, Na(t), is randomly selected following a

normal distribution with a 10% standard deviation from the mean shown in Figure 5.6.

In this work, it is assumed that at least one user is active at all times. This assumption,

while in theory not perfect, represents a good approximation of a practical case in which

the TVWS radio would be kept active in order to maintain service, as in the considered

scenario the TVWS network is used by default, for establishing links and managing

communications.

Simulated Community and Active Users

For a simulation, a fixed community of size N is created by randomly selecting distances

rn, n ∈ {0 . . . N−1} following one of the distributions presented above, leading to a set

of users ordered by increasing distance from the base station R = {r0, . . . rn, . . . rN−1}.
Given a simulated community of size N , with fixed (for the duration of the simulation)

user distribution R = {r0, . . . rn, . . . rN−1} and a randomly selected number of active

users Na(t), Na(t) users are uniformly picked from the set R, thus forming a subset

Ra(t) listing the positions, i.e. distances rn, n ∈ {0, . . . , N − 1} of all active users from

the base station.

5.3.3 Power Consumption Model

The power consumption of the base station PBS can be divided into four main compo-

nents corresponding to the different subsystems presented in Figure 5.1,

PBS(t) = PUHF + PBackhaul + PSystem + PGHz(t), (5.5)
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where PUHF, PBackhaul and PSystem are constants representing respectively the power

consumption of the UHF PTMP radio, the backhaul link radio and the base station

management computer respectively. The power consumptions PBackhaul and PSystem are

estimated at 45 W and 9 W respectively, based on an existing low-power base station

design [105, 106], while the power consumption of the PTMP radios are estimated

using the model previously used in [21, 28] and detailed below. The value of PUHF is

determined by the transmit power required for the UHF radio to reach the farthest

user in the network, and is thus constant for a given community. The GHz radio power

consumption PGHz(t) however depends on the current user assignment and thus the

most distant user that is assigned to the GHz radio.

PTMP Radio Power Consumption

The power consumption Pa(r) (in Watts) of a radio system a ∈ {GHz,UHF} is set to

reach a distance r from the base station, where GHz and UHF refer to the GHz and

UHF radio access networks, respectively, can be expressed as follows:

Pa(r) = αa
(
P txa (r)−Gtxa

)βa + γa. (5.6)

The parameters αa, βa, γa are coefficients characterising the UHF/GHz radio power

consumption model determined empirically by fitting (5.6) to power consumption data

from the radio in [19, 21, 28]. The parameter Gtxa is the transmitting antenna gain and

P txa (r) is the minimum transmission power in dB required to reach a user at a distance

r of the base station

P txa (r) = La (d) + P rxa −Grxa , (5.7)

where Grxa is the receiving antenna gain, P rxa the minimum required receiving power.

The value r = rmax is set for the UHF network (a = UHF), where rmax is the distance to

the farthest user from the base station. The simplified path loss La(r), defined by [29],

is

La(r) = Ka + η × 10 log (r). (5.8)

Values of Ka and η were determined by path loss measurement on the Isle of Tiree

(UK) in [21]. Using the parameters presented in Table 5.2, the power consumption of

the GHz radio can be expressed as a function of the distance d reached by the link. The

transmit power for unlicensed WiFi devices is limited to 30 dBm [108], thus providing

a ceiling to the maximum power consumption of the GHz radio, as shown in Figure 5.7.
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Figure 5.7: GHz radio power consumption for a given maximum reach from the base
station.

Table 5.2: Power consumption model parameters extracted from [28].

Parameter GHz UHF

η 2.39
αa 1.135e−7 3.395e−7

βa 4.545 4.424
γa 2.342 2.555
Ka −47.5dB −28.43dB
P rxa −90dB −100dB
Grxa 10dB 10dB
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Figure 5.8: Average daily energy generation on Tiree, Scotland [19].

5.3.4 Power Generation and Storage Models

As with most renewable energy sources, the instantaneous power output of solar panels

and wind turbines varies hourly, daily and monthly, thus a way to model the available

power and to take into account the time distribution of each energy source is required [4,

5]. This work is based on data for energy harvested on the west coast of Scotland— Isles

of Tiree and Bute—as presented in [19], the harvesting capabilities have however been

increased, compared to previous designs [19, 21, 28], to fit some of the alterations to

the base station design, such as an increase of the backhaul radio power consumption.

The mean energy production of the two types of harvesters, listed in Section 5.2.2, is

presented in Figure 5.8. These statistics show that the wind represents the main energy

source all year round, it however decreases during the summer months, but the increase

in solar energy during those months tends to counterbalances the lack of wind power.

Solar Power

Harvestable solar power varies greatly over time, and is particularly influenced by the

weather, the time of the day and the season [4, 5]. The weather has a strong influence

on the power output of solar panels, with energy figures on a rainy day dropping to

10% of the energy harvested on a sunny day [109]. For this purpose, a probability of

the weather being sunny on a given month is defined as

Psunny =
(hours of sunshine)

(average day length)× (number of days)
. (5.9)

This energy production also depends on the time of the day, especially when the solar

panel is not equipped with a tracking system. Additionally, there is no energy harvested

during the nights. To represent this variation, related to the angle of incidence of the
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Figure 5.9: Sun power generation variation, average instant power against the time of
the day.

sun, a bell shaped hourly distribution, shown in Figure 5.9, is used [110], the dimension

of the distributions are tied to the length of the day, the average harvested energy for

the month and the probability of a sunny day for the month. These parameters, specific

to the geographical location of the solar panel, are based on measurements performed

in previous work [19], as well as weather data [111].

As such, the energy output ES(t) of the solar panels at time t is determined as

follow. Lets XS(m, d) be a random variable representing the amount of energy in Joules

produced on a day d of month m, obeying to a normal distribution of mean µS(m, d)

and standard deviation σS(m, d). The average energy production µS(m, d) for a given

day is extrapolated from the values shown in Figure 5.8, while the standard deviation is

adjusted according to the value of Psunny for a given month m. Once randomly selected,

the total energy for the day XS(m, d) is then spread using the Gaussian functions of

the time of the day, centred on noon, shown in Figure 5.9 and defined as

f
(m,d)
S (h) =

1

σh(m, d)

1

2
√

2π
e
− 1

2

(
h−12

σh(m,d)

)2

, (5.10)

where σh(m, d) is set to 30 % of the daylight time of day d of month m [110], leading

to the instant, i.e. within a time step δt, solar energy production being represented by

a random variable ES(t), defined as

ES(t) = f
(m,d)
S (h)×XS(m, d), (5.11)

where h, m and d are related to t as defined in Section 5.3.1.
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Wind Power

Compared to solar energy, wind power varies more slowly throughout the day [112],

but can change greatly from one day to another. In our simulations, the energy output

of the wind turbine for a single time step δt at h = K, i.e. at 12 p.m. (noon) of a

day d of a month m is represented by a random variable XW(m, d) following a normal

distribution centred on the mean wind energy production for a given month µW(m),

with the standard deviation σW(m) = µW(m)/2 [113] . The energy is then spread over

the entirety of the day by way of linear interpolation such that,

EW(t) =
XW(m, d)−XW(m, d− 1)

24
× h+XW(m, d− 1), (5.12)

with the relation between t, m, d and h defined in Section 5.3.1.

Energy Storage

In this work, a simplified battery model is implemented, it considers both the battery

self-discharge and the charge/discharge efficiency [4, 5]. For simplicity the charge/discharge

efficiency is combined with the performance of the power conversion system, both con-

sumption and production, leading to an overall efficiency ηB of 80% [114], such as

EB(t) = (1− αB)EB(t− δt)−
1

ηB
EBS(t) + ηB(EW(t) + ES(t)). (5.13)

EB(t) is the amount of energy stored in the battery, EW(t) the energy produced by

the wind turbine, ES(t) the harvested solar energy and EBS(t) the base station power

consumption. The parameter αB is the self discharge coefficient corresponding to the

simulation step-time, it is used to represent the energy losses within the power man-

agement system as well as the natural self-discharge of the battery.

5.4 Load Focussed Optimisation

This section introduces a load focussed approach to the user assignment optimisation

problem.

5.4.1 Resources Optimisation

Considering the coverage areas presented in Figures 5.2 and 5.4 of a community com-

prising N users, this work aims to determine the boundary, located at a distance r of

the base station, such that all users within are assigned to the GHz network, while all

users outside are served using the UHF radio. The optimisation problem is formulated
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with the objective to determine the optimum reach policy ropt(t) for the GHz network

of the base station, such that the base station maintains a high level of QoS on average

through the total time of operation. The measurement of the QoS at a time t is based

on the use of a load factor of the UHF network, expressed as ELoad (t, r(t)) the function

of the reach assignment function r(t); thus to maintain an acceptable QoS we aim to

run the base station such that the average load on the UHF network E{ELoad (t, r(t))}
is as low as possible. The optimisation problem is formulated as

ropt(t) = argmin
r(t)∈A

(E{ELoad (t, r(t))}) s.t. EB (t, ropt(t)) > EB,min,

E{EPower (t, ropt(t))} > EPower,target,

(5.14)

with E{B,Power}(t, r(t)) associated respectively with the battery energy level, the power

balance of the base station. These describe how the energy harvesting and power

consumption of the base station balance each others, while ELoad (t, r(t)) is linked to

the load of the UHF network, with respect to a reach function r(t). The function

ELaod(r(t)) is defined as

ELoad : R+, A → B(R)

t, r(t) 7→ NUHF(t, r(t))

NUHF,max

(5.15)

where NUHF(t, r(t)) is the function that maps a given reach function of the time and

the random variable Na(t), i.e. number of active users at a given time t as defined in

Section 5.3.2, to a the number of users assigned to the UHF network; while NUHF,max

is the maximum number of users on such network for optimal operation, this value is

based on the throughput achieved by TVWS networks in previous studies [19, 28].

The minimisation of ELoad is performed under a constraint on the minimum energy

EB,min to be left in the battery at any time. The constraint E{EPower (ropt(t))} >
EPower,target, with E{·} the expectation operator over time, represents the idea that

the overall energy balance of the base station needs to be within an acceptable range

on average, i.e. in this formulation of the problem that the energy consumed by the

GHz radio only represents an acceptable portion EPower,target of the energy harvested.

The quantity EPower (ropt(t)) is defined as

EPower (t, r(t)) =
ES(t) + EW(t)

EGHz(t, r(t))
, (5.16)

where ES(t), EW(t) and EGHz(t, r(t)) are the harvested solar, wind energy and the
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Figure 5.10: Set of the achievable states by the base station depending on the selected
reach r.

energy consumption of the WiFi radio at time t and with a reach set at r(t).

5.4.2 Reformulation for Dynamic Programming

It is not practical to solve the ill-posed problem expressed in (5.14) globally, furthermore

some of the data required for an erudite decision, such as forecasts for the amount of

harvested energy or user activity predictions are not reliably available over extended

period of time, thus justifying a local instead of a global optimisation. Additionally,

the dynamic programming solving technique, applied in this work, requires a finite

number of reachable states within the Markov chain modelling the problem, shown

in Figure 5.10. To this end, this work proposes to solve the optimisation problem

(5.14) using a 24-hour sliding window indexed on a time variable τ and centred on the

current time t, thus solving a succession of localised problems in time. This allows to

benefit from the higher reliability of short-term weather forecasts, in turn increasing

the accuracy of the energy harvesting predictions. The 24-hour window is then indexed

using a discrete time variable τ , such as τ ∈ {t−Kδt, . . . , t, . . . , t+Kδt}, with K ∈ N+

the number of time steps δt in 12 hours; this work selected a time step δt = 30 minutes,

consequently leading to K = 24 and the a total window length of 2K = 48. To further

reduce the search space, this work considers that the community has a given number of

users N , as defined in Section 5.3.2, and that the positions of the users are constant over

time; this enables to use a subset {r0, . . . , rn, . . . , rN−1} of the set of images [0; rmax[ of

reachable points by the GHz network, where rn is the distance of the nth users, when

the set of users is sorted by increasing distance from the base station. The function
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r(t), defined in (5.1), can be reformulated as

r : {t−Kδt, . . . , t, . . . , t+Kδt} → {r0, . . . , rn, . . . , rN−1}
τ 7→ r(τ)

. (5.17)

The length of the window and the time discretisation step δt were heuristically

found by way of simulation. As determining the optimum policy vector

ropt(t) = [ropt(t−Kδt), . . . ropt(τ), . . . , ropt(t+Kδt)] (5.18)

with the coefficients ropt(τ) ∈ {r0, . . . rn, . . . , rN−1} is equivalent to determining a vec-

tor nopt(t) = [nopt(t−Kδt), . . . nopt(τ), . . . , nopt(t+Kδt)] with coefficients nopt(τ) ∈
{0, . . . N − 1}, the problem (5.14) can be rewritten as:

nopt(t) = argmin
n(t)

t+Kδt∑
τ=t−Kδt

ELoad (n(τ)) s.t. EB (nopt(t)) > EB,min ,

E {EPower(nopt(t))} > EPower,target ,

(5.19)

where ELoad(n), EB(n), and EPower(n) are the re-indexed version (form r(t) to n(t))

of the functions presented in Section 5.5.1, and E{·} the expectation over τ . The

reformulation from a global to a local problem allows to represent it as a finite state

discrete time Markov space, such as the states relate to the TVWS network load, while

the transitions are tied to the base station energy balance, turning (5.19) into a shortest

path problem, which in turn can be solved using the dynamic programming algorithm,

introduced in Section 5.6. This reduction of the search space and reformulation into a

dynamic programming approach provides us with a finite number of states for which

the associated costs can be listed in a matrix C(t) at each global time step t.

5.4.3 Cost Function

The cost function is based on ELoad(t), the finite number of reachable states by the

system, within the localised problem expressed in (5.19). This allows to list all reachable

states within a single 2D space C(t) for the time step t of which the first dimension

is indexed on τ and the second in n the user number. The cost space C(t) represents

the ratio between the numbers of users potentially assigned to each network, for τ ∈
{t−Kδt, . . . , t+Kδt} and n ∈ {0, . . . , N − 1} the coefficients cτ,n(t) are computed as
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follows,

cτ,n(t) =


Na(τ)−n
NUHF,max

n ∈ {0, . . . , Na(τ)} , τ ∈ {t, . . . , t+Kδt}
Φτ (n) τ ∈ {t−Kδt, . . . , t− δt}
0 otherwise

, (5.20)

with Na(τ) the number of active users and Φn(τ) defined as,

Φτ (n) =

{
0 n = nopt(τ)

1 otherwise
. (5.21)

This cost space represents a local estimate of all values attainable by the load balance

cost function ELoad defined in (5.15), for the local optimisation problem. The function

Φτ (n) provides memory of previous decisions of the algorithm, by creating a canyon in

the cost function, this constraints the algorithm to converge toward the same solutions

in the states associated with past time steps. While the main part of the cost function
Na(τ)−n
NUHF,max

provides an increase cost with the number of users assigned to the TVWS

network.

5.4.4 Transition Penalty Function

Two transition penalty matrices are defined for the cost aggregation step, described

in Section 5.6.2, in this dynamic programming approach, such that the transition

penalty reflects the constraints in problem (5.19). The spaces P up(t) and P down(t)

are associated with an increase or decrease of the GHz reach respectively, such that the

coefficients p
{up,down}
τ,n (t) are defined as

p{up}
τ,n (t) = hτ,n(t), (5.22)

p{down}
τ,n (t) = 2− hτ,n(t). (5.23)

The coefficients hτ,n(t) of H(t) represent the instantaneous energy balance of the base

station for each states of the cost space, such as

hτ,n(t) =
ES(τ) + EW(τ)

EGHz(rn)
× CB

EB(τ)− EB,min
, (5.24)

where EB,min is the targeted amount of energy the algorithm aims to keep in the battery

at all times. The first part of the product in (5.24) is linked to the power balance related

constraint on EPower, while the second is linked to the constraint on battery level. The

main objective of this formulation is to produce a transition penalty that increases with
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an increase of reach between time steps, thus discouraging increase in reach between

steps when the battery level is low.

5.5 Energy/Load Balanced Optimisation

This section introduces an approach based on a energy/load balanced cost function to

the user assignment on the base station.

5.5.1 Optimisation Problem

Similarly to the one explored in Section 5.4.1, this approach aims to extract an optimum

GHz radio reach breathing policy ropt(t) for the current time step t. However in this

approach the problem takes into account the current energy balance of the base station

and load on the TVWS network, considering both past and the forecasted values. The

problem to determine the optimum policy ropt(t) is then defined as

ropt(t) = argmin
r(t)∈A

(E{E (t, r(t))}) s.t. EB (t, ropt(t)) > EB,min,

E{EPower (t, ropt(t))} > EPower,target,

(5.25)

where EB (ropt(t)) is the energy left in the battery after ropt(t) is selected. This battery

level EB (r(t)) is constrained to always be supperior to a minimum value EB,min, which

allows to power the base station for a predetermine time without any input form the

harvesters.

Different to what is presented in Section 5.4, in this approach the information

related to the power balance of the base station, i.e. EPower (r(t)), is incorporated

into the optimisation problem by use of the objective function E (r(t)), instead of the

constraints introduced in (5.14). The objective function E (r(t)) is then related both

to the energy generation, consumption at the base station site, by way of EPower (r(t))

and QoS information through the energy function ELoad (r(t)). E (r(t)) is then defined

as

E (r(t)) = EPower (r(t)) + µLoad × ELoad (r(t)) , (5.26)

where the energy functions EPower and ELoad are balanced using a coefficient µLoad,

determined empirically.
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5.5.2 Reformulation for Dynamic Programming

As detailed in Section 5.4.2 for the load based approach presented in Section 5.4, it

is unrealistic to try to solve globally the continuous version of the problem (5.25) and

thus a discrete version of the problem is introduced, such as

nopt(t) = argmin
n(t)

t+Kδt∑
τ=t−Kδt

E (n(τ)) s.t. EB(nopt(t)) > Eb,min ,

E {EPower(nopt(t))} > EPower,target ,

(5.27)

with

E (n(t)) = EPower(n(t)) + µload × ELoad(n(t)). (5.28)

5.5.3 Cost Function

Based on the optimisation problem introduced in (5.27), the cost space C(t) can be

built as follows,

C(t) = Cpower(t) + µload · C load(t). (5.29)

As the objective function in (5.28), it is a linear combination of a cost Cpower(t) asso-

ciated with the power consumption of the GHz network and the TVWS network load

C load(t), with a balance control factor µload. This factor µload provides a finer control

over the influence of the load and power balance over the cost function, its value is

determined empirically by way of simulation. The coefficients cpower
τ,n (t) and cload

τ,n (t),

indexed on τ and n of the cost spaces Cpower(t) and C load(t) respectively are described

below. The power consumption related cost coefficients are expressed as

cpower
τ,n (t) =

EGHz(τ, n) + EUHF + Emisc + Ebackhaul

EGHz,max + EUHF + Emisc + Ebackhaul
, (5.30)

i.e. as the ratio between the base station energy consumption associated with EGHz(τ, n)

and the maximum power consumption of the base station, linked to the maximum

GHz radio energy consumption EGHz,max. Within the cost function Cpower, the energy

used by the GHz network is balanced with respect to the energy requirements for

the rest of the base station, more specifically are included the energy consumption of

the TVWS radio hardware EUHF, as well as the energy consumption Ebackhaul of the

backhaul link radio, and the consumption Emisc of other subsystem in the base station

are added. While the cost cpower
τ,n (t) increases with the coverage of the GHz network, the

cload
τ,n (t) decreases with it. The load related cost coefficients cload

τ,n (t) can be formulated
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as

cload
τ,n (t) =


∣∣∣∣ Na(τ)− n
Na(τ)−N

∣∣∣∣ when Na(τ) < N

Γload when Na(τ) = N

, (5.31)

where Na(τ) is the number of active number in the community at time τ . To prevent

an infinite cost a high value Γload is used when the number of active users Na(τ) is

equal to the total number of users N . The value Γload is always set to be greater than

any other cload
τ,n (t).

5.5.4 Transition Penalty Function

Two transition penalty matrices are defined for the cost aggregation step, described

in Section 5.6.2, for this dynamic programming approach. The spaces P up(t) and

P down(t) are associated with an increase or decrease respectively, of the GHz reach,

such as

p{up,down}
τ,n (t) = µ{up,down}(t) · gτ,n(t) (5.32)

where gτ,n(t) is a coefficient of the penalty space G(t) such as

gτ,n(t) =
EW(t+ τ) + ES(t+ τ)

max
t

(
EW(t) + ES(t)

) , (5.33)

where EW(·) and ES(·) are the energy produced by the wind turbine and the solar

panels, respectively. To keep the penalty values of similar order of magnitude to the

cost C(t), G(t) is normalised using the maximum energy ever produced by the base

station harvesters. The parameter µ{up,down}(t), constant over the considered 24-hour

window is determined by using battery level information from the previous time step

t− δt:

µup(t) = max

(
EB(t− δt)− EB,min

CB
, 0

)
, (5.34)

µdown(t) = 1− µup(t) , (5.35)

with CB the battery energy capacity expressed in Joules and EB(t − δt) the energy

available in the battery at the current time step t on which the considered window is

centred.
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5.6 Dynamic Programming

The algorithm to solve the optimisation problem is similar for both the load focused

and energy/load balanced problems, formulated in Sections 5.4 and 5.5 respectively.

Dynamic programming approaches are often used to solve shorter path type problem,

offering reliably accurate approximation of a global minimum.

5.6.1 Algorithm

For each given time t, the following steps are applied [115]: firstly a cost space C(t)

of size N × 24h, with N the number of users in the community, is build as presented

in Section 5.4.3 and Section 5.5.3. The cost is then aggregated both in positive and

negative time direction within the cost space C(t) to produce an aggregated cost space

Ĉ(t), as detailed in Section 5.6.2. Using two directions of aggregation allows a smoother

aggregated cost Ĉ(t) and an easier optimum selection. Lastly the aggregated cost Ĉ(t)

is used to determine the optimum reach ropt(t), as described in Section 5.6.3, and the

battery level is updated for the next time step t, using equation (5.13).

5.6.2 Cost Aggregation

The cost aggregation is a well-known part of dynamic programming algorithms [115].

For this work purpose, two directions of aggregation are introduced, within the cost

space, both in positive and negative time steps, i.e. on path coming from the past

Ĉ(−)(t) or the future Ĉ(+)(t) respectively. The coefficients ĉ
(−)
τ,n (t) and ĉ

(+)
τ,n (t) for these

aggregated cost spaces are computed as follow,

ĉ(−)
τ,n (t) = cτ,n(t) + min

(
min
i≤n

(
pup
τ,n(t) + ĉ

(−)
τ−δt,i(t)

)
,min
i≥n

(
pdown
τ,n (t) + ĉ

(−)
τ−δt,i(t)

))
, (5.36)

ĉ(+)
τ,n (t) = cτ,n(t) + min

(
min
i≤n

(
pup
τ,n(t) + ĉ

(+)
τ+δt,i

(t)
)
,min
i≥n

(
pdown
τ,n (t) + ĉ

(+)
τ+δt,i

(t)
))
, (5.37)

where p
{up,down}
τ,n (t) are the coefficients of the transition penalty matrices P {up,down}(t),

defined as in Sections 5.4.4 and 5.5.4 for the load focussed and balanced approach

respectively. The positively and negatively aggregated cost space, Ĉ(+)(t) and Ĉ(−)(t)

respectively, are summed to construct the overall aggregated cost space Ĉ,

Ĉ(t) = Ĉ(+)(t) + Ĉ(−)(t). (5.38)
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The multiple directions of aggregation allow for past and future states to influence

any given state of the Markov process presented in Figure 5.10, and thus for more

information to be factored into the optimum selection.

5.6.3 Optimum GHz Range Selection

Using the aggregated cost Ĉ(t), the optimum policy nopt(t) is then selected such as

nopt(t) = argmin
n(t)

(
Ĉ(t)

)
, (5.39)

allowing to determine the corresponding reach ropt(t). The battery level is then updated

for the next time step t using the storage model (5.13) presented in Section 5.3.4,

EB(t) = αBEB(t− δt) + ηB (EW(t) + ES(t))

− 1

ηB
(EGHz(ropt(t)) + EUHF + EBS + Ebackhaul) ,

(5.40)

using the selected reach ropt(t) to compute the GHz radio power consumption EGHz,

as detailed in Section 5.3.3, the coefficient αB accounting for the battery self discharge

and ηBS the efficiency of the power conversion systems. The algorithm is then ready

for the next time step t+ δt, and building the new associated Markov process.

5.7 Load/Energy Balanced Approach: Results

This section presents the results of the load/energy balanced approach described in Sec-

tion 5.5.

5.7.1 Test Scenarios and Methodology

In order to test the performances of the algorithm, simulations with a year worth

of randomly generated data are performed using the models described in Section 5.3.

Two energy harvesting scenarios are pondered, the first considers the harvesting perfor-

mances described in Section 5.2, while the second implements a base station equipped

with harvesters providing only 25% of the energy output from the first scenario. The

value of 25% is chosen empirically using simulation, the aim being to allow the al-

gorithm to work at its limit, while still maintaining a battery level above 10% at all

time. This reduced harvesting capacity simulation enabled a better understanding of

the behaviours of the algorithm and considers the possibility to reduce the harvesting

capacity of future base station designs.
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Figure 5.11: Two days simulation in January at full harvesting capacity.

Three metrics are used to judge the algorithm behaviour: the reach, the power

consumption of the GHz radio and the number of users assigned to the TVWS network.

The reach variation is observed through the day for different month in order to compare

the algorithm behaviours under different loads and harvesting conditions; monitoring

the power consumption of the GHz radio allows the quantification of the energy saving

offered by the use of the breathing algorithm, while observation of the average load of

the TVWS network offers a suitable measure of QoS, as the TVWS radio only allows

for limited broadband throughput.

5.7.2 Results and Analysis

The metrics, presented in Section 5.7.1, are measured after each decision and averaged

on a monthly basis. Figure 5.11 shows the positions of active users as well as the reach

for the GHz network selected by the algorithm with respect to those positions over a

two-day window. The number of active users confirms that the algorithm behaves as

expected by adapting the GHz reach to the user activity, increasing the reach when

numerous users are connected to internet and reducing it to a shut-down of the GHz ra-

dio when all users can be provided with service by sole mean of the TVWS network.

Figure 5.12 presents the hourly average reach of the GHz network of the month of Jan-

uary and July, under the two considered scenario whereby January and July represent

month with high and low harvested energy, respectively [3]. The algorithm reduces
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Figure 5.12: Mean hourly GHz network reach on a day in January and July under full
and reduced harvesting capacity.
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Figure 5.13: Mean GHz radio power consumption.
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Figure 5.14: Average numbers of TVWS users.

the reach of the GHz radio in low energy condition, this is especially visible for the

month of July under reduced harvesting capacity. This behaviour is corroborated by

the reduction in power consumption for the GHz radio shown in Figure 5.13, which is

linked to the increase in the number of users assigned to the TVWS network as evident

from Figure 5.14.

5.8 Load Focussed Approach: Results

This section presents the results of the load focused approach described in Section 5.4.

5.8.1 Test Scenarios and Methodology

The load focussed approach of this work pondered several variations in the considered

scenario. The algorithm is first submitted to changes in community size, as well as

variation in load models and user spatial distribution, presented in Section 5.3.2. Sec-

ondly, as in Section 5.7.1, the design of the base station itself is adjusted by changing

the energy harvesting capabilities of the solar panels and wind turbine.

As mentioned in Section 5.3.2, previous studies have shown that traffic in rural

areas obey to a different model than the typical Maier load model [19]. Simulations

are then performed varying community size under the Maier and Tiree models. In a
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second set of simulation, two types of spatial distributions are considered, half-normal

and Gamma distributions as defined in (5.3) and (5.4) respectively; to facilitate the

observation of the influence of the distribution on the results, the simulations are per-

formed using a community of 30 users, under a Tiree type load model, while varying

the parameters shown in Table 5.1, leading to the distributions depicted in Figure 5.3

and Figure 5.5.

As the energy harvesting plays an essential part within the algorithm, this work

ought to test the approach performance against different base station designs, with

various energy harvesting capabilities. To that end both the solar and wind harvesting

capacities, as well as the ratio between those two are adjusted. For each of the har-

vesters, the harvesting capacity varies between 50% and 200%.

Several metrics are introduced, in order to compare the performances of the algo-

rithm when operating in the scenarios above. The battery level and algorithm decision

in terms of optimum reach are saved. While the battery level is a good indicator of the

algorithm performances, it does not suffice on its own; indeed the optimum solution in

terms of energy saving is to switch off the GHz network all together and provide the

service solely using the TVWS radio. This configuration would however not allow for

a satisfactory QoS during the hours of high traffic; to check that the algorithm does

not have a tendency to use this easy solution, a load-related metric is introduced. This

load factor ν(t) of the TVWS network is defined as

ν(t) =
NUHF(t)

NUHF,max
. (5.41)

This ratio allows to determine what proportion of active users receive a worse than

expected QoS.

For each of the scenarios, numerous (between 50 and 100) one-year-long simulations

are performed, thus providing a large amount of data points to extract statistically

viable conclusions. Mean values of the metrics are displayed with an 90% percentiles

range, allowing a better understanding of how the algorithm performs. The results

are plotted together with metrics for scenarios both considering a TVWS only base

station and a base station with the WiFi set at full power continuously. With respect

to the battery level, the algorithm performances are measured using the 10% lower

percentile; indeed this value represents a better metric as it is more representative of

the lower charge the battery would ever reach, while the mean tends to smooth away
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those extremes, and with it the ability of the metric to represent the likelihood of a

failure of the base station.

5.8.2 Result and Analysis

Community Size

For this set of simulation, the size of the community varied between N = 20 and N = 50

users, under two load models, the Maier model and one based of measurement on the

Isle of Tiree [19], as presented in Section 5.3.2. The Maier model, as well as being

a standard model, submits the system to higher loads, pushing the algorithm to its

limits; while the more realistic Tiree model allows for a smoother load profile, closer to

the actual environment of the base station.

The algorithm tends to perform better for the smaller community, compared to

bigger size communities, with battery levels closer to a TVWS-only base station. The

performance metrics related to small communities are shown in Figures 5.15a and 5.15b,

which shows the use of the optimisation algorithm improving on the lower 10% per-

centile of the battery level compared to a base station with a fixed WiFi reach set at

maximum power. Larger communities are depicted in Figures 5.15g and 5.15h, which

reflect scenarios in which the use of the optimisation algorithm seems to improve the

battery level only marginally, with a 10% lower percentile very similar to those of a

base station using a WiFi radio set at full power.

However, the algorithm produces lower overload compared to a TVWS only base

station under high load scenarios, with the algorithm performing better under the

Maier model, for which the mean load level and traffic peak are higher than with the

Tiree model, as shown in Figure 5.16 where the algorithm smooths the impact of the

traffic peak under a Maier model than the Tiree one. This behaviour is due to the

fact that small communities lead to a compacter cost space and smaller and more

discontinuous cost values, this increases the impact of the transition penalty functions

and thus reducing the smoothness of the aggregated cost space, leading to the selection

of sub-optimum reach values. The main consequence is that the algorithm is more likely

to overload the TVWS network in low population communities, as the reach selection

process does not benefit from the smoothness of larger cost spaces.
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(c) Tiree load model: N = 30
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(e) Tiree load model: N = 40
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(f) Maier load model: N = 40
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(g) Tiree load model: N = 50
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Figure 5.15: Community size: battery level, (i) 10% lower percentile with a TVWS
only base station, (ii) lower percentile with the WiFi network at full power, (iii) mean
battery level under optimisation and (iv) 90% percentiles under optimisation.
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(c) Tiree load model: N = 30
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(e) Tiree load model: N = 40
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(g) Tiree load model: N = 50
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(h) Maier load model: N = 50

Figure 5.16: Community size: TVWS network load factor ν(t) over the course of a day,
(i) 90% upper percentile with a TVWS only base station, (ii) 90% upper percentile with
the WiFi network at full power, (iii) mean under optimisation and (iv) 90% percentiles
under optimisation.
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(e) Half-normal distribution 3
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Figure 5.17: User distributions: battery level, (i) 10% lower percentile with a TVWS
only base station, (ii) lower percentile with the WiFi network at full power, (iii) mean
battery level under optimisation and (iv) 90% percentiles under optimisation.
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Figure 5.18: User distributions: evolution of the TVWS network load factor ν(t) over
the course of a day, (i) 90% upper percentile with a TVWS only base station, (ii) 90%
upper percentile with the WiFi network at full power, (iii) mean under optimisation
and (iv) 90% percentiles under optimisation.

93



Chapter 5. Multi-Radio Access Network Assignment

User Distribution Shape

This section elaborates on the impact of the spatial distribution of users on the per-

formance of the algorithm. Figure 5.17 shows the strong influence of the shape of

the spatial distribution of the users; more specifically the main parameter affecting

the algorithm behaviour is the location of the bulk of the users with respect to the

base station, with half-normal distributions seeing most users next to the base station,

while Gamma distributions locates most users at a given distance from the base station.

The algorithm tends to select less energy efficient policies when presented with

Gamma distributions of user, it however performs significantly better in terms of TVWS

overload. Indeed the algorithm maintains a similar QoS to a configuration in which

the WiFi network is set at full power, apart from the mid-afternoon during which

the algorithm tends to overload the TVWS network in order to save energy for the

evening traffic peak, which often correspond to an energy harvesting low, as shown

in Figure 5.18.

Harvesters Performances

This work uses a conservative approach in terms of energy usage, this reduces the stress

on the algorithm and allows a focus on the load while maintaining good performance

under the initial design presented in Section 5.2.2. Testing under higher and lower

energy harvesting scenarios, as explored in Section 5.7, permits a better understanding

of the algorithm behaviour. The results shown in Figure 5.19 confirm the predomi-

nance of the wind turbine as the most reliable source of energy, shown by the lower

variance in results in high wind harvesting conditions and as highlighted in the models

presented Section 5.3.4.

As the cost function of the algorithm is based on the load balance, it tends to

produce the same overload profiles when subjected to a similar loads, independently

of the available power, see Figure 5.20. This is amplified by the fact that the WiFi

radio power consumption variations are relatively small compared to the overall power

consumption of the base station. However in most extreme case, like in low energy har-

vesting scenarios, shown in Figure 5.19b, the algorithm tends to save energy compared

to a base station with the WiFi radio at full power.
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(c) 100% Solar, 100% Wind
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(d) 150% Solar, 100% Wind
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(f) 200% Solar, 100% Wind
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Figure 5.19: Harvesters performances: battery level, (i) 10% lower percentile with
a TVWS only base station, (ii) lower percentile with the WiFi network at full power,
(iii) mean battery level under optimisation and (iv) 90% percentiles under optimisation.
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0 5 10 15 20

Hours

0

1

2

3

4

5

(g) 100% Solar, 200% Wind

Figure 5.20: Harvesters performances: evolution of the TVWS network load factor ν(t)
over the course of a day, (i) 90% upper percentile with a TVWS only base station, (ii)
90% upper percentile with the WiFi network at full power, (iii) mean under optimisation
and (iv) 90% percentiles under optimisation.
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5.9 Chapter Summary and Conclusions

This chapter presented two approaches to a load balancing problem for energy harvest-

ing multi-network base station under energy constraints. We considered a load-oriented

formulation of the optimisation problem and a more balanced approach using a linear

combination of cost functions associated with load and energy performances of the

base station, increasing the impact of the energy level on the decision. After provid-

ing details about the various models related to rural broadband off-grid wireless base

stations, we reformulated the problems to enable a dynamic programming-based op-

timisation. The resulting algorithms were submitted to multiple scenario variations,

allowing to highlight the advantages and drawbacks of each approach and comparing

the algorithm performance using metrics based on battery level and TVWS network

load.

Such resource management allows together with alterations to the baseband signal

processing, such as the ones presented in Chapters 3 and 4, can improve the energy

efficiency of base stations. This improvement of energy efficiency is especially critical

in energy harvesting communication network, where the power supply is limited.
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Conclusions & Future Work

6.1 Thesis Summary

As detailed in Chapters 1 and 2, broadband access can be challenging in rural ar-

eas, mainly because of the large investments required to deploy typical broadband

technologies and the fact that those investment are not balanced by large number of

users. Previous studies [14–20] introduced wireless base station as suitable solutions

for rural broadband access. Furthermore, in a world where the environmental impact

of information and communications technology (ICT) is growing, there is a need for

energy efficient communication networks. A proposed solution is the introduction of

renewable energy harvesters. This thesis in the context of the sustainable cellular net-

work harvesting ambient energy (SCAVENGE) project aimed to address some of the

challenges related to the context above.

To this end, in this thesis, we presented further studies of the design of energy har-

vesting base stations for rural broadband access, by focussing at first on the software

defined radio (SDR) implementation of baseband unit signal processing for energy effi-

cient TV white space (TVWS) transceivers, followed by the development of optimisa-

tion algorithms for the management of energy harvesting multi-radios base stations.

6.1.1 FFT Size Optimisation for FBMC Systems

In Chapter 3, we provided a new approach to the design and field programmable gates

array (FPGA) implementation of oversampled filter-bank multi-carrier (FBMC) sys-

tems for TVWS transmission, by moving away from the standard power-of-two fast

Fourier transform (FFT) and considering a 40-point mixed-radix FFT. This approach

has proven to be both less costly in terms of area and more energy efficient by 6.7%

when compared to previous designs. In a complete transceiver system, our approach
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might prove even more advantageous, as systems upstream (e.g. stage 1 in Figure 2.9)

of the FBMC system in the receiver would run at a sampling frequency 30% lower than

with a 64-points FFT system.

6.1.2 Per-Band Equalisation for Oversampled FBMC Systems

We introduced, in Chapter 4, an equalisation technique for oversampled FFT-modulated

FBMC. Different from orthogonal frequency-division multiplexing (OFDM), FBMC

systems allow for per-channel equalisation. The equaliser is based on the concurrent

use of a constant modulus (CM) and a decision directed (DD) process in a fractionally-

space equaliser (FSE) structure. This approach allowed for a better equalisation than

a standard CM, while leading to lower implementation cost on FPGA, and improved

power consumption compared to other approaches.

6.1.3 Multi-Radio Access Network Assignment

In Chapter 5, we presented two approaches to the user assignment problem for an off-

grid wireless base stations , with the problem formulation focussed on a cost associated

with the load of the TVWS network in one instance, while in the second instance the

cost is associated with the load and energy usage of the base station. The algorithms

were submitted to several variation of scenario, presented in Chapter 5, showing that

the use of the designed user assignment optimisation schemes can improve both energy

efficiency and quality of service (QoS), compared to an unmanaged system.

6.2 Future Work

While this thesis addressed some of the challenges related to the implementation of

wireless off-grid base station for rural broadband access, several topics remained unex-

plored and further research and development work can be performed to improve on the

proposed design. This section gives some general research and exploration directions.

On the subject of the design of baseband units for TVWS communications, more

variation in the design of the FBMC system can be considered; such variation could

include FBMC-offset-quadrature amplitude modulation (OQAM) [72, 73]. Work to pro-

duce a working prototype covering the full TV spectrum would require to use a high

performance SDR platform with analogue-to-digital converters (ADCs) and digital-to-

analogue converters (DACs) able to convert up to beyond 40 TV channels. Another

approach would be to down-convert the received signal directly as theorised in [54].
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For the multi-network optimisation, there are many opportunities for further inves-

tigations, variations in both scenarios and solving techniques can be considered. Pre-

liminary studies have brought us to consider that solving techniques such as dynamic

programming [115] to oppose to the belief propagation technique previously presented

in [28], but other techniques such as convex optimisation could be explored. While

our work considers a cost function based on power consumption and use a bandwidth

constrain, multi-objective optimisation can be used to provide a finer control on the

balance between user bandwidth and power consumption. Variation in scenario could

consider the use of more networks or different access technologies.

One could could also take the optimisation one step further, by allowing the base

station management algorithm to reconfigure part of the baseband unit, for example

varying the number of running signal processing chains, i.e. the number of Wireless

Fidelity (WiFi) or ultra high frequency (UHF) channels used, according to user activity

and power input of the base station.
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