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Abstract

As the requirement for wireless telecommunications services continues to grow, it has become

increasingly important to ensure that the Radio Frequency (RF) spectrum is managed efficiently.

As a result of the current spectrum allocation policy, it has been found that portions of RF

spectrum belonging to licensed users are often severely underutilised, at particular times and

geographical locations. Awareness of this problem has led to the development of Dynamic

Spectrum Access (DSA) and Cognitive Radio (CR) as possible solutions. In one variation of

the shared-use model for DSA, it is proposed that the inefficient use of licensed spectrum could

be overcome by enabling unlicensed users to opportunistically access the spectrum when the

licensed user is not transmitting. In order for an unlicensed device to make decisions, it must

be aware of its own RF environment and, therefore, it has been proposed that DSA could be

enabled using CR. One approach that has be identified to allow the CR to gain information

about its operating environment is spectrum sensing.

An interesting solution that has been identified for spectrum sensing is cyclostationary de-

tection. This property refers to the inherent periodic nature of the second order statistics of

many communications signals. One of the most common modulation formats in use today is

Orthogonal Frequency Division Multiplexing (OFDM), which exhibits cyclostationarity due to

the addition of a Cyclic Prefix (CP). This thesis examines several statistical tests for cyclosta-

tionarity in OFDM signals that may be used for spectrum sensing in DSA and CR. In particular,

focus is placed on statistical tests that rely on estimation of the Cyclic Autocorrelation Function

(CAF). Based on splitting the CAF into two complex component functions, several new statis-

tical tests are introduced and are shown to lead to an improvement in detection performance

when compared to the existing algorithms. The performance of each new algorithm is assessed

in Additive White Gaussian Noise (AWGN), impulsive noise and when subjected to impair-

ments such as multipath fading and Carrier Frequency Offset (CFO). Finally, each algorithm is

targeted for Field Programmable Gate Array (FPGA) implementation using a Xilinx 7 series

device. In order to keep resource costs to a minimum, it is suggested that the new algorithms are

ii



Chapter 0. Abstract

implemented on the FPGA using hardware sharing, and a simple mathematical re-arrangement

of certain tests statistics is proposed to circumvent a costly division operation.
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Chapter 1

Introduction

1.1 Research Background

One of the most important challenges for the design of future wireless communication tech-

nologies will be ensuring that the Radio Frequency (RF) spectrum is used as effectively as

possible. In most countries, the management of RF spectrum is the responsibility of govern-

ment regulatory bodies such as the Office of Communications (Ofcom) in the UK and the Federal

Communications Commission (FCC) in the US. The spectrum allocation policy adhered to by

these organisations divides the spectrum into licensed and unlicensed bands. Licensed bands are

assigned statically to an individual or organisation for their exclusive use over a period of time

and across a certain geographical location. Conversely, bands such as the Industrial Scientific

and Medical (ISM) band and the TV White Space (TVWS) band can be used by unlicensed

devices.

Since the need for the RF spectrum continues to increase, the question of how best to manage

and share the spectrum has become a major interest within the research community. It has been

demonstrated that spectrum belonging to licensed users is very often underutilised, leading to

the existence of so called “spectrum holes”. A method that aims to exploit the existence of

“spectrum holes” and enable spectrum sharing is the shared-use model for Dynamic Spectrum

Access (DSA). In the spectrum overlay version of this model, the band of interest belongs to

the primary user and the secondary user aims to opportunistically access the band when it is

determined that the primary user is not transmitting, achieving this without causing interference

to the primary user. It is hypothesised that this approach could be used to enable sharing of

licensed spectrum with unlicensed users, thereby leading to more efficient use of the spectrum.

Moreover, this model could equally be applied in unlicensed bands, to ensure that they are
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shared more efficiently between users.

The key enabler for DSA will be Cognitive Radio (CR); an intelligent radio system that can

modify its transmissions based on decisions made about its RF operating environment. The

CR will itself be enabled by Software Defined Radio (SDR), which is a radio where the physical

layer is implemented purely in software, or using a hardware platform whose functionality can

be controlled using software.

One of the most important components of a CR system will be the mechanism that it uses

to gain knowledge about its operating environment. A major approach that has been proposed

for this is spectrum sensing. Spectrum sensing is the process of determining whether or not a

particular frequency band is occupied by a communications signal. Several methods exist to

perform spectrum sensing including energy detection, matched filter detection and cyclostation-

ary detection. In recent years, cyclostationary detection has become a popular research area

for spectrum sensing in CR due to the fact that a large number of communications signals are

cyclostationary in nature. These signals can be categorised as wide-sense cyclostationary, if their

second order statistics repeat with an identifiable fundamental period. This is a powerful prop-

erty to exploit for detection as it is intimately related to the structure of each particular signal,

and it can be used to easily distinguish the signal from noise, which is statistically stationary.

A digital modulation method that has seen wide-scale adoption is Orthogonal Frequency

Division Multiplexing (OFDM). This modulation scheme has several advantages including spec-

tral efficiency, robust performance in multipath channels and efficient implementation using the

Fast Fourier Transform (FFT) algorithm. OFDM is implemented in the physical layer of com-

munications standards such as the IEEE 802.11 family of standards (WiFi), the Digital Video

Broadcasting (DVB) standards and 3rd Generation Partnership Project (3GPP) Long Term

Evolution (LTE). OFDM is also a candidate to be the basis of the new 5G mobile standard.

A fundamental component of the OFDM signal is the Cyclic Prefix (CP), which is added to

combat Inter Symbol Interference (ISI) between OFDM symbols and leads to a simplification

of the equalisation process in the receiver. The addition of the CP causes the autocorrelation

function to repeat with a fundamental period equal to the overall OFDM symbol period, and

thus makes it wide-sense cyclostationary. Since it is popular and widely used, developing ap-

proaches for cyclostationary detection of OFDM waveforms within the context of DSA and CR

is an important and interesting problem.
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1.2 Research Aims

This thesis aims to present a contribution to the problem stated above by developing new algo-

rithms for the detection of OFDM signals that exploit their inherent cyclostationarity and that

can be used for spectrum sensing in a DSA and CR context. More specifically, the algorithms

belong to a class of detector that uses a statistical test based on estimation of the Cyclic Auto-

correlation Function (CAF) of the received OFDM signal. The proposed detectors are based on

a novel technique of splitting the CAF into two complex component functions and are called the

Split-CAF Generalised Likelihood Ratio Test (GLRT), Split-CAF Low Complexity, Split-CAF

Spatial Sign and Split-CAF Quantised detectors.

The first objective is to derive these detectors from first principles and to assess their perfor-

mances when compared to existing approaches found in the literature. The algorithms should

outperform existing approaches when compared using an appropriate quantitative performance

metric. The second objective is to ensure that the algorithms can offer robust detection of

OFDM signals in different scenarios apart from the commonly used Additive White Gaussian

Noise (AWGN) model, such as in the presence of impulsive noise, and when the transmitted

signal is exposed to impairments such as multipath fading and Carrier Frequency Offset (CFO).

A third major objective is to guarantee that the algorithms are computationally efficient and

as such can be implemented at a reasonable cost on an FPGA. This objective includes ensuring

that they are mapped to the FPGA in a manner that avoids consuming hardware resources

unnecessarily.

1.3 Original Contributions

With the research aims outlined in the previous section in mind, the original contributions to

knowledge provided by this thesis can be summarised as follows:

• In Chapter 4, a unifying description and derivation of existing CAF based detectors is

provided. This includes verification of their probability distributions under the null hy-

pothesis and an assessment of their performance for detection of IEEE 802.11a/g and

DVB-Terrestrial (DVB-T) OFDM signals in AWGN and impulsive noise environments.

• In Chapter 5, a novel technique is suggested where instead of basing the statistical test

on estimation of the CAF, it is based on estimation of two complex component functions

of the CAF, which are formed using the real and imaginary parts of the autocorrelation
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lag product respectively. Subsequently, three new detectors are derived: the Split-CAF

GLRT, Split-CAF Low Complexity and Split-CAF Spatial Sign detectors. Of these, the

Split-CAF Low Complexity detector was published in [1]. The distributions of each new

test statistic under the null hypothesis are derived and confirmed in simulation. Each of

these detectors are re-derivations of the detectors introduced in Chapter 4. It is shown

that the detection performance of each of the proposed algorithms surpasses the existing

algorithms in AWGN and impulsive noise environments.

• A new statistical test is proposed which combines a hard quantisation with estimation of

the two component functions of the CAF. This detector is called the Split-CAF Quantised

detector and it is shown to perform robustly in AWGN and impulsive noise, and to be

very efficient in terms of low level resources when implemented on an FPGA.

• A theoretical justification is provided for the performance improvement exhibited by the

Split-CAF detectors over their traditional CAF counterparts. In addition, the detection

performance of each of the proposed algorithms is assessed for time varying multipath

channels and in the presence of CFO.

• In targeting the algorithms for FPGA implementation in Chapter 6, an assessment of their

relative costs in terms of low level resources is provided. In order to ensure that hardware

resources are not used unnecessarily, it is proposed that hardware sharing should be used

when implementing the Split-CAF detectors. Furthermore, a simple mathematical re-

arrangement is suggested for test statistics that are expressed as a fraction, in order to

circumvent the division operation. This idea was first published in [2].

1.4 Thesis Organisation

In Chapter 2, a short review of the background of wireless communications is provided. This

includes information on several standards for wireless communications. Following this, the

concepts of DSA, CR and SDR are introduced before leading into the mathematical background

required to express cyclostationarity. Finally, a short review of FPGA technology is provided.

In Chapter 3, an introduction to Multi-Carrier Modulation (MCM) and OFDM is provided.

This includes a review and discussion of multipath propagation effects. Following this, the use

of OFDM in the IEEE 802.11a/g and DVB-T standards is discussed.

In Chapter 4, the background to hypothesis testing for signal detection is provided and the
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cyclostationarity of OFDM due to the CP is established. In particular, the cyclic frequencies of

IEEE 802.11a/g and DVB-T OFDM signals are verified. Following this, three cyclostationary

detection algorithms found in the literature are derived and their distributions under the null

hypothesis are confirmed in simulation. The algorithms are then tested for detection of IEEE

802.11a/g and DVB-T waveforms in AWGN and impulsive noise.

In Chapter 5, the proposed Split-CAF GLRT, Split-CAF Low Complexity, Split-CAF Spa-

tial sign and Split-CAF quantised detectors are derived and their distributions under the null

hypothesis are confirmed theoretically and in simulation. These are then tested in detection of

IEEE 802.11a/g and DVB-T waveforms in AWGN and impulsive noise. Finally, their perfor-

mance under radio impairments is assessed.

In Chapter 6, FPGA targeting of the algorithms is considered. The chapter begins by

reviewing HDL Coder and Vivado software tools. This is followed by a review of FPGA hardware

sharing techniques. The details of the implementation of each of the algorithms in the previous

two chapters in HDL Coder is provided. This is followed by an assessment of their relative costs

in terms of low level resources on the FPGA. Finally, the performance of each of the HDL Coder

implementations are verified.

In Chapter 7, conclusions are drawn and future directions for this research are suggested.
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Chapter 2

Dynamic Spectrum Access and

Cognitive Radio

2.1 Introduction

In this chapter, an overview of the physical layer of a wireless digital communications system

is provided alongside a brief review of wireless communications standards. Following this, the

concepts of SDR, DSA and CR are introduced and the need for spectrum sensing is discussed.

Having established the motivation and context for the research problem, the relevant mathe-

matical background for cyclostationary signal processing is described. Finally, a background

discussion of FPGAs is given and their potential role in the realisation of DSA and CR is

highlighted.

2.2 Wireless Communications Background

Wireless communications encompasses any transfer of information between communicating en-

tities that are not physically connected to one another. Wireless telecommunications is achieved

through the use of the RF spectrum, which is a section of the electromagnetic spectrum rang-

ing from 3kHz to 300GHz. Early uses of wireless communication via the RF spectrum include

broadcast of text using Morse Code and transfer of audio using Amplitude Modulation (AM)

and Frequency Modulation (FM). AM and FM are still widely used by commercial radio stations

today. Over the years, RF communication has been developed further to incorporate countless

other applications such as mobile/cellular communications, satellite communications, broadcast-

ing of television signals, wireless networking between devices such as laptops, computers and
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tablets and wireless internet access. Another important use of the RF spectrum is radar, which

has both commercial and military applications, and the Global Positioning System (GPS) for

navigation applications. RF is also used for amateur radio and radio astronomy.

2.2.1 Wireless Digital Communications Transceiver

A useful conceptual model for the components in a modern telecommunications system is the

Open System Interconnection (OSI) model [3]. This model divides the system into seven distinct

layers, as illustrated in Figure 2.1.

Application Layer 

Presentation Layer 

Session Layer 

Transport Layer 

Network Layer

Data Link Layer 

Physical Layer

Figure 2.1: Illustration of OSI Stack

In this thesis, focus is placed on the physical layer, which encapsulates all of the functionality

required to physically transmit and receive data using an appropriate transmission medium. In

this case, digital data is transmitted and received wirelessly using signals in the RF spectrum.

Figure 2.2 illustrates the major components of the physical layer of a single-carrier wireless

digital communications system, for an architecture known as a baseband digital radio [4]. In
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this system, all of the digital signal processing is performed at baseband.

Channel 
Coding

Baseband 
Modulation 
(QPSK,QAM) 

Pulse Shaping 
and 

Interpolation  
DAC 

Up-
convert to 

RF  

Channel 

Down-
convert to 
Baseband  

ADC 
Matched 
Filter and 

Decimation  

Baseband 
Demodulation 
(QPSK,QAM) 

Channel 
Decoding

Figure 2.2: High level illustration of Digital Communications system

In traditional Double-Sideband AM (DSB-AM), the bandwidth of the signal after modulating

the carrier is twice the bandwidth of the baseband signal, leading to an inefficient use of the

spectrum. In modern digital communications systems, both the In-phase (I) and Quadrature (Q)

components of the carrier frequency are utilised to enable transmission of two independent digital

data streams inside the same bandwidth occupied by the DSB-AM signal, thus creating a more

spectrally efficient transmission. This architecture is known as digital Quadrature Amplitude

Modulation (QAM). In digital communications theory, the notation of complex numbers is

employed in order to simplify the mathematics used to describe the QAM architecture [5] [6].

In Figure 2.2, the physical layer processing in the transmitter begins with binary data re-

ceived from a higher layer in the communications system, that is to be transmitted across the

channel. The first stage is to apply channel coding, that is used in the receiver to detect and

correct bit errors introduced due to imperfections in the channel [7]. Typical error-correcting

codes for channel coding include convolutional codes, Reed-Solomon codes and Turbo codes.

After applying the channel coding, the binary data is grouped into blocks of m bits, and each

block is mapped to a specific symbol. Using complex notation, the symbol s[n], is represented

as,

s[n] = sI [n] + jsQ[n], (2.1)

where sI [n] is the discrete-time in-phase component and sQ[n] is the discrete-time quadrature

component [6]. Since each symbol represents a group of m bits, the number of possible symbols,
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M , is given by,

M = 2m. (2.2)

Figure 2.3: Constellation diagram for 16-QAM

There are several common symbol mapping schemes including Binary Phase Shift Keying (BPSK),

Quadrature Phase Shift Keying (QPSK), 16-QAM and 64-QAM. An example of the constella-

tion diagram for 16-QAM is shown in Figure 2.3. In this scheme, each symbol represents a block

of m = 4 bits, which means there is a total of M = 16 possible symbols. Using higher level

constellations improves the spectral efficiency of the transmission, by enabling a larger amount

of data to be transferred across a fixed bandwidth. The bit-rate is related to the symbol rate as

Rb = mRs, (2.3)

where Rs is the symbol rate and Rb is the bit-rate. The symbols are interpolated to a rate that

matches the Digital to Analogue Converter (DAC) and passed through a pulse shaping filter to

control the signal bandwidth, as shown in Figure 2.2. A popular pulse-shaping filter is the Root

Raised Cosine (RRC) filter, whose response is determined by the Roll-off-factor (ROF), β. The
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signal bandwidth, B, at the output of the pulse shaping filter is given by,

B = Rs(β + 1). (2.4)

Note that β is limited in the range 0 to 1. After interpolation and filtering, the digital samples

are converted to an analogue signal using the DAC. Finally, the signal is up-converted to RF,

either directly, or through an Intermediate Frequency (IF) stage.

In the receiver, the modulation process in the transmitter is reversed as shown in Figure 2.2.

The signal is down-converted from RF to baseband and converted to digital format using an

Analogue to Digital Converter (ADC). The samples are then passed through a matched filter

whose response matches the original pulse shaping filter and decimated to the symbol rate.

The symbols are translated into bits through demodulation, and the resulting bits are decoded

to recover the original binary data stream. It should be noted that the receiver processing is

significantly more complex than illustrated in Figure 2.2, as synchronisation stages are required

in order to correct for impairments introduced through the wireless channel.

In general, more complicated digital transmission techniques exist, for which the modulation

process is not adequately described by the diagram in Figure 2.2. For example, as will be

seen, OFDM involves organising symbols into larger blocks, where each individual symbol in

the block modulates a harmonically related sub-carrier. However, the diagram does serve as a

high level representation of the physical layer processing for a generic digital communications

system. In subsequent chapters, all processing and detection of OFDM signals will be carried

out at complex baseband.

2.2.2 Wireless Communications Standards

Over the past few decades, a large number of communications standards and protocols have

been developed in step with the demands of consumers of wireless technologies. For example, the

capabilities offered by mobile and cellular communications standards have increased significantly

over the years, in order to cope with demands for increased capacity and data rate.

The first generation of mobile standards or 1G was released in the 1980s, and was called

Advanced Mobile Phone Service (AMPS) in the US and the Total Access Communications

System (TACs) in the UK and Europe [5] [8]. These systems were the first to employ the

cellular concept, wherein a large geographical region is divided into cells, each of which is served

by at least one base station. The TACs system was deployed in the band 862-890 MHz and used
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a Frequency Division Multiple Access (FDMA) scheme with 25kHz wide channels. TACs used

FM to provide a basic voice service to users and employed Frequency Shift Keying (FSK) for

control channels, operating at a data rate of 8kbps [5] [8].

For second generation (2G) systems onwards, the maintenance and development of mobile

communications standards used in Europe is managed largely by the 3rd Generation Partnership

Project (3GPP) [9]. 3GPP is a consortium of communications organisations which includes the

European Telecommunications Standards Institute (ETSI) and Alliance for Telecommunications

Industry Solutions (ATIS). The evolution of the 3GPP standards is illustrated in Figure 2.4.

Figure 2.4: Evolution of 3GPP Mobile Standards

2G technologies use digital transmission and operate based on the Global System for Mobile

Communications (GSM) standard in the UK. This standard was originally developed by ETSI

but is currently maintained as part of 3GPP. The original GSM standard provided the voice

service using Time Division Multiple Access (TDMA) and FSK for modulation in the physi-

cal layer [5]. Data communications services such as text and multimedia messages were then

provided through the packet switched General Packet Radio Service (GPRS) in GSM Release

97, which is managed by the 3GPP [5] [10]. A further improvement on GPRS came with the

Enhanced Data Rates for GSM Evolution (EDGE) service [5]. GSM systems are still widely

used around the world today.

Third generation systems or 3G again represented a further enhancement of the services

offered by 2G. The 3GPP standard is called the Universal Mobile Telecommunications System

(UMTS) and it employs Wideband Code Division Multiple Access (WCDMA) at the physical

layer. Multiple users transmit on the same frequency simultaneously but are separated by a

unique spreading code. UMTS was designed to provide the services offered by 2G systems

but also expanded to include services such as video streaming and broadband internet access.

UMTS was first specified in 3GPP Release 99 and was further enhanced by the addition of High
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Speed Downlink Packet Access (HSDPA) in Release 5 and High Speed Uplink Packet Access

(HSUPA) in Release 6. These additions are collectively referred to as High Speed Packet Access

(HSPA), as illustrated in Figure 2.4 [9]. A further development came with Evolved High Speed

Packet Access (HSPA+) in 3GPP Release 7. Increasing the achievable data rate was realised by

employing higher order modulations, Multiple Input Multiple Output (MIMO) technology and

carrier aggregation. The amendments were designed to be backwards compatible with legacy

UMTS systems (Rel 99) and to use the same frequency bands [9].

The next step in the development of mobile standards came with LTE, which was first

specified in 3GPP Release 8 [11]. As with previous generations, LTE was designed to enhance

the achievable data rate and capacity offered by existing mobile networks. This was mainly

achieved by transferring from an air interface based on WCDMA to one based on OFDM for

the downlink and Single Carrier Frequency Division Multiplexing (SC-FDM) for the uplink,

and combining these technologies with MIMO techniques. The LTE standard supports both

Frequency Division Duplexing (FDD) and Time Division Duplexing (TDD) to separate uplink

and downlink channels. LTE, as specified in Release 8, is generally referred to as 3.9G as it

does not quite meet the requirements of a 4G technology. However, LTE-Advanced specified in

3GPP Release 10, is more accurately described as a 4G system [9].

Another major developer of communications standards has been the Institute of Electri-

cal and Electronic Engineers (IEEE). The most relevant of these standards is the IEEE802.11

standard for Wireless Local Area Networks (WLAN). This standard is developed and managed

by the IEEE Local Area Network/Metropolitan Area Network Standards Committee or IEEE

802. Deployments of WLANs that are based on the IEEE 802.11 standard are more commonly

known as WiFi networks. Since it is common for WLAN systems to be based on the IEEE

802.11 standard, the term WiFi is often used to refer to any 802.11 WLAN. WiFi systems have

seen deployment on a global scale in settings such as schools, universities, office buildings and

people’s homes. The OFDM physical layer was first implemented as part of the IEEE 802.11a

standard introduced in 1999 for operation in the 5GHz band. This was extended for opera-

tion in the 2.4GHz ISM band in the IEEE 802.11g standard. In the“roll-up” document IEEE

802.11-2012 [12], the IEEE 802.11a/g OFDM physical layer is described with enhancements to

provide increased throughput under the umbrella of IEEE 802.11n. In IEEE 802.11n, higher

throughputs are achieved using several methods such as by exploiting MIMO technology and

optionally reducing the length of the CP relative to the length of the data symbol.

This brief review of wireless communications standards has served to highlight the diversity
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and proliferation of wireless technologies that are in use today. Developments in these tech-

nologies have been required to accommodate the need to support larger numbers of users and

to provide higher data rates for applications such as video streaming. The coupling of rapid

advancement in the capabilities of hardware platforms such as DSPs and FPGAs, in step with

Moore’s law, and the development of advanced modulation and signal processing techniques

such as OFDM and MIMO, have made meeting these demands achievable.

2.3 DSA and CR

As illustrated in the previous section, the demand for wireless communications services has led

to the development of a wide range of technologies and standards. However, with this growth,

comes the problem of how to ensure that the spectrum is managed and shared in an optimal

manner. In the following sections, the concepts of DSA, CR and SDR will be introduced, which

may combine to form a solution to this problem.

2.3.1 Software Defined Radio

In DSA and CR systems, a major requirement will be that the radio is flexible and reconfigurable,

such that it can adjust its operation in response to changes in the RF environment. Consequently,

SDR has been proposed as the basis for the implementation of CR [13].

SDR was succintly defined by the IEE and SDR forum as “Radio in which some or all of

the physical layer functions are software defined.” [14] [15]. This definition can be expanded

to a radio whose core physical layer components including coding, modulation, filtering and

fundamental operating parameters such as frequency band and transmitter power, are either

implemented in software or can be controlled through software [13] [16]. This paves the way for a

universal system that can support a diverse range of communications standards and technologies

from a single piece of radio hardware [17]. Some candidate platforms for the implementation

of SDR include DSPs and FPGAs, whose functionality can be reconfigured after the initial

manufacturing stage, unlike Application Specific Integrated Circuits (ASICs).

The idea of an all-purpose SDR platform is not new and first emerged frm the military

domain. An early example was the SPEAKeasy system, developed by the Defense Advanced

Research Projects Agency (DARPA) [18]. The SPEAKEasy system combined a software defined

physical layer with a flexible RF front end to support multi-band operation. The main impetus

behind the development of the SPEAKEasy system was that several branches of the military
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used different and, thus, incompatible communications standards. Therefore, it was difficult for

the different sectors to communicate easily in the field. The purpose of the SPEAKEasy system

was to design a radio capable of supporting ten distinct standards, on a single programmable

device. Another important requirement of the SPEAKEasy system was to allow future updates

to support newer standards and features, as and when necessary. A Texas Instruments processor

and FPGAs were also used for the radio hardware. Another military SDR system that followed

SPEAKEasy was the Joint Tactical Radio System (JTRS).

2.3.2 Dynamic Spectrum Access and Cognitive Radio

Currently, the spectrum is controlled by government organisations, such as Ofcom and the

FCC. It has been found that the spectrum assigned to licensed users is often underutilised both

temporally and geographically. A solution that has been offered to address this problem is DSA.

DSA is a blanket term that encompasses a number of alternative approaches to allow spec-

trum to be shared efficiently. There are three categories of DSA: common-use, exclusive-use and

shared-use [16] [19]. The common-use model refers to an unlicensed band that is shared equally

among various users. This type of DSA can be found in the ulicensed ISM band [16]. In the

exclusive-use and shared-use models, spectrum users are divided into two categories: primary

users and secondary users. The primary user is the licensed user, and thus they hold exclusive

rights to the spectrum assigned to them. The secondary user is an unlicensed entity that aims

to make use of the spectrum belonging to the primary user. The mechanism by which the

secondary users make use of the primary user spectrum differs between the exclusive-use and

shared-use DSA models. In the exclusive-use model, the secondary user is given exclusive use

of the spectrum for a given amount of time, with the explicit knowledge and cooperation of the

primary user. Conversely, in the shared-use model, the secondary user accesses the spectrum

without the knowledge of the primary user, provided that they do not appreciably interfere with

the operation of the primary user. [16] This model is the most relevant to the work carried out

in this thesis, as sensing the primary user band is a core requirement.

There are two major approaches for secondary user transmitters in the shared-use model:

spectrum underlay and spectrum overlay. In spectrum underlay, the secondary user transmits

at a sufficiently low power such that the generated interference has a negligible impact on the

primary user. This method implicitly assumes that the primary user never stops transmitting

and thus does not make use of the so-called “spectrum holes” [16]. The alternative approach is

spectrum overlay, where the secondary user opportunistically accesses the primary user spectrum
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when it detects a “spectrum hole” [16]. Inherent in this model is the requirement for the radio to

gather information about its operating environment and then to use this information to decide

whether or not it is suitable to begin transmitting. A hypothesised enabling technology for DSA

is CR [19].

Tx Rx
SDR 

Transmitter 

Decision

SDR 
Receiver 

Spectrum
Sensing 

Figure 2.5: High level illustration of components of CR

A CR is a radio system that has awareness of its RF environment. It uses the information it

derives from this awareness in order to modify its fundamental operating parameters. These

parameters include carrier frequency, transmit power and physical layer components [13] [16].

For example, if a CR device determined that a particular band was in use by the primary user

at a given time, it could use this information to modify its carrier frequency, thus allowing it to

assess the occupancy of a different band. Since the operation of the CR is influenced by decisions

it makes about its environment, it must be reconfigurable by nature. Therefore, CR will itself

be based on SDR, since this will be the technology that enables it to self-reconfigure [13]. In this

research, the mechanism by which the CR is able to make sense of its environment is of particular

interest. The core components of a CR transceiver and their interconnections are illustrated in

Figure 2.5. The first component is a multi-standard SDR receiver that is able to facilitate

reception of different secondary user signals and the second component is the spectrum sensing

module, which allows the CR to make an informed decision regarding its operating environment.

This information can then be used to determine the correct time to begin transmitting.

Spectrum sensing in the CR receiver is achieved by sampling a band of interest and deter-

mining whether or not it contains a primary user signal. This can be achieved locally by a single

CR device or through cooperation between different CR devices, using either a centralised or

distributed approach [16]. Some of the most common techniques to achieve spectrum sensing

include matched filtering, energy detection and cyclostationary feature detection. Each of these
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methods will be described in greater detail in Chapter 4, with cyclostationary feature detection

being the focus of the research described in this thesis.

Due to the nature of various communications signals, it is often the case that their statistical

properties vary periodically. This is known as the cyclostationary property of the signal. In

digital communications, the periodicity is usually related to the symbol rate or carrier frequency.

This property can be used very effectively for spectrum sensing in a CR device since different

signals of interest have unique cyclic features, thus allowing them to be easily identified. It is

also the case that noise is statistically stationary, meaning that cyclostationarity is a very useful

tool for distinguishing a signal embedded in noise. It is often claimed that using cyclostationary

feature detection is disadvantageous due to its computational complexity. However, a major

contribution of this thesis will be to show that it can be performed effectively at a very low cost,

and thus that it is a viable option for use in the spectrum sensing module of the CR receiver.

The necessary statistical background required to understand cyclostationarity will be introduced

in the following section.

Another key consideration for the implementation of CR is the chosen hardware platform.

Due to their inherent flexibility and re-programmability, FPGAs are a natural choice. Since the

CR will likely be based on SDR, it is necessary for the physical layer hardware to be re-configured

during operation. This can be achieved using technologies such as Partial Reconfiguration (PR)

which enables a portion of the FPGA to be re-programmed dynamically while the remainder

continues operating as normal [15]. Since FPGAs are a prime candidate for the implementation

of CR, it makes sense to investigate their use for the implementation of spectrum sensing al-

gorithms. Therefore, in Chapter 6, various existing and proposed solutions for cyclostationary

feature detection are targeted for implementation using a Xilinx FPGA device and their rela-

tive hardware costs are compared. These algorithms are also of interest for other applications

aside from spectrum sensing for CR, so prototyping them using FPGAs is a useful step before

considering implementation using ASICs. A review of the fundamentals of FPGAs will be given

in the final section of this chapter.

2.4 Mathematical Background

As mentioned in the previous section, one of the key components of a CR device is the spectrum

sensing module, since it will rely on this to gain knowledge about its operating environment.

This thesis is concerned with the development and implementation of effective and efficient cyclo-
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stationary feature detection algorithms for spectrum sensing. Therefore, in this section, we will

introduce the necessary mathematical concepts required in order to gain a deeper understanding

of cyclostationary signal processing.

2.4.1 CDF and PDF

A random variable is defined as a function that maps the outcome of an experiment to a real or

complex number. The abstract space that contains every possible outcome of the experiment is

called the sample space and random variables can either be continuous or discrete. A continuous

random variable can take on an infinite number of possible values, whereas a discrete random

variable can only take on a finite number of distinct values. In this discussion, we will focus

on continuous random variables in order to introduce fundamental concepts. Since a random

variable is by definition random, it must be characterised statistically. The first metric available

to describe a random variable is the Cumulative Distribution Function (CDF), which is defined

as follows,

FX(x) = Pr[X ≤ x], (2.5)

where Pr[.] denotes probability, X corresponds to the random variable and x is the argument

passed to the CDF. Intuitively, the CDF gives the probability that a random variable takes on a

value less than or equal to the argument passed to it. The Probability Density Function (PDF)

is defined as the first derivative of the CDF and is expressed mathematically as,

fX(x) =
d

dx
FX(x), (2.6)

where d
dx denotes the first derivative. Substituting the value x into (2.6), determines the proba-

bility that the random variable will take on a value between x and x+ dx. The CDF and PDF

fully characterise the random variable in a statistical sense and it is sufficient to have either,

since it is possible to derive one from the other. For a complex random variable, the PDF and

CDF cannot be computed directly, so the behaviour can be characterised by the joint CDFs and

PDFs of the real and imaginary parts [20].

2.4.2 Moments

The first moment of a random variable is the mean, µ, which is given by,

µ = E[X] =

∫ ∞
−∞

xfX(x)dx, (2.7)
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where E[.] is the expected value. In practice, the PDF is not required to compute the expected

value since it is well approximated by computing the average. The second moment is the mean

square value,

E[X2] =

∫ ∞
−∞

x2fX(x)dx. (2.8)

The second central moment or the variance is,

σ2 = E[(X − µ)2] =

∫ ∞
−∞

(x− µ)2fX(x)dx. (2.9)

This measures the extent to which a random variable varies around its mean value, and is always

positive [20]. A larger variance indicates a larger spread of values around the mean. The square

root of the variance is referred to as the standard deviation and is denoted as σ. Note that the

second moment and second central moment are equivalent when µ = 0. Higher order moments

include skewness and kurtosis. However, these are not relevant to the work carried out in this

thesis.

Joint moments can be defined in order to characterise the statistical relationships between

sets of random variables. Consider the case where there are two random variables X and Y. The

second joint moment is called the correlation [20] and is defined as,

rXY = E[XY ∗]. (2.10)

Note the conjugate operator ∗ is included in the definition for the case where the random

variables are complex. The covariance between X and Y is defined as,

cXY = E[(X − µX)(Y − µY )∗] = E[XY ∗]− µXµY . (2.11)

The covariance is equivalent to the correlation if µX = µY = 0 [20]. Having defined the key

tools for statistically characterising a random variable, we can now move on to define a random

process.

2.4.3 Random Processes

The concept of a random process follows directly from the concept of a random variable, in that

it assigns a random signal to the outcome of an experiment. Random processes are fundamental

to signal processing and communications theory, as many signals of interest are characterised as
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random processes. In order to illustrate the concept of a random process, consider an experiment

where the outputs of several signal generators are observed simultaneously. In this case, the

sample space consists of an ensemble (two shown) of random time-varying signals as in Figure

2.6.

Sample Space 

𝒙𝒙(𝒕𝒕𝟎𝟎)

Figure 2.6: Illustration of Random Process

If the output of each signal generator is captured at time t0, there is a value for x(t0) for each

signal in the sample space, as illustrated in Figure 2.6. Therefore, x(t0) can be viewed as a

random variable and the CDF, PDF and moments can be used to describe it statistically. From

this definition, it is clear that a random process is simply a collection of random variables, each

of which is defined at a particular time instant. The relationships between different random

variables of the process (e.g x(t0) and x(t1)), can be ascertained by calculating their joint PDFs,

CDFs and moments. Of particular interest is the autocorrelation function which is defined as,

Rxx(t, τ) = E[x(t)x∗(t− τ)], (2.12)

where τ is called the lag parameter and x(t)x∗(t − τ) is the autocorrelation lag product. It

is clear that the autocorrelation function measures the significance of the relationship between

two random variables in the process, separated by a fixed time step τ. A related function is the

autocovariance function,

Cxx(t, τ) = E[(x(t)− E[x(t)])(x(t− τ)− E[x(t− τ)])∗]. (2.13)

The autocovariance function equals the autocorrelation function when E[x(t)] = E[x(t−τ)] = 0.
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Having defined the concept of a random process, some relevant classifications of random processes

can be defined.

2.4.4 Stationary Processes

A random process is called stationary if its statistical parameters are time-invariant. There are

two forms of stationary process: strict-sense stationary and wide-sense stationary. A process is

strict-sense stationary if its nth order joint CDF is independent of time [20],

FX(x(t0), ..., x(tn)) = FX(x(t0 + τ), ..., x(tn + τ)). (2.14)

In other words, the joint CDF of any n random variables drawn from the random process is the

same, regardless of the point in time that it is measured. It follows that all joint moments and

moments of random variables in the process are also independent of time. A random process

is said to be wide-sense stationary if its mean (first moment) and its autocorrelation function

(second joint moment) are time-invariant i.e.,

µ(t) = µ, (2.15)

Rxx(t, τ) = Rxx(τ). (2.16)

As can be observed from (2.16), the autocorrelation function is only dependent on the lag

parameter τ for a stationary process. A prominent example of a stationary process is AWGN.

In this case, the process can be described fully using only its first and second order moments.

2.4.5 Cyclostationary Processes

As mentioned earlier, it is often the case that communications signals are cyclostationary in

nature. This allows signals to be distinguished from background noise, since it is stationary.

As with stationary processes, there are two kinds of cyclostationary process: strict-sense cyclo-

stationary and wide-sense cyclostationary. As many communications signals fall into the latter

category, it is sufficient to define a wide-sense cyclostationary process for the purposes of this

thesis. A process is called wide-sense cyclostationary if its mean and autocorrelation function

are periodic with fundamental period T0 as defined below,

µ(t) = µ(t+ T0), (2.17)
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Rxx(t, τ) = Rxx(t+ T0, τ). (2.18)

In this case, the autocorrelation function is dependent on both τ and t, and repeats after a

specific interval of T0. In this thesis, we are interested in the periodic nature of the autocorre-

lation function as this will be exploited for detection purposes in the following chapters. The

fundamental cyclic frequency of a cyclostationary process is defined as,

α0 =
1

T0
. (2.19)

The process will also have harmonically related cyclic frequencies at integer multiples of α0. Since

the signal detection algorithms relevant to this problem do not rely on Higher Order Statistics

(HOS), the assumption that our signals of interest can be designated wide sense cyclostationary

is sufficient.

As the autocorrelation function is periodic, it can be decomposed into a Fourier Series (FS),

Rxx(t, τ) =
∞∑

n=−∞
Rn/T0xx (τ)e

j2π n
T0
t
, (2.20)

where the subscript n defines the range of cyclic frequencies, and R
n/T0
xx (τ) is the CAF. The

CAF is expressed as,

Rn/T0xx (τ) =
1

T0

∫ T0

0
Rxx(t, τ)e

−j2π n
T0
t
dt. (2.21)

2.4.6 Ergodic Processes

Up until this stage, the focus has been placed on random processes, which have been defined

as an ensemble of random time varying functions or signals. In order to characterise a random

process, statistical parameters are measured across the entire ensemble of signals in the process.

However, it is impossible to observe and record the entire random process. In fact, only a single

realisation can be captured in a practical situation.

An ergodic process is defined as a process whose ensemble statistics can be reliably estimated

from observation of a single realisation of the process. As the observation interval increases, so

too does the reliability of the estimates of the statistical parameters. Consider estimating the

autocorrelation function of a wide-sense stationary process using an average in time as,

R̂xx(t, τ) =
1

T

∫ T

0
x(t)x∗(t− τ)dt, (2.22)
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where R̂xx(t, τ) denotes an estimate of the true autocorrelation function Rxx(t, τ). If R̂xx(t, τ)

converges asymptotically to Rxx(t, τ) in a mean-square sense, then the random process is said to

be autocorrelation ergodic [20], and thus a reliable estimate of the autocorrelation function can

be made from observation of a single realisation of the process. For a wide-sense cyclostationary

process, an estimate of the true CAF can be computed as,

R̂n/T0xx (τ) =
1

T0

∫ T0

0
x(t)x∗(t− τ)e

−j2π n
T0
t
dt. (2.23)

Again, if R̂
n/T0
xx (τ) converges asymptotically to R

n/T0
xx (τ) in a mean-square sense, then the pro-

cess can be called cyclic autocorrelation ergodic. It is a key assumption for all of the algorithms

described in this thesis, that the signals we wish to detect belong to the family of wide-sense cy-

clostationary and cyclic autocorrelation ergodic random processes, and thus that we can identify

them by computing (2.23).

2.5 Overview of FPGA Technology

In this final section, the fundamentals of FPGA technology will be reviewed, since they are a

prime candidate for the implementation of SDR and CR systems. Also, each of the cyclostation-

ary detection algorithms introduced in Chapters 4 and 5 are targeted for FPGA implementation

in Chapter 6.

An FPGA is a special form of integrated circuit that consists of an array of low level logic

blocks and interconnections that can be re-programmed after manufacture. This stands in op-

position to an ASIC, which has a fixed function and cannot be re-programmed. FPGAs are

popular because of their re-programmability, capacity for parallel processing and low power

consumption. For these reasons, FPGAs are ideally suited for embedded Digital Signal Process-

ing (DSP) applications. They are also very useful for prototyping of specialist hardware, that

will subsequently be implemented in an ASIC. There are two major manufacturers of FPGAs,

Xilinx and Intel and, for the purposes of this thesis, focus will be placed on devices manufactured

by Xilinx.

2.5.1 FPGA Programming

An FPGA design is defined using a Hardware Description Language (HDL) such as Very High

Speed Integrated Cicruit HDL (VHDL) or Verilog. Aside from using VHDL or Verilog directly, it
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is also possible to generate an FPGA design using a tool operating at a higher level of abstraction,

from which the VHDL or Verilog code is generated. Common high level tools include High Level

Synthesis (HLS) [21], Xilinx System Generator [22] and MathWorks HDL Coder [23]. In HLS,

the design is implemented in C and C++ and the VHDL code is generated from this. Xilinx

System Generator is a tool which comprises a library of blocks that are used inside the Simulink

environment in MATLAB. Simulink is a block based tool which is ideally suited for modelling

and simulation of signal processing systems. HDL Coder is a similar tool to Xilinx System

Generator, except that it is more vendor agnostic and can be used to target both Xilinx and

Intel devices. HDL Coder will be described in more detail in Chapter 6, where it is used to

implement the cyclostationary detection algorithms.

2.5.2 FPGA Architecture and Design

The state of the art Xilinx devices are the UltraScale+ and UltraScale devices, and each have

Virtex and Kintex variants [24] [25]. These devices were preceded by the 7 Series devices [26]

which consist of four families: Spartan-7, Artix-7, Kintex-7 and the Virtex-7. In Chapter 6, an

Artix-7 FPGA will be used for targeting the hardware designs. Xilinx also manufactures System-

On-Chip (SoC) technologies in the form of Zynq devices which include the Zynq UltraScale+

MPSoC [27] and the Zynq-7000 [28]. The Zynq-7000 devices incorporate a tightly coupled ARM

processor and an FPGA from either the Artix-7 or Kintex-7 families [15]. These architectures

allow designs to be partitioned effectively into hardware and software components and the devices

incorporate highly effective data transfer between the ARM processor or the Processing System

(PS) and the FPGA or Programmable Logic (PL).

The main building block found on a Xilinx 7 series FPGA device is called a Configurable

Logic Block (CLB). The vast majority of the FPGA consists of an array of CLBs that can be

connected together via special programmable interconnections. The array of CLBs is known

collectively as the FPGA fabric. A CLB is further comprised of two logic slices as illustrated in

Figure 2.7.
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Figure 2.7: Illustration of Xilinx CLB

The slice itself contains Look up Tables (LUTs) and Flip-Flops (FFs) as in Figure 2.7, which are

the fundamental logic blocks that enable the synthesis of combinatorial and sequential circuits.

Each LUT can be configured to implement a particular combinatorial boolean function by storing

the output for each possible combination of its inputs. In this way, the LUT provides a very

efficient method of implementing potentially very complex boolean functions. The LUTs are

combined to implement larger and more complicated functions. LUTs can also be configured to

implement memories such as Read Only Memory (ROM), and Random Access Memory (RAM)

which permits reading and writing operations. For the 7 series FPGAs, each logic slice contains

four six-input LUTs as shown in Figure 2.7. Sequential logic is defined as logic with state

(i.e. memory) and the fundamental building block of sequential logic is the FF. FFs are used

for fundamental tasks in FPGA design such as implementing delays in digital filters, pipeline

registers and Finite State Machines (FSMs). In 7 series devices, each slice contains eight FFs.

Other logic blocks include multiplexers and carry-logic. A switching matrix lies adjacent to each

CLB, and controls routing within the CLB and facilitates its connection to other resources on

the FPGA. Finally, Input/Output Blocks (IOBs) serve as the external interface and are the

conduit through which data passes into and out of the FPGA.

Aside from the logic fabric, there are two other major resources of interest: the DSP48E1

slice and the Block RAMs (BRAMs). The DSP48E1 is a special purpose processing element

optimised for high speed arithmetic in FPGAs. It is especially useful for DSP applications and

a simplified illustration of its architecture is shown in Figure 2.8.
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Figure 2.8: Illustration of Xilinx DSP48E1

The three major components are a pre-adder, highlighted in green in Figure 2.8, a multiplier

highlighted in yellow and a post-adder highlighted in blue. The DSP48E1 get its name from

the fact that the output fixed point wordlength is 48 bits. A fundamental application of the

DSP48E1 is implementation of the Multiple Accumulate (MAC) operation needed for Finite

Impulse Response (FIR) filters and other DSP algorithms. Each DSP48E1 can be used to

implement a single coefficient of the FIR filter (or two if coefficient symmetry is exploited), and

they can be cascaded together to implement the entire filter. Note that the pre-adder is included

precisely to exploit the coefficient symmetry that exists for linear phase FIR filters. However,

DSP48E1s are a scarce resource on low cost FPGAs, and so it often of interest to optimise a

design so as to minimise their use.

BRAMs are specialist memory blocks that can be used to implement ROM, RAM and First

Input First Output (FIFO) buffers. On 7 series devices, each BRAM can store 36Kb of data

where K is 1024 bits. The default word length of the data stored in a BRAM is 18 bits, meaning

that the BRAM comprises 2048 memory elements in this configuration. However, the number of

memory elements in the BRAM is dynamic and can be altered depending on the wordlength of

the data that is to be stored. If a significant amount of memory is required in the implementation

of a design, then BRAMs should be targeted, since the alternative is to use Distributed RAM

which is implemented using LUTs. For high memory applications, using Distributed RAM can

lead to a high resource cost in terms of the FPGA fabric and is likely to lead to a slower design.

When designing for FPGAs, it is normally of interest to optimise the design based on one of
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three metrics: area, speed or power consumption. Area optimisation refers to optimising such

that the design consumes as few resources as possible. Speed optimisation refers to ensuring

that the design can be clocked at as high a rate as possible, and this dictates the maximum

rate at which data can be processed. Finally, optimising for power consumption means ensuring

that the design consumes as little power as possible. This could be achieved by making sure

particular elements of the design process data at a low rate. This can sometimes be achieved by

applying clever DSP such as using the polyphase decomposition, when designing interpolation

and decimation filters.

2.6 Chapter Summary

This chapter started with a review of a generic wireless digital communications architecture as

a precursor to a discussion of some common wireless standards. Due to the wide deployment of

wireless technologies and standards, it is important to make sure that the RF spectrum is used

as efficiently as possible. Therefore, DSA, CR and SDR, were presented as approaches which

could be used to enable better sharing of spectrum among users. Following this, cyclostationary

detection algorithms were introduced as a promising approach for spectrum sensing in DSA and

CR systems. In particular, the fundamental mathematical background of cyclostationary ran-

dom processes was reviewed as a basis for understanding these algorithms. Finally, FPGAs were

identified as a candidate platform for the implementation of future CR systems. Subsequently,

the fundamentals of Xilinx FPGAs and design flows were described as necessary background for

the work described in Chapter 6.
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Chapter 3

Orthogonal Frequency Division

Multiplexing

3.1 Introduction

This chapter introduces some of the fundamental principles and applications of OFDM modula-

tion. The OFDM modulation format has become ubiquitous in modern wireless standards, and

so it is likely that primary users of the spectrum in the considered DSA scenario will employ

OFDM in the physical layer. Therefore, it is of interest to develop efficient spectrum sensing

methods for OFDM signals.

In the first portion of this chapter, multipath channels are described as a motivation for the

development of OFDM modulation. Following this, an overview and mathematical treatment of

OFDM is provided and some practical issues such as timing and frequency synchronisation and

channel estimation/equalisation are highlighted. The next section briefly describes how OFDM

has been applied as part of wireless communications standards such as IEEE 802.11a/g and

DVB-T, as these signals are used as a basis for testing the detection algorithms introduced in

the coming chapters.

3.2 Multipath Propagation

OFDM has been designed to offer robust performance in multipath channels and, as such, the

fundamentals of these channels will be reviewed briefly. In a typical wireless channel, the trans-

mitted signal will be reflected, refracted and scattered by objects before it reaches the receiver [6].

The signal observed at the receiver in a wireless channel consists of a combination of delayed and
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attenuated copies of the transmitted signal which arrive through multiple paths. Each distinct

signal path in the wireless channel is called a multipath component and is associated with either

a single or multiple scatterers [5] [6]. If the transmitter and/or receiver is moving, then the atten-

uation and delay associated with each multipath component varies with time. The constructive

and destructive interference of the multipath components leads to fading of the transmitted sig-

nal [5] [6]. In modelling multipath channels, we are concerned with the multipath components

that can be resolved at the receiver. As will be seen, the resolvability of multipath components

at the receiver is intimately related to the characteristics of the transmitted signal. In practice,

each resolvable component will consist of several unresolvable components [6].

From a time domain point of view, the wireless channel is characterised by the channel

delay spread, ds. This can be defined loosely as the difference in time between the arrival of the

first multipath component and the last multipath component. From a frequency domain point

of view, the channel is characterised by the coherence bandwidth, Bc. This is defined as the

bandwidth over which the channel effects can be said to be effectively correlated. ds and Bc are

approximately inversely proportional,

Bc ≈
1

ds
. (3.1)

There are two forms of small-scale fading: flat fading and frequency-selective fading. Flat

fading occurs when the symbol duration, Tsym, is significantly larger than the delay spread of the

channel i.e Tsym > ds or equivalently when the signal bandwidth is significantly smaller than the

coherence bandwidth i.e. Rs < Bc. Note that Tsym and Rs are inversely proportional [5] [6]. In a

flat fading channel, the signal is not spread significantly in time, meaning that all copies generally

arrive within the duration of a single symbol. As a result, the various multipath components are

not resolvable and the receiver perceives them as a single path. The unresolvable components add

constructively and destructively and cause amplitude and phase distortion in the received signal.

Due to limited spreading in time, there should be very little interference between the current data

symbol and any previously transmitted symbols. In the frequency domain, the fading effect is

approximately correlated across all frequencies of the signal, since the signal bandwidth is small

compared to Bc. In a time varying channel, the amplitude and phase distortion associated with

the combination of the unresolvable components will vary randomly [6].

Frequency-selective fading occurs when the symbol duration is small compared to the delay

spread of the channel i.e. Tsym < ds or when the signal bandwidth is large compared to the

coherence bandwidth i.e. Rs > Bc [5] [6]. In the time domain, the signal has been spread in time
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by a duration longer than the symbol period. In this scenario, it is possible to resolve at least

some of the various multipath components at the receiver and more significant interference will

occur between the current data symbol and previous data symbols due to the time spreading.

This phenomenon is called Inter Symbol Interference (ISI) and it can have a very detrimental

effect on the performance of the wireless communications system. In the frequency domain,

component frequencies of the signal that are separated by a value of Bc or greater will experience

uncorrelated fading effects.

Figure 3.1: Illustration of FIR Multipath Channel

Multipath propagation effects are modelled in software as an FIR filter, as shown in Figure

3.1. Each coefficient h represents a discrete multipath component and τ represents the delays

of the various paths. In a flat fading scenario, the channel consists of a number of unresolvable

multipath components and as such this can be modelled by an FIR filter with a single coefficient.

For a frequency selective channel, the FIR filter consists of multiple coefficients. However, a

filter with multiple coefficients can still be a flat fading channel if the bandwidth of the signal is

small in comparison to Bc. The coefficients of the FIR filter are expressed as complex numbers

since each multipath component introduces a scaling and phase shift. If there is no significant

Line of Sight (LOS) component, the coefficients are drawn from a complex normal distribution

with a zero mean. Consequently, the magnitudes of the multipath filter coefficients follow a

Rayleigh distribution and the phases are uniformly distributed. Multipath channels with no

LOS component are referred to as Rayleigh fading channels. Conversely, if a LOS component

exists, the coefficients are drawn from a complex normal distribution with a non-zero mean.

This means that the magnitudes of the coefficients are Rician distributed and the phases are

uniformly distributed. This type of multipath channel is called a Rician fading channel.

The time varying nature of the channel is caused by relative motion between the transmitter
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and the receiver and by movement of objects in the signal path. There are two consequences of

the time varying nature of the channel; the multipath channel coefficients change with time and

frequency spreading occurs. The Doppler shift is the change in the frequency of a signal as a

result of relative movement. The maximum Doppler shift for a multipath channel is calculated

as follows,

fd =
vfc
c
, (3.2)

where fd is the maximum Doppler shift, v is the velocity of the transmitter/receiver, fc is the

carrier frequency and c is the velocity of the propagating electromagnetic wave. There are two

classifications for the time-varying multipath channel: slow fading and fast fading. These are

defined based on the channel coherence time, Tc, and the Doppler spread, Ds, which is measured

in Hertz. Tc is the length of time over which the multipath channel coefficients can be considered

invariant. Each of the multipath components will experience different Doppler shifts depending

on angle of arrival and velocity, so Doppler spread characterises the range of Doppler shifts for

the multipath channel. The Doppler spread is related to fd as,

Ds = 2fd. (3.3)

The channel coherence time and Doppler spread are approximately inversely proportional [5],

Tc ≈
1

Ds
. (3.4)

A multipath channel is described as fast fading if the coherence time is small compared to the

symbol duration i.e. Tc < Tsym or equivalently if the signal bandwidth is small compared to

the Doppler spread i.e. Ds > Rs. Conversely, a channel is said to be slow fading if the channel

coherence time is large compared to the symbol duration i.e. Tc > Tsym or the signal bandwidth

is large compared to the Doppler spread, Rs > Ds. When modelling multipath channels in

software, two of the most important parameters to specify are the desired delay spread and the

maximum Doppler shift.

3.3 OFDM Modulation

OFDM is a special case of MCM that is noted for its resilience to ISI, its relatively simple

requirements in terms of equalisation and its ease of implementation using DSP. It has become

a dominant technology in modern communications systems, such as in the IEEE802.11 WLAN
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family of standards, the DVB standards and the 3GPP LTE standard for mobile communica-

tions. It is also the basis of the 5G New Radio (NR) standard.

3.4 Overview of MCM

OFDM is an example of MCM that involves splitting the available bandwidth into a number

of parallel sub-channels. As with any digital communications system, the data bits are linearly

mapped into symbols according to a modulation scheme such as BPSK or QAM. However,

instead of transmitting using a single carrier, the data symbols are allocated to and transmitted

across a number of parallel sub-carriers. The number of sub-carriers, Ns, is chosen such that

the bandwidth of each sub-channel is small compared to Bc. This is equivalent to ensuring the

the symbol duration on each sub-channel, is large compared to ds. This process ensures that the

individual signals on each sub-channel experience flat fading and limited ISI [5].

3.5 Overview of OFDM

As noted previously, OFDM is a special case of MCM that is spectrally efficient and is imple-

mented using an established DSP algorithm. The OFDM system employs a set of sub-carriers

that are spaced in frequency at intervals of 1/Tu, where Tu is referred to as the useful OFDM

symbol duration. In discrete-time, the useful symbol duration is normalised by the sampling

frequency of the OFDM system and is denoted as Nu. The frequency spacing is the smallest

spacing that maintains orthogonality between the sub-carriers. In the frequency domain, the

sub-channels overlap, leading to a very efficient usage of the available spectrum [5] [29].

The first stage in generating an OFDM signal involves dividing the input symbol stream into

blocks of Ns symbols. Each of the Ns symbols modulates one of a set of harmonically related sub-

carriers, and the individual signals are multiplexed together to form the useful OFDM symbol.

This process can be described mathematically in discrete time,

x[n] =

Ns−1∑
k=0

X[k]ej
2πnk
N , (3.5)

where k is the sub-carrier index, X[k] represents the underlying BPSK/QAM symbols, and

n = 0, 1, 2....Ns − 1 is the sample index. Note that Ns in (3.5) is equivalent to Nu. The

OFDM modulation process is mathematically equivalent to the Inverse Discrete Fourier Trans-
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form (IDFT),

x[n] =
1

N

N−1∑
k=0

X[k]ej
2πnk
N , (3.6)

where N is the total number of points in the IDFT, k is the IDFT bin index and X[k] are the

frequency domain samples to be transformed to the time domain. This shows that OFDM mod-

ulation and demodulation can be performed efficiently using an IDFT/DFT pair. Furthermore,

if N is made equal to a power of two, then modulation and demodulation can be performed

using the FFT. The FFT is a computationally efficient algorithm for computing the Discrete

Fourier Transform (DFT), and is very suitable for hardware implementation in FPGAs and

other devices.

Having generated the useful OFDM symbol, the next stage in the modulation process is the

addition of a CP. The CP consists of a portion of the useful OFDM symbol that is added to

the front of the symbol. The primary purpose of the CP is to mitigate ISI between OFDM

symbols, due to the time spreading introduced by the multipath channel. The length of the

CP in relation to the useful OFDM symbol is chosen based on the expected delay spread of

the channel. However, due to the fact that the CP is redundant and carries no information, its

length must be minimised to ensure that the transmission is as efficient as possible. Once the

CP is added to the useful OFDM symbol, the full OFDM symbol is created as shown in Figure

3.2.

Cyclic 
Prefix 

OFDM Symbol 

𝑻𝒖𝑻𝒄𝒑

Figure 3.2: Illustration of OFDM Symbol

In the above diagram, Tcp refers to the CP duration. The total symbol duration is Tofdm =

Tcp + Tu. In discrete-time, Tofdm and Tcp are Nofdm and Ncp respectively.

A key benefit arising from the addition of a CP, is that it simplifies equalisation in the

receiver [5]. Consider an OFDM symbol that is constructed using Ns sub-carriers in vector

form,

x = [x[0], x[1], ......x[Ns − 1]]
′
, (3.7)
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where ′ denotes transposition. The symbol is passed through a multipath channel and the

channel output, y[n], is obtained through linear convolution with the channel impulse response

h[n],

y[n] = h[n] ∗ x[n] =
∑
k

h[k]x[n− k], (3.8)

where ∗ denotes convolution. If a CP is appended to the original OFDM symbol, the linear

convolution becomes a circular convolution [5],

y[n] =
∑
k

h[k]x[n− k]Ns . (3.9)

Due to the addition of the CP, the OFDM symbol is periodic with Ns or Nu. Circular convolution

in the time domain is equivalent to multiplication in the frequency domain [30]. Therefore, the

received sub-carriers Y [k] are given by the following,

Y [k] = X[k]H[k], (3.10)

where H[k] are the frequency domain channel coefficients. Therefore, equalisation in the receiver

is reduced to estimating H[k] and multiplying by 1/H[k] to recover the original sub-carriers.

In summary, the design of OFDM can be understood through the lens of multipath propa-

gation. The wideband channel is divided into a set of sub-channels, whose bandwidth is small

compared to Bc. This ensures that each sub-channel experiences flat fading and limited ISI. Due

to the fact that modulation and demodulation are implemented digitally using an IFFT/FFT

pair, OFDM can be efficiently implemented in hardware. It is spectrally efficient since the

sub-carriers overlap in the frequency domain and it is highly resistant to ISI introduced by the

channel due to the use of a CP. Furthermore, the use of a CP simplifies the receiver processing

because it reduces the equalisation process to a single multiplication per sub-carrier. Due to the

many benefits associated with OFDM, it has become the backbone of a number of commercial

communications standards and technologies.

3.6 Synchronisation in OFDM

Although the benefits of using OFDM are clear, it does present some issues, that need to be

addressed. Firstly, using a CP adds redundancy to the system and contributes to an overall re-

duction in the achievable data rate. OFDM also suffers from a large Peak to Average Power ratio
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(PAPR) which causes problems in the radio power amplifier. However, of particular importance

is synchronisation in the receiver. The orthogonality of the sub-carriers must be maintained in

order for the OFDM system to operate properly. Therefore, the next section will provided a

brief overview of synchronisation in OFDM.

3.6.1 Timing offset

Timing offsets are defined as either fractional timing offsets or integer timing offsets as measured

in relation to the OFDM system sampling rate [31]. Fractional timing offsets are caused by a

mismatch in the sampling phase between the transmitter and receiver sampling clocks. The

effect of a fractional timing offset on the OFDM transmission can be understood by recalling

the following DFT property [30] [31],

x[n− τ ]
F−→ X[k]e−j

2πkτ
N , (3.11)

where τ is the normalised timing offset (to the sampling period) and
F−→ denotes Fourier trans-

form. Note that the rotation is dependent on k, which is the sub-carrier index in OFDM.

Therefore, the phase rotation will be more severe for the outer sub-carriers. However, the

timing offset is constant and therefore is unchanged across OFDM symbols. In practice, the

rotations introduced by fractional timing offsets are coupled together with multipath channel

induced rotations and can be removed through equalisation.

Integer timing offsets cause a misalignment of the FFT window in the receiver [29] [31]. The

estimated start of a symbol can occur before or after the ideal starting point. If the estimated

starting point is earlier than the actual beginning, then it will generally fall within the CP. If

the estimate occurs after the ideal point, then it will fall somewhere inside the OFDM symbol.

Both of these scenarios are illustrated in Figures 3.3 (a) and (b).
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Cyclic 
Prefix 

OFDM Symbol 
Cyclic 
Prefix 

OFDM Symbol 
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(a) FFT window taken too early

Cyclic 
Prefix 

OFDM Symbol 
Cyclic 
Prefix 

OFDM Symbol 

FFT Window 

(b) FFT window taken too late

Figure 3.3: Illustration of integer timing offset

Referring to Figure 3.3 (a), if the symbol start is estimated to begin within the CP, then the

result will be a sub-carrier rotation in the frequency domain, as is the case with a fractional

offset [29]. However, this only holds true if the CP is longer in duration than the delay spread

of the channel plus the timing offset. If this is not the case then IBI will occur, since samples

will be taken from a position affected by previous OFDM symbols due to the time spreading of

the channel. However, the CP is usually made significantly longer than the delay spread of the

channel, to prevent this from occurring [29] [31].

Referring to Figure 3.3 (b), where the symbol start is estimated to begin after the actual

starting point, it is seen that the FFT window will include samples from the CP of the following

OFDM symbol. This must be avoided since it will lead to IBI and ICI due to violation of the

circular comvolution property [29]. However, due to the freedom that is provided through the

addition of the CP, a receiver can be designed to ensure that the timing estimate falls into the

CP region where no interference from other symbols exists. This will introduce a phase rotation

in the frequency domain that can be handled as part of the equalisation process.

3.6.2 Carrier Frequency Offset

Due to the fact that an OFDM signal consists of a set of overlapping sub-carriers, it is very

susceptible to frequency offsets. Frequency offsets are introduced by a mismatch between the

transmitter and receiver local oscillators, and Doppler shift introduced by the time varying
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multipath channel. The frequency offset means that there is no longer an integer number of cycles

of each sub-carrier within the FFT window. This leads to interference between the various sub-

carriers, which is known as Inter Carrier Interference (ICI). This can have a detrimental effect on

receiver performance, and therefore the offset must be estimated and corrected as accurately as

possible. The effect of a frequency offset in the time domain can, again, easily be conceptualised

by recalling the following DFT property [30],

x[n]e−j
2πnε
N

F−→ X[k − ε], (3.12)

where n is the time domain sample index and ε is the frequency offset normalised by the sampling

frequency fs. The offset, e−j
2πnε
N , must be estimated and corrected prior to the FFT, in order

to mitigate the ICI that will occur.

As is the case with timing offsets, frequency offsets can also be split in to two distinct

categories: integer and fractional. In this case, they are measured in relation to the OFDM

sub-carrier spacing, ∆f . The time domain correction algorithms that are typically employed

to correct for the frequency offset, are constrained by the system parameters, meaning that

only a finite range of frequency offsets can successfully be estimated and corrected for. However,

constraints are often placed on the amount of oscillator drift that can be tolerated in a system in

order to ensure that this limitation does not adversely affect performance. A popular algorithm

that can be used for symbol timing and frequency synchronisation in OFDM is the Schmidl and

Cox algorithm [32].

3.6.3 Phase Noise and Residual Frequency Offset

Phase Noise is a phenomenon caused by the fact that the local oscillator is not a perfect sinusoid.

A random phase term is added to the local oscillator that causes the spectrum of the carrier to

spread out. It can also be caused by jitter in the sampling clock [29] [31].

The effect of phase noise in OFDM systems is twofold. It can cause ICI (which cannot be

corrected), and it introduces a fixed phase rotation to each sub-carrier in the OFDM symbol,

whose value changes on a symbol by symbol basis. The fixed rotation is known as Common

Phase Error (CPE) [31]. CPE is also introduced due to residual frequency offsets that arise

from frequency synchronisation performed prior to FFT demodulation, which is never perfect

in a practical system. CPE may have limited effects for the first few OFDM symbols, but

will grow steadily worse as time progresses leading to a degradation in system performance.
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Fortunately, CPE can be estimated and tracked using the pilot sub-carriers that are embedded

in the OFDM symbols. Pilots are redundant sub-carriers that are embedded within the useful

OFDM symbol, whose locations are known to the receiver and can be used for phase tracking

and channel estimation.

3.6.4 Sampling Frequency Offset

It is likely that a mismatch will exist between the transmitter and receiver sampling frequen-

cies. This can be visualised as an offset in sampling phase that changes with time. The effect

in OFDM is equivalent to a fractional timing offset, except that it changes on a symbol by

symbol basis [33]. This means that the rotations must be tracked, as is the case with CPE. Nor-

mally, standardised technologies place limits on the allowable deviation from the ideal sampling

frequency to minimise the degradation it causes to performance.

3.6.5 Channel Estimation and Equalisation

Although this it is not a synchronisation problem, estimating the fading channel and correcting

it is a very important aspect of receiver processing. Recall that the advantage of OFDM is that

it divides a wideband channel (i.e. greater than Bc) into a number of parallel narrowband (less

than Bc) sub-channels. This ensures that each sub-channel experiences flat fading and limited

ISI. However, the signal is still wideband, meaning that it will be subject to the frequency

selective nature of the channel, and different sub-carriers will experience uncorrelated fading [5].

In order to equalise the channel, the complex channel coefficient for each sub-channel must

first be estimated. In the majority of systems, this is achieved through the use of dedicated

pilot sub-carriers or training symbols. For example, in IEEE 802.11a/g systems, a dedicated

training symbol is placed at the beginning of the OFDM frame. The underlying symbol for each

sub-carrier is known at the receiver. Therefore, a channel estimate can readily be obtained by

dividing the received sub-carriers by the know sub-carriers in accordance with Equation 3.10.

One possible approach to equalisation is then to scale each of the sub-carriers in the remaining

OFDM symbols by 1/H[k], i.e. the inverse of the estimated channel coefficient.

3.7 OFDM in Wireless Standards

Due to its various advantages, OFDM has been adopted widely and forms the backbone of

various wireless and wired communications systems. These include digital television standards
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such as DVB-T and DVB-Handheld (DVB-H) [34] and the wireless mobile standard, 3GPP

LTE [11]. As described earlier, it is used in WLANs i.e. IEE 802.11a and various amendments

to this standard such as IEEE 802.11g and IEEE 802.11n. Furthermore, OFDM is the enabler

for a number of newer technologies such as Li-Fi [35]. However, focus will be placed on the

application of OFDM in the IEEE 802.11a/g Non-HT and DVB-T standards, as these are most

relevant to the work carried out in this thesis.

3.7.1 OFDM in IEEE 802.11a/g Non-HT

In this section, a review of the design of the OFDM signal in the IEEE 802.11a/g Non-HT

standard specified in the 2012 roll-up document [12] will be reviewed. The OFDM physical layer

defines several operating modes that support data communications rates of 6,9,12,18,24,36,48

and 54Mb/s respectively. The OFDM symbol consists of 64 sub-carriers of which 52 are used.

The value 64 is chosen as a power of 2 to enable efficient implementation of the modulation

and demodulation processes using FFT algorithms. The underlying modulation methods used

for each of the sub-carriers are BPSK, QPSK, 16-QAM and 64-QAM. The standard specifies

channel coding using convolutional codes with code rates of 1/2, 2/3 and 3/4 respectively. In

the fully clocked mode, the baseband sampling rate is fs = 20MHz.

Data is transferred over the air in frames in the IEEE 802.11a/g Non-HT standard. The

data sent as part of each frame consists of a PHY header and a payload that contains data sent

from the MAC sub-layer in the form of the Physical Layer Convergence Protocol Service Data

Unit (PSDU), and tail and pad bits. The data frame is illustrated in Figure 3.4.

RATE
4 bits 

Reserved  
1 bit 

LENGTH   
12 bits 

Parity    
1 bit 

Tail     
6 bits 

SERVICE     
16 bits 

PSDU 
Tail 

6 bits 
Pad 
Bits 

PHY Header Payload  

Figure 3.4: Illustration of data frame in IEEE 802.11a/g Non-HT standard

The bits contained within the data frame are transmitted across the channel in a PLCP Protocol

Data Unit (PPDU). The format of the PPDU frame is illustrated in Figure 3.5.
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PHY 
Preamble 

SIGNAL 
1 SYMBOL

DATA 
Variable number of 

OFDM Symbols 

Figure 3.5: Illustration of PPDU Frame in IEEE 802.11a/g Non-HT standard

The first component of the PPDU frame is the PHY preamble. This portion of the frame

contains no data and the preamble is composed of repetitions of two training symbols: the Short

Training Symbol (STS) and the Long Training Symbol (LTS). According to the standard, the

STS should be used for Automatic Gain Control (AGC) convergence, diversity selection, timing

synchronisation and coarse frequency synchronisation [29]. The LTS is reserved for channel

estimation and fine frequency synchronisation and can be used for timing synchronisation as

well.

The first OFDM symbol in the PPDU frame is the SIGNAL symbol. The data transmitted

in the SIGNAL field is the first 24 bits of the PHY header, i.e. from the RATE field to the

Tail field as seen in Figure 3.4. The useful OFDM symbol is generated using 64 sub-carriers: 48

carry data, 4 are pilots, 11 are null sub-carriers, and one is a DC carrier. A CP of one quarter of

the length of the useful symbol, i.e. 16 samples, is then appended to the front. In generating the

SIGNAL symbol, the 24 bit string is first passed through through a convolutional encoder with a

code rate of 1/2 that generates a 48 bit output. This data is then interleaved using an approach

specified in the standard. Each of these bits is then mapped to a BPSK symbol and each symbol

is assigned to one of the 48 data carrying sub-carriers. The reason that BPSK and a code rate

of 1/2 are used to generate the SIGNAL symbol is that this combination performs the best at

low Signal to Noise Ratios (SNRs). This is important as the SIGNAL symbol must be received

successfully in order to ensure that the remainder of the PPDU frame can be demodulated and

decoded. Of particular importance are the RATE and LENGTH fields which inform the receiver

of the underlying modulation method (BPSK, QPSK, 16-QAM, 64-QAM), code rate and length

of the frame.

The first part of the data frame to be transferred as part of the DATA portion of the PPDU

frame is the SERVICE field. The field comprises 16 bits and is divided into two sections. The first

7 bits are used for the initialisation of the descrambler in the receiver, and the remaining 9 bits

are reserved for future use. All of the bits in the SERVICE and Payload fields are passed through
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a scrambler before the data is sent to a convolutional encoder with generator polynomials g0 =

122 and g1 = 171 and a rate of 1/2. The different code rates are achieved through a method

called ‘puncturing’. After the convolutional encoder, the bits are mapped to one of the four

possible modulation methods: BPSK, QPSK, 16-QAM and 64-QAM. The resulting complex

numbers are divided into blocks of 48 and are mapped to the data carrying sub-carriers of the

OFDM symbol. As before, 4 pilot sub-carriers, null sub-carriers and a DC sub-carrier are added

to the symbol. Finally, the CP, which is 1/4 the length of the useful symbol, is added at the

beginning of the symbol to prevent ISI. Once all data has been mapped to OFDM symbols, the

symbols are concatenated to form the DATA portion of the PPDU frame. The PHY preamble

and SIGNAL symbols are appended to the front of the DATA field and the formation of the

PPDU frame is complete. The final stage in the process is upconversion to RF and transmission

over the air [29].

3.7.2 OFDM in DVB-T

In this section, the construction of the OFDM signal for the DVB-T standard [34] will be

reviewed. The purpose of the DVB-T standard is to provided digital terrestrial television in the

Ultra High Frequency (UHF) and Very High Frequency (VHF) bands and the standard specifies

three different channel spacings: 6 MHz, 7 MHz and 8 MHz. The DVB-T standard has two

configurations: “2K” mode and “8K” mode. An additional “4K” mode is defined for the DVB-H

standard but this is beyond the scope of this review.

In DVB-T, several stages are performed to transfer data from the output of the MPEG-2

transport multiplexer, to a suitable format for transmission over the air. In the first stage,

the binary data is passed through a scrambler [34]. This is followed by two stages of channel

coding and interleaving. In the outer coding and interleaving stages, a Reed-Solomon code is

implemented and this is followed by convolutional interleaving. Subsequently, in the inner coding

stage, a convolutional code is applied with possible code rates of 1/2, 2/3, 3/4, 5/6 and 7/8.

The different code rates are achieved through the puncturing process. The inner interleaving

stage consists of bit-wise interleaving and symbol interleaving. Further details of the channel

coding and interleaving processes can be found in [34].

The data are mapped to either QPSK, 16-QAM, 64-QAM, non-uniform 16-QAM or non-

uniform 64-QAM symbols. The configuration of the OFDM physical layer is different for the

“2K” and “8K” transmission modes. In each mode, the signal is transmitted as a frame which

comprises 68 OFDM symbols and a group of four individual frames is called a super-frame. For
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8MHz channels, the symbols contain 1,705 sub-carriers with an FFT size of 2048 in the “2K”

mode and 6,817 used sub-carriers with an FFT size of 8192 in the “8K” mode. The duration of

the useful symbol period is 896µs and 224µs at fs = 9.1429 MHz and, subsequently, the sub-

carrier spacings are 1.116kHz and 4.464kHz respectively. As was the case for the IEEE 802.11a/g

standard, pilot sub-carriers are included to facilitate channel estimation and synchronisation at

the receiver. Finally, there are four possible CP lengths for each mode: 1/4, 1/8, 1/16 and 1/64.

Therefore, in “2K” mode, the CP durations are 56 µs, 28 µs, 14 µs and 7 µs respectively. In

“8K” mode, the CP durations are 224µs, 112µs, 56 µs and 28µs. In Chapter 4, the structure

of the OFDM test signals will comply with the IEEE 802.11a/g and DVB-T standards.

3.8 Chapter Summary

In this chapter, the OFDM digital modulation format has been described. OFDM is an example

of MCM, which uses a set of orthogonal and overlapping sub-carriers. The main advantage of

MCM techniques such as OFDM is that they divide the wideband channel into several narrow-

band sub-channels, whose bandwidth is less than the coherence bandwidth of the channel. This

ensures that each sub-channel is flat fading and experiences limited ISI. It is also advantageous

since it can be implemented efficiently using the FFT algorithm and is spectrally efficient due

to the fact that the sub-carriers overlap closely.

Because of its many advantages, OFDM has been implemented in the physical layer of

several standards including IEEE 802.11a/g, DVB-T and 3GPP LTE. The CP is added to

provided immunity to ISI introduced through the multipath channel. Furthermore, having a CP

makes the channel equivalent to a circular convolution, which means that equalisation can be

achieved using a single tap equaliser after applying the FFT. As will be seen in Chapter 4, the

CP can also be used as a unique identifier of the OFDM signal, due to the fact that it causes

the autocorrelation function to be periodic.
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Cyclostationary Feature Detection

for OFDM Signals

4.1 Introduction

In future, robust and accurate detection of various waveforms will be required in order to facil-

itate the implementation of intelligent radio systems. For example, a prime motivation in CR

systems is the ability to accurately detect the presence of a primary user waveform, thus allow-

ing the CR to make opportunistic use of the existing RF spectrum. As mentioned previously,

OFDM plays a pivotal role in modern communications systems, meaning that reliable and cost

effective detection of OFDM signals is an important issue. At the beginning of this chapter,

an overview of signal detection as it is applied in an engineering context is provided and some

common detection strategies are discussed. It is established that due to the inclusion of a CP,

OFDM signals exhibit non-conjugate symbol rate cyclostationarity.

Following this, a review is conducted into solutions for cyclostationary detection that can

be found in the literature and three prominent methods that base the detection on estimation

of the CAF are introduced. These algorithms are attractive in that they can be shown to

exhibit a Constant False Alarm Rate (CFAR) and only require knowledge of the OFDM signal

structure and cyclic frequency. In the subsequent sections, each test statistic is derived and their

probability distributions under the null hypothesis are confirmed. Having derived each of the

algorithms, their performances are compared for the detection of IEEE 802.11a/g Non-HT and

DVB-T signals in AWGN and impulsive noise environments.
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4.2 Overview of Detection Methods

Three prominent methods employed for signal detection purposes are the energy detector, the

matched filter and the feature detector [36] [37]. In this section, a general overview of the

detection problem as it relates to these different methods will be given. For the purposes of

this thesis, the detection problem is formulated as a binary hypothesis test [38]. In digital

communications, a possible binary hypothesis test is the following,

H0 : x[n] = w[n],

H1 : x[n] = s[n] + w[n],
(4.1)

where H0 is the null hypothesis, H1 is the alternative hypothesis, x[n] is the received signal, s[n]

is the signal of interest and w[n] is background noise. In modern day communications systems,

these signals are represented using complex numbers due to the use of QAM receivers. In this

situation, H0 states that only noise is received, whereas H1 states that a signal of interest plus

noise is received. It is the task of the receiver to determine which of the two hypotheses is true.

This is done by computing a test statistic, T̂ , using the observed data and comparing it to a

pre-defined threshold, η. If T̂ > η, it is decided that H1 is true. Conversely, if T̂ ≤ η then it is

decided that H0 is true.

The binary hypothesis test is characterised by two important metrics: the Probability of

False Alarm (Pfa) and the Probability of Detection (Pd). These terms are encountered when

detection problems are discussed in an engineering context, and originated when the first radar

systems were being designed [38]. Pfa is a conditional probability and is expressed as follows,

Pfa = Pr[T̂ > η|H0]. (4.2)

This quantifies the probability that the test statistic exceeds the threshold given that H0 is true.

This represents the case where it is incorrectly decided that H1 is true, when in fact H0 is true.

As a rule, it is desirable to minimise Pfa as much as possible. Similarly, Pd is also a conditional

probability and is expressed as,

Pd = Pr[T̂ > η|H1]. (4.3)

This is the probability that the test statistic exceeds the threshold given that H1 is true. There-

fore, this represents the case where it is correctly decided that H1 is true. Unlike Pfa, it is

desirable to maximise Pd as much as possible.
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For each of the detection algorithms discussed in this thesis, the probability distribution of

the test statistic under H0 is completely known. This knowledge is exploited in order to set a

threshold for the detector based on a maximum allowable Pfa. A formula for computing η is

derived by re-writing (4.2) as follows,

Pfa = 1− Pr[T̂ ≤ η|H0]. (4.4)

Recall that the CDF of a random variable X is defined as FX(x) = Pr[X ≤ x]. Taking this into

account, (4.4) can be written as,

Pfa = 1− [FT̂ (η)|H0]. (4.5)

If (4.5) is re-arranged and F−1

T̂
is applied to both sides, a final formula for η is [39],

η = [F−1

T̂
(1− Pfa)|H0]. (4.6)

For each of the algorithms described in this thesis, Pd is evaluated through simulation, based

on the value of η that is determined using (4.6). Therefore, the derivation of the probability

distributions of the test statistics under H1 is not carried out. The performance of the detectors

can be ascertained by evaluating Pd as a function of Signal to Noise Ratio (SNR), as will be

seen later in this chapter.

The energy detector is the simplest detector and has the advantage that it requires no explicit

knowledge of the signal of interest. The test statistic T̂ is computed as,

T̂ =
1

N

N−1∑
n=0

|x[n]|2. (4.7)

If the value of T̂ exceeds η, then it is decided that a signal is present in the observed data.

Although its simplicity is attractive, the energy detector does suffer from some drawbacks. Most

importantly, setting η is dependent on the noise variance [36] [40] [41]. This has implications for

the reliability of the detection since estimation of the noise variance must be performed in the

receiver to enable accurate detection. Clearly, estimating the noise variance will be imperfect in

a practical system, and so this requirement can have a negative impact on detector performance,

i.e. it could lead to an increase in the number of false alarms and/or missed detections. Another

problem of this detection scheme is that it cannot actually determine what type of waveform
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it is detecting, i.e. it has no discriminatory capability. Energy detection schemes have been

studied extensively and some example papers are [41], [42], [43], [44].

The matched filter is used to maximise the SNR of the signal at its output [40]. It effectively

performs correlation between the received signal and a locally stored copy of the known signal.

This correlation is performed using a matched filter by setting the coefficients to a time-reversed

and conjugated version of the known signal. It is clear that the matched filter is in opposition

to the energy detector, in that it requires intimate knowledge of the transmitted signal. In any

practical system, the transmitted signal will not be known at the receiver. Therefore, matched

filtering must be performed using pre-defined training sequences and pilots. The matched filter

is only optimal for operation in an AWGN channel and can suffer from degradation in more

realistic channels, due to multipath effects and lack of synchronisation. This implies that a

matched filter may require a prior synchronisation stage to be performed in order to enable

accurate detection, which would be undesirable in terms of additional complexity. Some papers

that consider matched filter detectors for spectrum sensing include [45], [46], [47].

Feature detectors aim to detect a signal by exploiting the presence of particular features

in the transmitted signal. As will be seen, a common approach for the detection of OFDM

signals is to exploit the fact that the CP causes the autocorrelation function to repeat with an

identifiable fundamental period. Feature detectors can be placed in between the energy detector

and the matched filter, in terms of the knowledge that they require about the parameters of the

transmitted signal. The remainder of this chapter will consider statistical tests that can be used

to reliably detect the presence of cyclostationarity in the received signal.

4.3 Detectable Features of OFDM Signals

In an ideal communications system, a signal would consist entirely of data in order to max-

imise information transfer. However, it is often the case that redundancy must be deliberately

added in order to ensure that successful communication can be achieved. In OFDM systems,

training symbols and pilots (which carry no data) are added to the signal for the purposes of

synchronisation and channel estimation/equalisation in the receiver. Equally, the CP is used to

prevent ISI introduced by the dispersive nature of the wireless channel. However, these forms

of redundancy can also be exploited as unique identifiers to detect and classify different OFDM

systems. Research has been conducted into using different redundancies in OFDM for detection

and classification. For example, the authors in [48], [49] and [50], exploit the cyclostationarity
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that is introduced by the inclusion of pilot sub-carriers in each OFDM symbol. Various re-

searchers, including those in, [39] and [51], have utilised CP-induced cyclostationarity in order

to detect and classify OFDM systems. In this thesis, focus is placed exclusively on CP based

cyclostationary detection since this is a consistent feature of practical OFDM systems. For ease

of reference, Figure 4.1 again illustrates the composition of a typical OFDM symbol.

Cyclic 
Prefix 

OFDM Symbol 

𝑻𝒖𝑻𝒄𝒑

Figure 4.1: Illustration of typical OFDM symbol

As discussed in Chapter 3, the symbol period Tofdm can be broken into two parts: Tu which is

the useful OFDM symbol period, and Tcp which is the CP duration, i.e the section of the symbol

that carries data. The discrete-time equivalents of these are Nofdm, Nu and Ncp, respectively.

As described previously, the CP is formed by copying a section of data from the end of the

OFDM symbol and appending it to the front. The immediate consequence is that data samples

separated by a duration of Nu samples are identical. Based on the assumption of ergodicity,

an estimate of the autocorrelation function can be computed in discrete-time from a single

realisation of the OFDM process as follows,

R̂xx[n, ν] =
1

N

N−1∑
n=0

x[n]x∗[n− ν], (4.8)

where n is the sample index, N is the period of observation, ν is the discrete autocorrelation

lag and x[n]x∗[n− ν] is the discrete autocorrelation lag product. When computing the autocor-

relation function for an OFDM signal, it is expected that a significant peak should appear at

ν = Nu, due to the fact that samples separated by this interval are identical. Figure 4.2 shows

the magnitude of R̂xx[n, ν] at various lags for an IEEE 802.11a/g Non-HT OFDM signal at fs

= 20MHz with Nofdm = 80, Nu = 64 and Ncp = 16, as computed in MATLAB. A total of 80

different lags are shown.
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Figure 4.2: Autocorrelation function for IEEE 802.11a/g Non-HT OFDM signal

As indicated by the red arrow in Figure 4.2, a peak can clearly be seen protruding at a lag

equal to ν = Nu = 64. Also, notice that there is a peak at ν = 0 marked by the black arrow.

Computing (4.8) at ν = 0 gives us an estimate of the power of the OFDM signal as expressed

below,

R̂xx[n, 0] =
1

N

N−1∑
n=0

∣∣x[n]
∣∣2 . (4.9)

Notice that basing a spectrum sensing algorithm on an autocorrelation detector at ν = 0 is

equivalent to an energy detector. As a typical transmission consists of multiple OFDM symbols,

the correlation between the cyclic prefix and the end of the OFDM symbol repeats regularly.

For an OFDM process, the autocorrelation function resembles a periodic pulse train with a

fundamental period of T0 samples, where T0 = Tofdm or equivalently N0 = Nofdm [39]. Assuming

cyclo-ergodicity, an estimate of the discrete-time CAF can be obtained from a single realisation

of the process as follows,

R̂αxx[ν] =
1

N

N−1∑
n=0

x[n]x∗[n− ν]e−j2παn, (4.10)

where α is now the digital cyclic frequency, i.e. it has been normalised to the input sampling

frequency. Estimating the CAF across a range of discrete cyclic frequencies can be achieved by
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computing the Discrete Fourier Transform (DFT) of the discrete autocorrelation lag product

and scaling the result by a factor of 1/N. This is defined as,

X[k] =
1

N

N−1∑
n=0

x[n]x∗[n− ν]e−j2πkn/N . (4.11)

It is clear that each DFT bin, k, corresponds to an estimate of the CAF at a particular discrete

cyclic frequency. In practice, the DFT is computed using the FFT algorithm. Figure 4.3

shows
∣∣X[k]

∣∣ for the IEEE 802.11a/g signal, where the FFT size is N = 4096. Note only the

first N/2 bins are shown since this corresponds to cyclic frequencies in the range 0 to fs/2.

It is clear through visual inspection that several peaks exist. The peaks marked by the red

arrows correspond to α0 = 1/N0 and its two most significant integer multiples or harmonics.

In the case of IEEE 802.11a/g at fs = 20MHz, α0 = 1/80. Since N0 = Nofdm, OFDM is

said to exhibit non-conjugate symbol rate induced cyclostationarity. It is called non-conjugate

cyclostationarity because the autocorrelation lag product includes a complex conjugate in its

standard formulation. If the quantity E[x(t)x(t−τ)] was periodic, then the signal would be said

to exhibit conjugate symbol rate induced cyclostationarity. The peak at α = 0 is simply (4.8)

i.e. an estimate of the autocorrelation function.
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Figure 4.3:
∣∣X[k]

∣∣ for IEEE 802.11a/g OFDM signal

The standard autocorrelation function can be thought of as a special case of the CAF evaluated
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at α = 0. Strictly speaking, N should be made to equal to an integer multiple of N0 since an FS

is being approximated. However, for the FFT algorithm used to generate Figure 4.3, the FFT is

computed with a duration that is equal to a power of two. If N0 is a non-integer multiple of the

FFT length, then the cyclic frequency will not lie in an exact FFT bin and some spectral leakage

will occur. This is the case for the IEEE 802.11a/g signal used to generate Figure 4.3. However,

it is still possible to uncover the cyclostationarity of the OFDM signal using an observation

interval that is a non-integer multiple of N0. The cyclostationary features introduced through

the use of a CP are unique to each separate OFDM system, making them very powerful tools

for effective detection and classification. In the next section, the cyclostationarity of DVB-T

signals will be discussed as this standard will be used as a test signal later in this chapter.

4.3.1 Cyclostationarity of DVB-T signals

As described in Chapter 3, the two operational modes for DVB-T are 2K transmission mode

and 8K transmission mode [34]. In 2K mode, Nu = 2048, which is equivalent to Tu = 224µs

at fs = 9.1429MHz. Conversely, in 8K mode, Nu = 8192 which corresponds to Tu = 896µs at

fs = 9.1429MHz. Therefore, in order to detect DVB-T signals based on estimation of the CAF,

two parallel detection branches would be required. For the 2K mode branch, the CAF would

be computed at ν = 2048 and, for the 8K mode branch, it would be computed at ν = 8192.

Furthermore, due to the fact that there are four possible CP lengths in each of the modes,

this means that there are four possible cyclic frequencies for each mode. Each cyclic frequency

would have to be tested for individually in order to cover all possible configurations of the DVB-

T signal. In 2K mode, the four cyclic frequencies are α0 = 1/2560, α0 = 1/2304, α0 = 1/2176

and α0 = 1/2112 respectively. Conversely, in 8K mode, the cyclic frequencies are α0 = 1/10240,

α0 = 1/9216, α0 = 1/8704 and α0 = 1/8448. In Chapter 5, the existing and proposed algorithms

will be tested for each possible OFDM signal configuration in 2K mode.

4.4 Literature Review

There is a vast body of literature covering the theory and application of cyclostationary signal

processing for problems as diverse as signal detection, Blind Source Separation (BSS), beam-

forming and angle of arrival estimation [52] [53]. An excellent summary and tutorial on the

background theory of cyclostationarity and its use in the fields of signal processing and commu-

nications can be found in the book edited and compiled by Gardner [54]. This book introduces
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the theoretical foundations of the topic, such as the Cylic Wiener-Khintchine theorem and the

concept of spectral correlation. The Cyclic Wiener-Khintchine theorem states that the Fourier

transform of the CAF is the Cyclic Spectral Density (CSD) function. Spectral correlation is a

useful interpretation of the CAF and the CSD, which expresses them as the cross-correlation

and cross-spectral density of frequency-shifted versions of the signal respectively [54] [55]. It also

discusses applying cyclostationarity for blind channel estimation and synchronisation in commu-

nications receivers. Also, in [56], Gardner establishes the cyclostationarity of several common

digital modulation schemes, including PSK and FSK.

In terms of applying cyclostationarity for spectrum sensing in CR and DSA systems, many

of the papers are based on either algorithms that were developed in the past for different appli-

cations or new algorithms developed specifically for the problem at hand. The vast majority of

detection schemes are based on estimation of either the CSD or the CAF. In [57], the optimum

multi-cycle CSD detector is derived for operation in AWGN environments. However, this has

a major drawback in that it cannot be implemented without phase synchronisation [57] [58].

Similarly, in [59], multi-cycle and single-cycle detectors are derived to operate in non-Gaussian

noise environments for surveillance and reconnaissance applications. However, the test statistic

requires knowledge of the noise PDF to be implemented practically [58] [59]. These detectors

have subsequently been considered for CR applications in, e.g. [58]. In an earlier paper on ap-

plying cyclostationary detection in CR, the authors exploit a normalised version of the CSD [60].

Several other papers also base their detection algorithms for CR applications on estimation of

the CSD including [61], [62], [63], [64], [65], [66], [67] and [68].

Narrowing down the literature search further, it is of particular interest to focus on detection

schemes that are based entirely on estimation of the CAF. This is done with a view to intro-

ducing new algorithms in Chapter 5, that are based on splitting the traditional CAF into two

component functions, which utilise the real and imaginary parts of the autocorrelation lag prod-

uct respectively. The constraint associated with using this approach in the detection of OFDM

signals is that reasonable knowledge of ν and α are required. However, all of this information is

available if the OFDM symbol structure is known and, for standard waveforms, this knowledge

is freely available. In a highly influential paper, the authors introduce GLRTs to detect the

presence of cyclostationarity [69]. Note that the GLRT test statistics are derived for both the

CAF (time domain) and CSD (frequency domain). However, only the time domain test is of

relevance to this work. The time domain GLRT test statistic has been applied in several works

including [70], [71], [72], [73] and [74]. Modified versions of these algorithms that differ due to
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the estimation of the covariance matrix can be found in [75], [76], [2], [39] and [77]. Another

interesting detection algorithm that can be used based on an estimation of the CAF is the Low

Complexity detector in [78]. Note that the detector is not referred to as the “Low Complexity”

detector in the literature. Similar test statistics can be found in [79], [80], [81] and [82]. A

final algorithm that has a prominent place in the literature is the Spatial Sign cyclostationary

detector, first published for CR applications in [83]. It has been subsequently discussed in [84]

and [39]. In [85], the effects of this function on the cyclostationary features of certain signals is

studied from a mathematical perspective. Furthermore, in [86], several novel variations of the

Spatial Sign cyclostationary detector are suggested, which exhibit a reduced cost in terms of low

level resources when targeted for implementation on an FPGA.

In the following sections, due to the fact that each of them feature prominently in the

literature, the GLRT, Low Complexity and Spatial Sign detectors will be derived and analysed,

and their performances assessed, in detection of IEEE 802.11a/g Non-HT and DVB-T waveforms

in both AWGN and impulsive noise environments.

4.5 GLRT Detector

The GLRT cyclostationary feature detector was first described in [69]. This test statistic was

modified by the authors in [39], [75], [76] and [77] for use in cognitive radio systems. The

difference between the original and modified detectors is the method used for calculating the

elements of the covariance matrix used in the GLRT test statistic. The analysis in this thesis

will be based on the modified algorithms and will only consider cyclostationarity in the second

order statistics of the signal, since the feature of interest is the periodicty of the autocorrelation

function.

It is clear from the estimated CAFs shown in Figure 4.3, that the bins corresponding to

non-cyclic frequencies are non-zero. However, the true CAFs at these frequencies are equal to

zero since cyclostationarity is not present. Since a finite observation interval has been used to

estimate the CAF, an error component has been introduced with respect to the true value of the

CAF, due to the fact that the estimation is imperfect [69]. This is quantified mathematically

as,

R̂αxx[ν] = Rαxx[ν] + eαxx[ν], (4.12)

where eαxx[ν] is the estimation error term and Rαxx[ν] is the true CAF. This error term will

tend asymptotically to zero with the observation interval. However, the observation must be
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restricted to a finite interval for practical reasons. Therefore, in order to determine whether

or not a cyclic frequency is present, a statistical test is performed, since simply checking for a

non-zero value is insufficient due to the presence of the error term [69]. In order to derive such

a test, the authors in [69] begin by arranging the real and imaginary parts of R̂αxx[ν] in vector

form as follows,

r̂xx = [<(R̂αxx[ν]) =(R̂αxx[ν])]. (4.13)

The real and imaginary parts of Rαxx[ν] can also be expressed in vector form,

rxx = [<(Rαxx[ν]) =(Rαxx[ν])]. (4.14)

The relationship between these two vectors is,

r̂xx = rxx + exx, (4.15)

where exx is the estimation error vector, whose elements are the real and imaginary parts of the

estimation error term,

exx = [<(eαxx[ν]) =(eαxx[ν])]. (4.16)

The following binary hypothesis test is formulated,

H0 : r̂xx = exx,

H1 : r̂xx = rxx + exx.
(4.17)

The null hypothesis, H0, states that the estimated CAF consists solely of the error term, covering

the case where no cyclostationarity is present, i.e. when rxx = [0 0]. Conversely, the alternative

hypothesis,H1, states that the estimated CAF comprises the true CAF plus the error term. In

order to formulate a test to decide between each of the hypotheses, the probability distribution

of r̂xx under each hypothesis is determined. It is proved in [69], that r̂xx follows a multivariate

normal distribution with two dimensions and that the only difference in this distribution under

each hypothesis is the mean. Under H0, the mean is [0 0] and under H1 the mean is rxx, i.e.

the true CAF.

In the case where the probability distributions and all of their parameters are completely

known for both hypotheses, the hypothesis test is called ‘simple’. According to the Neyman-

Pearson lemma, the optimal strategy to decide between H0 and H1 in the case of a simple
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hypothesis test, is the Likelihood Ratio Test (LRT) [38]. This can be formulated for the hy-

pothesis test in (4.17) as,

T̂LRT =
f(r̂xx|H1)

f(r̂xx|H0)
, (4.18)

where f denotes the PDF. Since r̂xx follows a multi-variate normal distribution under each

hypothesis, the LRT becomes,

T̂LRT =
e−1/2(r̂xx−rxx)Σ−1

xx (r̂xx−rxx)′

e−1/2(r̂xx)Σ−1
xx (r̂xx)′

, (4.19)

where e is the base of the natural logarithm, Σ−1
xx is the inverse covariance matrix of r̂xx and ′

denotes the transpose. The hypothesis test for this particular problem is not simple since rxx

and Σxx are unknown. In the case where certain parameters are unknown, the hypothesis test

is called ‘composite’ and the statistical test is the GLRT. This has the same formulation as the

LRT except that estimates of the parameters of the distribution are substituted in place of the

true parameters. Therefore, to formulate the GLRT for this problem, rxx is replaced by r̂xx and

Σ−1
xx is replaced by Σ̂−1

xx . Substituting into (4.19) the GLRT becomes,

T̂GLRT = e1/2(r̂xx)Σ̂−1
xx (r̂xx)′ . (4.20)

The test statistic is obtained by taking the natural logarithm of (4.20) and scaling by a factor

of 2 [69] [72],

T̂GLRT = r̂xxΣ̂−1
xx r̂

′
xx. (4.21)

The value T̂ will always be a positive scalar because Σ̂−1
xx is positive definite. In using the test

statistic in (4.21), it is necessary to compute r̂xx for a particular cyclic frequency of interest and

to compute Σ̂xx. For two zero mean random variables, the entries of Σ̂xx can be computed as

follows,

Σ̂xx =

 Ê[<(R̂αxx[ν])2] Ê[<(R̂αxx[ν])=(R̂αxx[ν])]

Ê[=(R̂αxx[ν])<(R̂αxx[ν])] Ê[=(R̂αxx[ν])2]

 . (4.22)

It is clear that several instances of r̂xx are required in order to compute the entries of (4.22).

This can be achieved by taking the FFT of the autocorrelation lag product and scaling by a

factor of 1/N , which is the method employed in [76] [2] [77] [39]. However, having to compute

an FFT adds unwanted complexity to the detection process and means that evaluation of the

cyclic frequency is limited by the FFT resolution. This problem can be overcome, but requires

54



Chapter 4. Cyclostationary Feature Detection for OFDM Signals

a modification of the test statistic in (4.21). The elements of r̂xx are given by,

<(R̂αxx[ν]) =
1

N

N−1∑
n=0

<(x[n]x∗[n− ν]e−j2παn), (4.23)

=(R̂αxx[ν]) =
1

N

N−1∑
n=0

=(x[n]x∗[n− ν]e−j2παn). (4.24)

The quantities <(x[n]x∗[n− ν]e−j2παn) and =(x[n]x∗[n− ν]e−j2παn) can be denoted as random

variables, X and Y . Using this notation, the quantities <(R̂αxx[ν]) and =(R̂αxx[ν]) are equivalent

to the sample mean of X and Y , which will be denoted as X̄ and Ȳ . Therefore, (4.23) and (4.24)

can be written as,

X̄ =
1

N

N−1∑
n=0

Xn, (4.25)

Ȳ =
1

N

N−1∑
n=0

Yn. (4.26)

Thus, Σ̂xx (4.22) can be re-expressed as,

Σ̂xx =

 Ê[X̄2] Ê[X̄Ȳ ]

Ê[Ȳ X̄] Ê[Ȳ 2]

 . (4.27)

It has been established previously that X̄ and Ȳ are normally distributed random variables

under both hypotheses. Therefore, according to the Central Limit Theorem (CLT), Σ̂xx can

also be written as,

Σ̂xx =

 Ê[X2]/N Ê[XY ]/N

Ê[Y X]/N Ê[Y 2]/N

 . (4.28)

This is useful because it means that the covariance matrix can be estimated directly from the

data in X and Y and, as such, repeated measurements of X̄ and Ȳ are not required. The scaling

by a factor of 1/N in (4.28) can be removed by simply scaling each element by N . However,

this requires that the test statistic in (4.21) is scaled by N to give,

T̂GLRT = N r̂xxΣ̂−1
xx r̂

′
xx. (4.29)
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Finally, Σ̂xx can be computed as,

Σ̂xx =

 Ê[X2] Ê[XY ]

Ê[XY ] Ê[Y 2]

 . (4.30)

Each of the terms in (4.30) is calculated as [39],

Ê[X2] =
1

N

N−1∑
n=0

<(x[n]x∗[n− ν]e−j2παn)
2
, (4.31)

Ê[XY ] = Ê[Y X] =
1

N

N−1∑
n=0

<(x[n]x∗[n− ν]e−j2παn)=(x[n]x∗[n− ν]e−j2παn), (4.32)

Ê[Y 2] =
1

N

N−1∑
n=0

=(x[n]x∗[n− ν]e−j2παn)
2
. (4.33)

Therefore, substituting into (4.29), the final test statistic is

T̂GLRT = N
(<(R̂αxx[ν]))2Ê[Y 2] + (=(R̂αxx[ν]))2Ê[X2]− 2(<(R̂αxx[ν]))(=(R̂αxx[ν]))Ê[XY ]

Ê[X2]Ê[Y 2]− (Ê[XY ])2
.

(4.34)

The distribution of (4.34) under H0, is a χ2
2M distribution where M is the number of autocorrela-

tion lags used in the detector and 2M is the degrees of freedom of the χ2 distribution [69] [72] [39].

Since only a single lag is considered, M = 1, and as such the test statistic is χ2
2 distributed under

H0. Given that the distribution of the test statistic under H0 is known, a threshold can be set

that limits Pfa to a desired value. For example, suppose that is desired to limit Pfa to 0.1, then

this is substituted into (4.6) as follows,

η = F−1
χ2
2

(0.90). (4.35)

This leads to a threshold for the detector of η = 4.6052 since it is χ2
2 distributed. In order to

verify that the test statistic is indeed χ2
2 under H0, it is assumed the input to the detector under

H0 is a complex normal white noise signal with independent and identically distributed (IID)

real and imaginary parts as follows,

N (0, σ2
n/2), (4.36)

where σ2
n is the variance of the complex normal white noise signal and N denotes the normal

distribution. The test statistic will be χ2
2 regardless of the value of σ2

n, since rxx = [0 0] in all
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cases. The complex normal white noise signal can be generated in MATLAB using the randn

function for both the real and imaginary parts. Figure 4.4. plots the simulated CDF (FT̂ (η)|H0)

for σ2
n = 5 against the theoretical χ2

2 CDF generated using the chi2cdf function in MATLAB.

The range of the threshold η is 0 to 40, giving a total of 41 tested thresholds. The detector

is set up to detect α0 for an IEEE 802.11a/g OFDM signal. It is clear that there is strong

agreement between the simulated CDFs and the theoretical distribution, thus confirming that

the test statistic is χ2
2 distributed under H0. Figure 4.5 compares the Pd vs. SNR performance

of the test statistic (4.34) with the FFT approach described in [76] [2] [77] [39], using the test

statistic in (4.21). The test signal is an IEEE 802.11a/g OFDM signal in an AWGN channel

with SNR in the range -30dB to 0dB. The observation interval is N = 16384 samples (FFT size)

and Pfa = 0.1 for both detectors. It can be observed that there is no performance difference

between the time domain and FFT domain methods.

0 5 10 15 20 25 30 35 40

Threshold (η) 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F
 

CDF of GLRT Detector vs. χ2
2
 CDF

CDF of GLRT Detector

χ
2
2
 CDF

Figure 4.4: CDF of GLRT detector vs. χ2
2 CDF

57



Chapter 4. Cyclostationary Feature Detection for OFDM Signals

-30 -25 -20 -15 -10 -5 0

Signal to Noise Ratio (dB)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ro

ba
bi

lit
y 

of
 D

et
ec

tio
n 

(P
d
)

P
d
 vs. SNR Comparison Time Domain and FFT Domain GLRT Detectors

Time Domain GLRT
FFT  Domain GLRT

Figure 4.5: Pd vs. SNR comparison Time Domain and FFT Domain GLRT detectors

4.6 Low Complexity Detector

In this section, a test statistic is introduced that can be derived by further analysing the elements

of Σxx, assuming that under H0, the input signal is a complex normal white noise signal with

real and imaginary parts distributed according to (4.36). Under this condition, the quantities

X and Y are statistically independent, meaning that E[XY ] in (4.30) is separable and can be

written as E[X]E[Y ]. Furthermore, there is no cyclostationarity present in the input signal, so

E[X] = E[Y ] = 0. This reduces Σxx to,

Σxx =

E[X2] 0

0 E[Y 2]

 . (4.37)

It is clear that only the variance terms remain in Σxx. In order to determine E[X2] and E[Y 2],

it is instructive to expand the product x[n]x∗[n − ν]e−j2παn. Firstly, let us denote, x[n] =

xr[n] + jxi[n], x∗[n− ν] = xr[n− ν] + jxi[n− ν] and e−j2παn = cos(2παn)− jsin(2παn). After
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substitution and expansion X is given by the following,

X = xr[n]xr[n− ν]cos(2παn)

− xi[n]xi[n− ν]cos(2παn)

+ xr[n]xi[n− ν]sin(2παn)

+ xi[n]xr[n− ν]sin(2παn).

(4.38)

The mean value of sine and cosine waveforms with peak amplitudes of 1 is zero, and their Root

Mean Square (RMS) value is 1/
√

2. Therefore, they have a variance of 1/2. [87]. The variance

of the product of n independent zero mean random variables is equal to the product of their

individual variances. Therefore, the variance of each of the four terms in (4.38) can be calculated

as,
σ2
n

2
.
σ2
n

2
.
1

2
=
σ4
n

8
. (4.39)

The four product terms in (4.38) are also independent random variables meaning that the total

variance is given by the sum of their individual variances leading to,

E[X2] =
σ4
n

2
. (4.40)

A similar approach can be used to determine E[Y 2] . Following from this, Σxx reduces to,

Σxx =

σ4
n
2 0

0 σ4
n
2

 . (4.41)

Now considering Σ̂xx is an estimate of Σxx, it can be assumed that Ê[X2] ≈ Ê[Y 2] ≈ σ̂4
n/2 and

Ê[XY ] ≈ 0. Substituting this into (4.29) reduces the test statistic to,

T̂LC =
2N
∣∣∣R̂αxx[ν]

∣∣∣2
σ̂4
n

. (4.42)

This test statistic still requires an estimate of σ4
n but is computationally more efficient than

(4.34), as Ê[X2] and Ê[Y 2] do not need to be estimated independently and Ê[XY ] does not

need to be calculated. As a result, we refer to this detector as the “Low Complexity” detector.
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σ̂4
n can be estimated efficiently as,

σ̂4
n =

1

N

N−1∑
n=0

∣∣x[n]x∗[n− ν]
∣∣2 . (4.43)

Therefore, the test statistic becomes,

T̂LC =
2N
∣∣∣R̂αxx[ν]

∣∣∣2
1
N

∑N−1
n=0

∣∣x[n]x∗[n− ν]
∣∣2 . (4.44)

Since (4.34) is χ2
2 distributed under H0, it follows that (4.44) is also χ2

2 under H0 as confirmed

in Figure 4.6.
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Scaling by a factor of 2 on the numerator of (4.44) is unnecessary if it is realised that the χ2

distribution is a special case of the Γ(θ, λ) distribution, where θ is the shape parameter and λ

is the scale parameter. The relationship between the distributions is,

χ2
v = Γ(v/2, 2), (4.45)

where v denotes the degrees of freedom of the χ2 distribution. Therefore, a χ2
2 distributed

random variable is equivalent to a Γ(1, 2) random variable. If a Γ(1, 2) random variable is
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divided by a factor of 2, the result is Γ(1, 1) distributed. Thus, the final test statistic can be

written as,

T̂LC =
N
∣∣∣R̂αxx[ν]

∣∣∣2
1
N

∑N−1
n=0

∣∣x[n]x∗[n− ν]
∣∣2 . (4.46)

Figure 4.7 compares the CDF of (4.46) and the theoretical Γ(1, 1) CDF. These match very

closely, thus justifying the preceding analysis.
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Figure 4.7: CDF of Final Low Complexity Detector vs. Γ(1, 1) CDF

4.7 Spatial Sign Detector

In this section, a detector developed by the authors in [83] is introduced. The detector is based

on applying the spatial sign function to the complex input signal, which reduces the elements

of the covariance matrix in the GLRT test statistic (4.22) to constant values, regardless of the

signal variance. As a result, elements of the covariance matrix do not need to be estimated,

as was the case with the GLRT and Low Complexity detectors. The normalisation applied at

the input of the detector has been shown to provide robust detection performance in impulsive

noise environments when compared to other solutions [58], and this will also be demonstrated
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in Section 4.8. The spatial sign function is defined as,

s[n] =


x[n]∣∣x[n]

∣∣ , x[n] 6= 0

0, x[n] = 0

. (4.47)

In practice, it is assumed that the chance of receiving a zero valued sample, i.e. x[n] = 0 is

negligible. The CAF after applying the spatial sign function is,

R̂αss[ν] =
1

N

N−1∑
n=0

s[n]s∗[n− ν]e−j2παn, (4.48)

where R̂xx[ν] has been replaced with R̂ss[ν] signifying that the complex input data has been

passed through the spatial sign function. The CAF in (4.48) can be estimated across a range of

cyclic frequencies by taking the FFT of s[n]s∗[n− ν] and scaling by a factor of 1/N as follows,

S[k] =
1

N

N−1∑
n=0

s[n]s∗[n− ν]e−j2πnk/N , (4.49)

where S[k] replaces X[k] defined previously. Figure 4.8 shows the magnitude of (4.49) for an

FFT size of N = 16384, with an IEEE 802.11a/g OFDM signal. It can be observed that the

cyclostationary features are still retained after transformation using the spatial sign function.

In [85], a mathematical justification for this is provided. Therefore, it is possible to detect the

presence of the signal of interest using cyclostationarity after applying the spatial sign function.

In order to compute the spatial sign function directly, an absolute value calculation is required,

which consists of two real multiply operations, an addition and a square root. It also requires

a division to normalise the complex input samples by their absolute values. Both square root

and division are difficult and costly to implement in FPGA hardware. Since it is desirable to

produce architectures that are as amenable to FPGA implementation as possible, it would be

beneficial to avoid the square root and division operations.
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This is possible if it is realised that the spatial sign function is equivalent to the following,

s[n] =
x[n]∣∣x[n]

∣∣ = cos(φ[n]) + jsin(φ[n]), (4.50)

where φ[n] is the time dependent phase of x[n]. The implementation is immediately simplified as

the calculation can be performed using two Co-ordinate Rotational Digital Computer (CORDIC)

[88] stages. Having applied the spatial sign function, the random variable X as defined in Section

4.5 can be written as,

X = cos(φ[n])cos(φ[n− ν])cos(2παn)

− sin(φ[n])sin(φ[n− ν])cos(2παn)

+ cos(φ[n])sin(φ[n− ν])sin(2παn)

+ sin(φ[n])cos(φ[n− ν])sin(2παn).

(4.51)

The variance of each of the four terms in (4.51) is 1/8 and therefore the total variance is,

E[X2] =
1

2
. (4.52)
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It is also true under H0 that E[XY ] = E[X]E[Y ] = 0, leading to the final covariance matrix,

Σss =

1
2 0

0 1
2

 . (4.53)

Substituting the inverse of (4.53) into (4.29) with r̂xx replaced by its spatial sign equivalent ,̂rss,

leads to the test statistic,

T̂SS = 2N
∣∣∣R̂αss[ν]

∣∣∣2 , (4.54)

which is χ2
2 distributed under H0. Again, scaling by a factor of 2 is unnecessary and can be

removed, giving the final test statistic [58] [83],

T̂SS = N
∣∣∣R̂αss[ν]

∣∣∣2 . (4.55)

The distribution of (4.55) is Γ(1, 1) as confirmed in Figure 4.9.
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Figure 4.9: CDF of Spatial Sign Detector vs. Γ(1, 1) CDF

4.8 Detection Performance Comparison

Having derived each of the detectors in the previous sections, it is now necessary to compare

their relative performance in terms of Pd for both AWGN and impulsive noise environments.
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The performance will be evaluated for both IEEE 802.11a/g and DVB-T signals. Figure 4.10

compares Pd vs. SNR curves for the GLRT, Low Complexity and Spatial Sign detectors in an

AWGN channel. Assuming a zero mean signal, the SNR in dB is defined as,

SNR = 10log10(
σ2
s

σ2
n

), (4.56)

where σ2
s is the signal variance and σ2

n is the noise variance. The input test signal is IEEE

802.11a/g Non-HT, the thresholds for the detectors have been chosen to guarantee a Pfa = 0.1

and the observation interval is equal to N = 1600 samples, which is equivalent to 20 OFDM

symbols. Pd is calculated by computing 5000 test statistics at each SNR level. At each iteration

of the simulation, new realisations of the IEEE 802.11a/g signal and the noise are generated.
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Figure 4.10: Pd vs. SNR Detector Performances for IEEE802.11a/g in AWGN

It can be seen that the GLRT detector and the Low Complexity detector give the best overall

performance in an AWGN channel, with almost identical performances for each SNR level. It is

clear that for the Spatial Sign detector, there is a performance drop when compared to the GLRT

and Low Complexity detectors. This result is observed in [39] and [58]. The performance drop

can be explained by the fact that the spatial sign function discards the amplitude information of

the input signal [85]. This is disadvantageous since the reduction in detector complexity comes

at the cost of a reduced performance in an AWGN channel. Therefore, it can be concluded
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that the best detection performance can be achieved by choosing between the GLRT and Low

Complexity detectors, assuming operation in an AWGN channel .

The relationship between the performances of each of the detectors can also be observed for

a DVB-T signal. In this case, Nu = 2048 and Ncp = 512, leading to Nofdm = 2560. Therefore,

the fundamental cyclic frequency is α0 = 1/2560. Figure 4.11 shows Pd vs. SNR curves for

each of the detection algorithms, with an observation interval of N = 51200 samples which

is equivalent to 20 OFDM symbols and Pfa = 0.1. It can be observed that the best detection

performance is achieved by using either the GLRT or the Low Complexity detector and it is seen

that the Spatial Sign detector exhibits a reduced detection performance in the AWGN channel

as expected.
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Figure 4.11: Pd vs. SNR Detector Performances for DVB-T in AWGN

Having assessed the performances of each of the detectors in an AWGN channel for IEEE802.11a/g

Non-HT and DVB-T OFDM signals, it is now instructive to assess their performances in impul-

sive noise environments. This follows the analysis carried out by the authors in [58]. Typical

sources of natural impulsive noise include atmospheric and receiver noise and man-made sources

include microwave ovens, car ignitions systems and radiation from power lines [58] [89]. As de-

scribed in [58], impulsive noise can be adequately modelled using contaminated Gaussian noise

distributions and Symmetric Alpha Stable (SαS) distributions. It has been found that contam-

inated Gaussian noise models give a good approximation to the Middleton Class A impulsive
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noise model. Similarly, SαS distributions give a good approximation to the Middleton Class B

model [58]. Therefore, we will use both of these to assess the performance of each detector in

impulsive noise.

In the simulations for Chapter 4 and 5, the following complex contaminated Gaussian noise

model will be employed as described in [58],

0.95NC(0, σ2) + 0.05NC(0, 100σ2), (4.57)

where NC denotes the complex Gaussian distribution. This model is used in [58] and 5% of the

time the noise is drawn from a complex Gaussian distribution with a variance of 100σ2. In the

case of the contaminated Gaussian noise model, the SNR is still defined as in (4.56) where σ2
n

is equal to σ2.

Figures 4.12 and 4.13 compare the performances of the detectors in the presence of the

contaminated Gaussian impulsive noise. Again, Ncp = 512 for the DVB-T signal.
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Figure 4.12: Pd vs. SNR detector comparisons for IEEE802.11a/g in contaminated Gaussian
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Figure 4.13: Pd vs. SNR detector comparisons for DVB-T in contaminated Gaussian Impulsive
noise

It is clear that the performance of the GLRT and Low Complexity detectors degrades signifi-

cantly. Conversely, the Spatial Sign detector outperforms both the GLRT and Low Complexity

detectors in the contaminated Gaussian noise. This insensitivity to impulsive noise is achieved

because of the normalisation applied by the spatial sign function. This result was also observed

in [58].

As described earlier, impulsive noise can be adequately modelled using an SαS distribution.

Stable distributions are a family of probability distributions that can be used for modelling heavy

tails and skewness [90]. The stable distribution is characterised by four parameters: the stability

parameter (α), the skewness parameter (β), the scale parameter (s) and the location parameter

(µ). The SαS distribution corresponds to the case where β = 0 and the Cauchy distribution is

a special case of the symmetric stable distribution with α = 1. In [58], noise samples from the

Cauchy distribution are added to the signal of interest, in order to demonstrate the robustness of

the Spatial Sign detector in impulsive noise environments. Therefore, this approach will also be

employed in this thesis. In order to assess the performance of each detector in Cauchy impulsive

noise, a new metric is defined called the Generalised Signal to Noise Ratio (GSNR). This is given

by,

GSNR = 10log10(
σ2
s

s
), (4.58)
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where s corresponds to the scale parameter of the Cauchy noise. Figures 4.14 and 4.15 compare

the performances of each detector in Cauchy impulsive noise as a function of GSNR for both

IEEE802.11a/g and DVB-T signals.
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Figure 4.14: Pd vs. GSNR detector comparisons for IEEE802.11a/g in Cauchy Impulsive noise
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Figure 4.15: Pd vs. GSNR detector comparisons for DVB-T in Cauchy Impulsive noise
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As was the case for the contaminated Gaussian noise, it is clear that the Spatial Sign detector

performs robustly in the presence of the Cauchy distributed noise. However, the performance of

the GLRT and Low Complexity detectors is severely degraded. It can also be observed that as

the GSNR decreases, Pd does not converge to the theoretical Pfa of 0.1 for the GLRT and Low

Complexity detectors. The theoretical false alarm rate is not achieved because the Cauchy noise

violates the asymptotic normality of the CAF. The Cauchy noise has a non-finite variance and

thus the Generalised CLT applies rather than the CLT. Using the Spatial Sign function ensures

that the asymptotic normality of the CAF is retained, because the variance of the output signal

is finite and constant and thus the CLT is satisfied. Therefore, the theoretical false alarm can

be achieved, even when the input signal is corrupted by Cauchy noise. Overall, the Spatial Sign

detector has the most robust performance in both AWGN and impulsive noise.

4.9 Chapter Summary

In conclusion, this chapter has introduced the concept of cyclostationary feature detection for

OFDM signals. This problem is an especially important part of the research into CR, which

has been offered as a solution to the problem of spectrum underutilisation. Several cyclostation-

ary feature detection algorithms that exist in the literature have been introduced and derived

and their ability to detect both IEEE 802.11a/g Non-HT and DVB-T OFDM signals has been

established.

Each of these detectors exhibits a CFAR and only requires knowledge of the OFDM signal

structure and cyclic frequencies. Knowledge of these details is realistic, since they are publicly

available for the various commercial OFDM waveforms in use today. It has been shown that the

GLRT and the Low Complexity detectors provide the most robust performance, assuming oper-

ation in an AWGN channel. The Spatial Sign detector exhibits a slight reduction in performance

in the AWGN channel due to the loss of amplitude information. However, the Spatial Sign de-

tector provides robust performance in impulsive noise environments, whereas the performances

of the GLRT and Low Complexity detectors degrade significantly.
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Chapter 5

Improved Cyclostationary Feature

Detection Algorithms

5.1 Introduction

Having derived several cyclostationary feature detection algorithms and compared their perfor-

mances in the detection of both IEEE 802.11a/g Non-HT and DVB-T OFDM signals, four new

detection algorithms will be introduced. Each of these is derived based on a novel method where

the CAF is split into two component functions, formed using the real and imaginary parts of

the autocorrelation lag product respectively. The first three algorithms can be considered as

reformulations of the GLRT, Low Complexity and Spatial Sign detectors introduced in the pre-

vious chapter. The fourth algorithm combines quantisation of the complex OFDM signal at

the detector input, with the proposed method of basing the detection on estimation of the two

component functions of the traditional CAF. The four proposed cyclostationary detectors are

called the Split-CAF GLRT, Split-CAF Low Complexity, Split-CAF Spatial Sign and Split-CAF

Quantised detectors respectively.

The probability distributions of the test statistics under the null hypothesis are confirmed

theoretically and in simulation. The performances of the detectors are established for the detec-

tion of both IEEE802.11a/g Non-HT and DVB-T OFDM signals in AWGN and impulsive noise

environments. Furthermore, the performance of the algorithms under radio impairments such

as multipath fading and CFO are investigated.
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5.2 Proposed Detection Algorithms

5.2.1 Component Functions

In the previous chapter, each cyclostationary detection algorithm was based on estimation of

the CAF, as re-stated below,

R̂αxx[ν] =
1

N

N−1∑
n=0

x[n]x∗[n− ν]e−j2παn. (5.1)

Due to the fact that the received OFDM signal is corrupted by noise, the autocorrelation lag

product x[n]x∗[n− ν] will be a complex valued signal. This leads us to define a modified CAF

that only considers the real part of x[n]x∗[n− ν] as follows,

Îαxx[ν] =
1

N

N−1∑
n=0

<(x[n]x∗[n− ν])e−j2παn. (5.2)

Similarly, another modified CAF can be formulated using the imaginary part of x[n]x∗[n − ν]

as,

Q̂αxx[ν] =
1

N

N−1∑
n=0

=(x[n]x∗[n− ν])e−j2παn. (5.3)

Note that the letters I and Q have been used in keeping with the concept of I/Q data. The

functions Îαxx[ν] and Q̂αxx[ν] are related to R̂αxx[ν] as,

R̂αxx[ν] = Îαxx[ν] + jQ̂αxx[ν]. (5.4)

Therefore, they can be thought of as two component functions that combine to form the tradi-

tional CAF. In the following sections, several detection algorithms are introduced that compute

separate test statistics using Îαxx[ν] and Q̂αxx[ν], and sum the results to form a final test statistic.

These are called the Split-CAF GLRT, Split-CAF Low Complexity, Split-CAF Spatial Sign and

Split-CAF Quantised detectors.

5.2.2 Split-CAF GLRT Detector

In this section, a new test statistic is introduced that is similar in formulation to the GLRT

detector in Section 4.5 of Chapter 4. The derivation of the Split-CAF GLRT begins by arranging
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the real and imaginary parts of Îαxx[ν] in vector form as follows,

Îxx = [<(Îαxx[ν]) =(Îαxx[ν])]. (5.5)

Similarly, the real and imaginary parts of Q̂αxx[ν] can also be arranged in vector form,

Q̂xx = [<(Q̂αxx[ν]) =(Q̂αxx[ν])]. (5.6)

The elements of Îxx and Q̂xx are calculated as follows,

<(Îαxx[ν]) =
1

N

N−1∑
n=0

<(<(x[n]x∗[n− ν])e−j2παn), (5.7)

=(Îαxx[ν]) =
1

N

N−1∑
n=0

=(<(x[n]x∗[n− ν])e−j2παn), (5.8)

<(Q̂αxx[ν]) =
1

N

N−1∑
n=0

<(=(x[n]x∗[n− ν])e−j2παn), (5.9)

=(Q̂αxx[ν]) =
1

N

N−1∑
n=0

=(=(x[n]x∗[n− ν])e−j2παn). (5.10)

The quantities <(<(x[n]x∗[n− ν])e−j2παn), =(<(x[n]x∗[n− ν])e−j2παn), <(=(x[n]x∗[n− ν])e−j2παn)

and =(=(x[n]x∗[n− ν])e−j2παn) are random variables and will be denoted by the symbols XI ,

YI , XQ and YQ respectively. Similarly, <(Îαxx[ν]), =(Îαxx[ν]), <(Q̂αxx[ν]) and =(Q̂αxx[ν]) are also

random variables and will be denoted as X̄I , ȲI , X̄Q and ȲQ respectively. If we assume that

XI , YI , XQ and YQ are drawn from a probability distribution with finite mean and variance, it

follows from the CLT that X̄I , ȲI , X̄Q and ȲQ are normally distributed random variables under

both hypotheses for a sufficiently large N . Under H0, the means of Îxx and Q̂xx are zero since

no cyclostationarity is present, and these quantities only have values due to estimation errors.

Under H1, the mean of Îxx is equal to Ixx, i.e. the true value which is unknown. Therefore, a

GLRT test statistic can be formed for Îαxx[ν] as,

T̂I = ÎxxΣ̂−1
xxI

Î
′
xx. (5.11)

Similarly, a test statistic can be formed for Q̂αxx[ν] as,

T̂Q = Q̂xxΣ̂−1
xxQ

Q̂
′
xx. (5.12)
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As before, the main task in formulation of these detectors is estimation of the covariance matri-

ces. The estimated covariance matrix for (5.11) is given by,

Σ̂xxI =

 Ê[X̄2
I ] Ê[X̄I ȲI ]

Ê[ȲIX̄I ] Ê[Ȳ 2
I ]

 . (5.13)

Similarly, the estimated covariance matrix for (5.12) is computed as,

Σ̂xxQ =

 Ê[X̄2
Q] Ê[X̄QȲQ]

Ê[ȲQX̄Q] Ê[Ȳ 2
Q]

 . (5.14)

Using the CLT, it is possible to formulate (5.13) as,

Σ̂xxI =

 Ê[X2
I ]/N Ê[XIYI ]/N

Ê[YIXI ]/N Ê[Y 2
I ]/N

 , (5.15)

and similarly (5.14) can be computed as,

Σ̂xxQ =

 Ê[X2
Q]/N Ê[XQYQ]/N

Ê[YQXQ]/N Ê[Y 2
Q]/N

 . (5.16)

The scaling factor of 1/N in (5.15) and (5.16) can be removed by multiplying through by N

giving the final estimated covariance matrix for (5.11),

Σ̂xxI =

 Ê[X2
I ] Ê[XIYI ]

Ê[YIXI ] Ê[Y 2
I ]

 , (5.17)

and similarly for (5.12) as,

Σ̂xxQ =

 Ê[X2
Q] Ê[XQYQ]

Ê[YQXQ] Ê[Y 2
Q]

 . (5.18)

However, the scaling by N must be applied to the test statistics in (5.11) and (5.12). This leads

to a final test statistic for Îαxx[ν],

T̂I = N ÎxxΣ̂−1
xxI

Î
′
xx, (5.19)

74



Chapter 5. Improved Cyclostationary Feature Detection Algorithms

and for Q̂αxx[ν],

T̂Q = NQ̂xxΣ̂−1
xxQ

Q̂
′
xx. (5.20)

The elements of (5.17) and (5.18) are calculated as follows,

Ê[X2
I ] =

1

N

N−1∑
n=0

<(<(x[n]x∗[n− ν])e−j2παn)
2
, (5.21)

Ê[XIYI ] = Ê[YIXI ] =
1

N

N−1∑
n=0

<(<(x[n]x∗[n− ν])e−j2παn)=(<(x[n]x∗[n− ν])e−j2παn), (5.22)

Ê[Y 2
I ] =

1

N

N−1∑
n=0

=(<(x[n]x∗[n− ν])e−j2παn)
2
, (5.23)

Ê[X2
Q] =

1

N

N−1∑
n=0

<(=(x[n]x∗[n− ν])e−j2παn)
2
, (5.24)

Ê[XQYQ] = Ê[YQXQ] =
1

N

N−1∑
n=0

<(=(x[n]x∗[n− ν])e−j2παn)=(=(x[n]x∗[n− ν])e−j2παn),

(5.25)

Ê[Y 2
Q] =

1

N

N−1∑
n=0

=(=(x[n]x∗[n− ν])e−j2παn)
2
. (5.26)

Using (5.19), the final test statistic for Îαxx[ν] can be written as,

T̂I = N
(<(Îαxx[ν]))2Ê[Y 2

I ] + (=(Îαxx[ν]))2Ê[X2
I ]− 2(<(Îαxx[ν]))(=(Îαxx[ν]))Ê[XIYI ]

Ê[X2
I ]Ê[Y 2

I ]− (Ê[XIYI ])2
, (5.27)

and using (5.20), the final test statistic for Q̂αxx[ν] is,

T̂Q = N
(<(Q̂αxx[ν]))2Ê[Y 2

Q] + (=(Îαxx[ν]))2Ê[X2
Q]− 2(<(Q̂αxx[ν]))(=(Q̂αxx[ν]))Ê[XQYQ]

Ê[X2
Q]Ê[Y 2

Q]
. (5.28)

Under H0, both T̂I and T̂Q are χ2
2 distributed random variables. It is not desirable to use either

T̂I or T̂Q as test statistics on their own, for reasons that are explained in Section 5.4.2. Because

of this, it is proposed that T̂I and T̂Q be summed together to form a new test statistic,

T̂SC−GLRT = T̂I + T̂Q. (5.29)

Note that the justification for this approach will be provided in Section 5.4.2. If the numerator

of (5.27) is denoted as NI , the denominator of (5.27) is denoted as DI , the numerator of (5.28)
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is denoted as NQ and the denominator of (5.28) as DQ, then T̂SC−GLRT is calculated as,

T̂SC−GLRT = N
NIDQ +NQDI

DIDQ
. (5.30)

Since both T̂I and T̂Q are independent and χ2
2 distributed, T̂SC−GLRT is χ2

4 distributed. This

is because the sum of n independent χ2
2 random variables is χ2

2n distributed, as confirmed in

Figure 5.1.
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Figure 5.1: CDF of Split-CAF GLRT Detector vs. χ2
4 CDF

5.2.3 Split-CAF Low Complexity Detector

A Split-CAF Low Complexity detector can be derived by further analysing the Split-CAF GLRT,

assuming that the input signal under H0 is a complex normal white noise signal with real and

imaginary parts distributed according to (4.36). This detector is described in the paper [1],

written by the author of this thesis.

The first step is to analyse the covariance matrix in (5.17). Note that this analysis will

equally apply to the covariance matrix in (5.18). Due to the fact that XI and YI are statis-

tically independent, E[XIYI ] = E[XI ]E[YI ]. Furthermore, under H0, the input signal is not
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cyclostationary so E[XI ] = E[YI ] = 0. This reduces (5.17) to,

ΣxxI =

E[X2
I ] 0

0 E[Y 2
I ]

 . (5.31)

In order to determine the variance ofXI , it is first necessary to expand the product. Let us denote

x[n] = xr[n] + jxi[n], x∗[n− ν] = xr[n− ν] + jxi[n− ν] and e−j2παn = cos(2παn)− jsin(2παn)

as before. After some mathematical manipulation, XI can be written as,

XI = xr[n]xr[n− ν]cos(2παn)

+ xi[n]xi[n− ν]cos(2παn).
(5.32)

Using the same process as for the Low Complexity detector, it can be shown that,

E[X2
I ] = σ4

n/4. (5.33)

Similarly, for YI it can be shown that,

E[Y 2
I ] = σ4

n/4. (5.34)

This reduces the covariance matrix in (5.31) to,

ΣxxI =

σ4
n/4 0

0 σ4
n/4

 . (5.35)

Therefore, it can be assumed that Ê[X2
I ] ≈ Ê[Y 2

I ] ≈ σ̂4
n/4 and Ê[XIYI ] ≈ 0. Substituting into

(5.19) reduces the test statistic to the following,

T̂I =
4N

σ̂4
n

∣∣∣Îαxx[ν]
∣∣∣2 , (5.36)

which will be χ2
2 distributed under H0. Multiplying the numerator of (5.36) by a factor of 4 is

unnecessary and so the test statistic becomes,

T̂I =
N

σ̂4
n

∣∣∣Îαxx[ν]
∣∣∣2 . (5.37)

Since (5.36) is χ2
2 distributed, it follows that (5.37) is Γ(1, 0.5) distributed. As mentioned, a
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similar approach can be followed for the test statistic in (5.20), leading to,

T̂Q =
N

σ4
n

∣∣∣Q̂αxx[ν]
∣∣∣2 . (5.38)

Having defined the Low Complexity test statistics for both Îαxx[ν] and Q̂αxx[ν], they can now be

combined as was the case for the Split-CAF GLRT,

T̂SC−LC =
N(
∣∣∣Îαxx[ν]

∣∣∣2 +
∣∣∣Q̂αxx[ν]

∣∣∣2)

σ̂4
n

. (5.39)

Finally, the test statistic can be computed as,

T̂SC−LC =
N(
∣∣∣Îαxx[ν]

∣∣∣2 +
∣∣∣Q̂αxx[ν]

∣∣∣2)

1
N

∑N−1
n=0

∣∣x[n]x∗[n− ν]
∣∣2 . (5.40)

Since (5.37) and (5.38) are Γ(1, 0.5) distributed, it follows that (5.40) is Γ(2, 0.5) distributed, as

confirmed in Figure 5.2.
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Figure 5.2: CDF of Split-CAF Low Complexity Detector vs. Γ(2, 0.5) CDF

5.2.4 Split-CAF Spatial Sign Detector

As demonstrated in Chapter 4, the Spatial Sign detector has benefits related to the fact that

it employs a test statistic with a reduced complexity and it has been shown to perform well in
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impulsive noise environments. Recall that after applying the spatial sign function, the CAF is

given by the following,

R̂αss[ν] =
1

N

N−1∑
n=0

s[n]s∗[n− ν]e−j2πnα. (5.41)

The component function, Îαxx[ν], after applying the spatial sign function is,

Îαss[ν] =
1

N

N−1∑
n=0

<(s[n]s∗[n− ν])e−j2παn. (5.42)

Similarly, the component function, Q̂αxx[ν], after applying the spatial sign function is,

Q̂αss[ν] =
1

N

N−1∑
n=0

=(s[n]s∗[n− ν])e−j2παn. (5.43)

As with the original Spatial Sign detector, the elements of the covariance matrix reduce to

constants. The covariance matrix in (5.35) becomes,

ΣssI =

1/4 0

0 1/4

 . (5.44)

Therefore, it follows that a test statistic for Îαss[ν] is,

T̂I = 4N
∣∣∣Îαss[ν]

∣∣∣2 , (5.45)

which is χ2
2. Dividing by a factor of 4 leads to,

T̂I = N
∣∣∣Îαss[ν]

∣∣∣2 , (5.46)

which is Γ(1, 0.5) distributed. A similar test statistic can be defined for Q̂αss[ν],

T̂Q = N
∣∣∣Q̂αss[ν]

∣∣∣2 . (5.47)

Combining (5.46) and (5.47) as for the previous two detectors, leads to a final test statistic for

the Split-CAF Spatial Sign detector,

T̂SC−SS = N(
∣∣∣Îαss[ν]

∣∣∣2 +
∣∣∣Q̂αss[ν]

∣∣∣2). (5.48)
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Figure 5.3 confirms the distribution of the test statistic under H0.
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Figure 5.3: CDF of Split-CAF Spatial Sign Detector vs. Γ(2, 0.5) CDF

5.2.5 Split-CAF Quantised Detector

In this section, a detector is proposed that attempts to exploit the cyclostationarity of the

complex OFDM signal after its real and imaginary parts have been quantised to one of two

levels, based on the sign of the samples. This approach was inspired by the simple formulation

of the Spatial Sign detector, and its robustness to the effects of impulsive noise.

Taking an example, if the value of the real part of the input signal was -0.25, then the sample

would be quantised to -1. Conversely, if the value was 0.25, then it would be quantised to 1.

Firstly, let us express x[n] as follows,

x[n] = xr[n] + jxi[n]. (5.49)

The first step in deriving this detector is to confirm that the cyclostationarity of the signal is

maintained after it has been quantised. The quantisation of xr[n] is equivalent to applying the
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sign function which is expressed as follows,

qr[n] = sgn(xr[n]) =


−1, <(x[n]) < 0,

0, <(x[n]) = 0,

1, <(x[n]) > 0,

(5.50)

where qr[n] will be used to denote the quantised xr[n]. This can equally be defined for xi[n],

qi[n] = sgn(xi[n]) =


−1, =(x[n]) < 0,

0, =(x[n]) = 0,

1, =(x[n]) > 0,

(5.51)

where qi[n] will be used to denote the quantised xi[n]. As was the case in the derivation of the

Spatial Sign detector, it is assumed that the chance of receiving a zero sample is small. The

quantised complex data can be expressed as,

q[n] = qr[n] + jqi[n]. (5.52)
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An estimate of the quantised CAF is defined as follows,

R̂αqq[ν] =
1

N

N−1∑
n=0

q[n]q∗[n− ν]e−j2πnα. (5.53)

This can be evaluated across a range of cyclic frequencies by taking the FFT of the quantised

autocorrelation lag product q[n]q∗[n − ν] and scaling by factor of 1/N. Figure 5.4 shows this

for an IEEE 802.11a/g OFDM signal with N = 16384. The scaled FFT is denoted as Q[k]. It

can be observed that the cyclostationarity has been retained after applying the quantisation as

the spikes corresponding to α0 and its harmonics can clearly be seen protruding above the noise

floor. Therefore, this would appear to confirm that it is possible to use the cyclostationarity of

the quantised signal for detection of OFDM.

In order to formulate this detector using the same method as employed for the previous

three detectors, it is necessary to look more closely at the quantised autocorrelation lag product

q[n]q∗[n− ν]. Due to the fact that the quantisation step has been applied, q[n]q∗[n− ν] can only

have the values 2, -2, 2j or -2j. Therefore, q[n]q∗[n−ν] is not complex valued as was assumed in

the formulation of the previous detectors, but is in fact only either real or imaginary. This means

that when <(q[n]q∗[n− ν]) has a value of 2, =(q[n]q∗[n− ν]) is equal to 0 and vice-versa. Figure

5.5 shows <(q[n]q∗[n− ν]) and =(q[n]q∗[n− ν]) plotted together for a period of n = 20 samples.
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The input to the quantiser is a complex normal white noise signal and ν = 64. This confirms

that q[n]q∗[n− ν] can only take the stated values. However, it is clear that <(q[n]q∗[n− ν]) and

=(q[n]q∗[n− ν]) are separate signals and each carry information. Therefore, it is still possible

to use the Split-CAF technique applied for the previous detectors. The first component CAF

can be defined as,

Îαqq[ν] =
1

N

N−1∑
n=0

<(q[n]q∗[n− ν])e−j2παn. (5.54)

The second component CAF is,

Q̂αqq[ν] =
1

N

N−1∑
n=0

=(q[n]q∗[n− ν])e−j2παn. (5.55)

Assuming that no zero samples are received, both qr[n] and qi[n] can only take on the values of

−1 or 1. Therefore,

σ2 =
1

N

N−1∑
n=0

∣∣q[n]
∣∣2 = 2. (5.56)

Since σ2 = 2, it follows that σ4 = 4. This can be confirmed by visual inspection of Figure 5.5

since σ4 can be calculated as,

σ4 =
1

N

N−1∑
n=0

∣∣q[n]q∗[n− ν]
∣∣2 . (5.57)

This leads to the following covariance matrix for Îαqq[ν],

ΣqqI
=

1 0

0 1

 . (5.58)

Therefore, a test statistic for Îαqq[ν] is,

T̂I = N
∣∣∣Îαqq[ν]

∣∣∣2 , (5.59)

which will be χ2
2 distributed under H0. An identical test statistic can be formulated for Q̂αqq[ν],

T̂Q = N
∣∣∣Q̂αqq[ν]

∣∣∣2 . (5.60)

As was done for the previous three detectors, (5.59) and (5.60) can be added together to produce

83



Chapter 5. Improved Cyclostationary Feature Detection Algorithms

a final test statistic,

T̂SC−Q = N(
∣∣∣(Îαqq[ν])

∣∣∣2 +
∣∣∣(Q̂αqq[ν])

∣∣∣2). (5.61)

Since both (5.59) and (5.60) are χ2
2 distributed, it follows that (5.61) is χ2

4 distributed. This is

confirmed in Figure 5.6.
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5.3 Performance Comparison with Previous Detectors

In this section, the performance of the proposed detectors will be compared with the performance

of the detectors introduced in Chapter 4. Figure 5.7 compares Pd vs. SNR curves for the GLRT,

Low Complexity, Spatial Sign, Split-CAF GLRT, Split-CAF Low Complexity, Split-CAF Spatial

Sign and Split-CAF Quantised detectors. Note that the abbreviation LC has been used to

denote Low Complexity and S-C to denote Split-CAF in the figure legend. The test signal is

IEEE 802.11a/g OFDM in AWGN, N = 1600 samples (20 OFDM symbols) and Pfa = 0.1. As

was the case in Chapter 4, Pd is calculated by computing 5000 test statistics at each tested SNR

level.

84



Chapter 5. Improved Cyclostationary Feature Detection Algorithms

-20 -15 -10 -5 0 5 10

Signal to Noise Ratio (dB)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ro

n
b
a
b
ili

ty
 o

f 
D

e
te

c
ti
o
n
 (

P
d
)

P
d
 vs . SNR Detector Comparison IEEE 802.11a/g AWGN N = 1600

GLRT

LC

Spatial Sign

S-C GLRT

S-C LC

S-C Spatial Sign

S-C Quantised

Figure 5.7: Pd vs. SNR comparison of all detectors IEEE 802.11a/g in AWGN

It can be observed that the best overall performance in the AWGN channel is achieved by the

Split-CAF GLRT and the Split-CAF Low Complexity detectors, since they have almost identical

performance curves. The next best performance is achieved by the GLRT, Low Complexity

and Split-CAF Spatial Sign detectors as their performance curves overlap closely. This result

demonstrates that the Split-CAF Spatial Sign detector has been able to bridge the performance

gap that exists between the GLRT, Low Complexity and Spatial Sign detectors in an AWGN

channel, as was highlighted in Chapter 4. Finally, the poorest performance in an AWGN channel

is exhibited by the Spatial Sign and Split-CAF Quantised detectors. These results clearly

demonstrate the performance benefit that can be gained by employing the Split-CAF technique

when compared to the traditional CAF. In order to highlight this further, Figure A.1 in Appendix

A compares the Split-CAF GLRT and GLRT detectors, Figure A.2 compares the Split-CAF Low

Complexity and Low Complexity detectors and Figure A.3 compares the Split-CAF Spatial Sign

and Spatial Sign detectors. In all cases, it is clear that the proposed detectors outperform the

existing algorithms, which are based on estimation of the traditional CAF. This is justified

theoretically in Section 5.4.2.

Figure 5.8 compares all of the detectors for a DVB-T test signal in AWGN. In this case,

Nu = 2048 and Ncp = 512, leading to a total Nofdm = 2560. The CP is formed of 1/4 of the

useful OFDM symbol. The observation interval is N = 51200 (20 OFDM symbols) and Pfa =
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Figure 5.8: Pd vs. SNR comparison of all detectors DVB-T in AWGN CP = 1/4

Again, it can be seen that the best overall performance in the AWGN channel is achieved by the

Split-CAF GLRT and GLRT detectors. These are followed by the GLRT, Low Complexity and

Split-CAF Spatial Sign detectors. Finally, the poorest performance is exhibited by the Spatial

Sign and Split-CAF Quantised detectors. Furthermore, Figures A.4 - A.6 show the results for

CP lengths of 1/8, 1/16 and 1/32 respectively.

As was the case in Chapter 4, it is instructive to assess the performances of the proposed

detectors in impulsive noise environments. In the first instance, the contaminated Gaussian

noise model in (4.57) will be employed. Figures 5.9 and 5.10 compare all of the detectors in

contaminated Gaussian noise for the IEEE 802.11a/g and DVB-T test signals. As before, CP

=1/4 for the DVB-T signal. Figures A.7 - A.9 show the results for CP = 1/8, 1/16 and 1/32

respectively.
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Figure 5.9: Pd vs. SNR comparison all detectors for IEEE802.11a/g in contaminated Gaussian
noise
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Figure 5.10: Pd vs. SNR comparison all detectors for DVB-T CP = 1/4 in contaminated
Gaussian noise

It can be observed that the Split-CAF Spatial Sign detector achieves the best performance in the

contaminated Gaussian noise. This is closely followed by the Split-CAF Quantised and Spatial
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Sign detectors. The Split-CAF Quantised detector provides a slight performance enhancement

over the Spatial Sign detector, although this is very minor. As with the Spatial Sign detector,

the robustness of the Split-CAF Spatial Sign and Split-CAF Quantised detectors is due to the

fact that they apply a normalising operation. The next best performance is achieved by the

Split-CAF GLRT and Split-CAF Low Complexity detectors albeit at a significantly reduced

performance when compared to the AWGN channel. Finally, the poorest performance is ex-

hibited by the GLRT and Low Complexity detectors. Therefore, it can be concluded that the

proposed Split-CAF Spatial Sign detector achieves the best performance in the contaminated

Gaussian noise, outperforming the Spatial Sign detector, which was shown to be the most robust

to this type of noise in [58]. Also, both the Split-CAF GLRT and Split-CAF Low Complexity

detectors perform better in this noise than their traditional CAF counterparts.

As was the case in Chapter 4, the performances of the detectors in Cauchy impulsive noise will

now be assessed. Figures 5.11 and 5.12 show the results for IEEE 802.11a/g and DVB-T signals

respectively. Interestingly, it can be observed that the most robust performance is achieved by

the Split-CAF Quantised detector in Cauchy noise. This is very closely followed by the Split-

CAF Spatial Sign detector, which performs marginally worse in all cases. This contrasts with

the contaminated Gaussian noise case, where the Split-CAF Spatial Sign detector exhibited the

best performance overall. However, both the Split-CAF Quantised and Split-CAF Spatial Sign

detectors outperform the Spatial Sign detector.
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Figure 5.11: Pd vs. GSNR detector comparison for IEEE802.11a/g in Cauchy Impulsive noise

88



Chapter 5. Improved Cyclostationary Feature Detection Algorithms

-30 -25 -20 -15 -10 -5 0 5

Generalised Signal to Noise Ratio (dB)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ro

b
a
b
ili

ty
 o

f 
D

e
te

c
ti
o
n
 (

P
d
)

P
d
 vs. GSNR DVB-T Cauchy Impulsive Noise  CP = 1/4

GLRT

LC

Spatial Sign

SC-GLRT

SC-LC

S-C Spatial Sign

S-C Quantised

Figure 5.12: Pd vs. GSNR detector comparison for DVB-T CP = 1/4 in Cauchy Impulsive noise

The Split-CAF GLRT and Split-CAF Low Complexity detectors show significantly degraded

performance and do not achieve the theoretical false alarm rate. This is due to the reasons

described in Section 4.8. Further results for different DVB-T CP lengths are shown in Figures

A.10 - A.12.

Table 5.1 summarises the results presented in this section by ranking the performance of all of

the detectors in both AWGN and impulsive noise environments, based on the tests conducted

with IEEE 802.11a/g and DVB-T OFDM signals.

Table 5.1: Performance Ranking for detectors in AWGN and Impulsive Noise

Detector Ranking (AWGN) Ranking (CGN) Ranking (Cauchy)

GLRT 2nd 5th 5th

Low Complexity 2nd 5th 7th

Spatial Sign 3rd 3rd 3rd

Split-CAF GLRT 1st 4th 4th

Split-CAF Low Complexity 1st 4th 6th

Split-CAF Spatial Sign 2nd 1st 2nd

Split-CAF Quantised 3rd 2nd 1st

Note that CGN denotes contaminated Gaussian noise. From Table 5.1, it is clear that if operating

in an AWGN channel, the best detectors to choose are the Split-CAF GLRT and Split-CAF Low
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Complexity detectors. In contaminated Gaussian noise, the best performing detector is the Split-

CAF Spatial Sign detector. In contrast, the best performance in Cauchy noise is achieved by the

Split-CAF Quantised detector. However, in order to determine the best performing detector,

it is necessary to consider their performances in all environments jointly. With this in mind

and referring to Table 5.1, it appears that the Split-CAF Spatial Sign detector achieves the

highest overall ranking for all considered noise environments, achieving a ranking of 2nd place

in AWGN, 1st in contaminated Gaussian noise and 2nd place in Cauchy noise.

5.4 Performance Under Radio Impairments

Having assessed the proposed algorithms in AWGN and impulsive noise, it is now instructive

to examine their performance under common radio impairments. Specifically, the impact of

impairments introduced by multipath channels and CFO will be considered.

5.4.1 Performance in Multipath Channels

For testing purposes, it will be assumed that an IEEE 802.11a/g signal is passed through a

frequency-selective channel with a rayleigh PDF i.e. having no LOS component.

This form of channel can be modelled in MATLAB using the stdchan function, which gen-

erates a channel filter object that is passed to the filter function along with the generated test

signal. The stdchan function requires four parameters: the input sampling period, the maxi-

mum Doppler shift in Hz, the channel type and the RMS delay spread. In the case of an IEEE

802.11a/g signal, the input sampling period is 50ns and the channel type is “802.11g.”

Figure 5.13 compares Pd vs. SNR for all of the detectors for a channel with fd = 200Hz

and a RMS delay spread of 250ns. Figures 5.14 and 5.15 compare the detectors for fd = 200Hz

and RMS delay spreads of ds = 500ns and ds = 750ns respectively. These can be considered

moderate, high and very high delay spreads. The background noise is AWGN, the observation

interval is N = 1600 samples and Pfa = 0.1.
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Figure 5.13: Pd vs. SNR comparison IEEE 802.11a/g in Multipath Channel ds = 250ns
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Figure 5.14: Pd vs. SNR comparison IEEE 802.11a/g in Multipath Channel ds = 500ns
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Figure 5.15: Pd vs. SNR comparison IEEE 802.11a/g in Multipath Channel ds = 750ns

It should be noted that, using (3.3) and (3.4), fd = 200Hz is equivalent to a Tc of approximately

2.5ms. This is greater than the detector observation interval, which is equal to 80 µs. Therefore,

the multipath channel can be considered static, and only changing delay spread will affect the

detector performance. Referring to Figures 5.13 - 5.15, it can be observed that increasing delay

spread leads to decreasing detection performance for all detectors. This is caused by the fact

that interference from other symbols reduces the strength of the correlation between the CP and

the end of the OFDM symbol, making cyclostationary detection more difficult. As the delay

spread increases in severity, the correlation becomes weaker and, therefore, the performance

degrades accordingly. Figure 5.16 compares the performance of the Split-CAF GLRT for an

AWGN channel only and channels with ds = 250ns, 500ns and 750ns.
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Figure 5.16: Pd vs. SNR Split-CAF GLRT in AWGN with different delay spreads

As expected, it can be seen that as the delay spread increases, the performance of the detector

reduces. However, the results show that detection is still viable in a multipath channel, albeit

at a lower overall performance when compared to the ideal AWGN channel.

Having determined that the detectors are sensitive to the delay spread of the channel, it is

now instructive to understand how they are affected by time varying channels. As reviewed in

Chapter 3, the maximum Doppler spread (Ds) is approximately inversely proportional to the

coherence time (Tc). For an observation interval of N = 1600 samples, the total duration is

20 OFDM symbols which is 80µs at fs = 20MHz. Figure 5.17 compares the performance of

the detectors in a multipath channel with ds = 500ns and Tc = 40µs. This is equivalent to a

coherence time of 10 OFDM symbols and using (3.3) and (3.4), fd = 12.5kHz.
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Figure 5.17: Pd vs. SNR in Multipath with ds = 500ns and Tc = 10 symbols

It can be observed that the performance of the detectors is unaffected for Tc = 10 symbols, when

compared to the static channel in Figure 5.13. Figures 5.18, 5.19 and 5.20 show the results for

Tc = 5 symbols, Tc = 2 symbols and Tc = 1 symbol. These correspond to fd = 25kHz, 62.5kHz

and 125kHz respectively.

-20 -15 -10 -5 0 5 10

Signal to Noise Ratio (dB)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ro

b
a

b
ili

ty
 o

f 
D

e
te

c
ti
o

n
  

(P
d
)

P
d
 vs. SNR IEEE 802.11 a/g MP d

s
 = 500ns T

c
 =  5 symbols

GLRT

LC

Spatial Sign

S-C GLRT

S-C LC

S-C SS

S-C Quantised

Figure 5.18: Pd vs. SNR in Multipath with ds = 500ns and Tc = 5 symbols
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Figure 5.19: Pd vs. SNR in Multipath with ds = 500ns and Tc = 2 symbols
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Figure 5.20: Pd vs. SNR in Multipath with ds = 500ns and Tc = 1 symbol

In Figure 5.18, a slight reduction in performance can be observed when compared to Figure 5.17

for Tc = 10 symbols. However, in Figure 5.19 for Tc = 2 symbols, the performance begins to

degrade noticeably. Finally, for Tc = 1 symbol in Figure 5.20, the cyclostationarity is completely

corrupted and detection is no longer possible. Figure 5.21 compares the Split-CAF GLRT for a
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range of different coherence times.
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Figure 5.21: Pd vs. SNR Split-CAF GLRT in AWGN with different coherence times

This shows that detection is still possible in channels where Tc is less than the detector obser-

vation interval. However, as Tc moves closer to the duration of an OFDM symbol, the effect of

the time varying channel on the underlying cyclostationarity becomes more severe. As can be

seen at a Tc = 1 symbol, the cyclostationarity is completely destroyed and, thus, detection is

impossible.

To conclude, it can be stated that detection performance is sensitive to increasing delay

spread of a multipath channel, because ISI absorbed by the CP leads to a reduction in the

strength of the correlation between the CP and the end of the OFDM symbol. However, detection

is still possible for moderate to high delay spreads, at a reduced performance when compared

to the ideal channel. Furthermore, for fast varying channels, where Tc approaches the OFDM

symbol period, a marked degradation is observed when compared to the static channel. However,

it has been shown that detection is still possible in time varying channels, where Tc is less than

the detector observation interval.

5.4.2 Carrier Frequency Offset

In any practical system, there will be a frequency offset between the transmitter and receiver,

which will be translated to baseband. In OFDM receivers, this offset must be estimated and

corrected in order to recover the data from the OFDM signal. This can be achieved using
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training symbols or the CP. However, it would be beneficial for the detectors to be robust to

this impairment so that a frequency synchronisation stage is not necessary prior to detecting

the signal. Figures 5.22 - 5.25 show the performances of the Split-CAF GLRT, Split-CAF Low

Complexity, Split-CAF Spatial Sign and Split-CAF Quantised detectors for various different

CFOs. In all cases, it is assumed that the value of CFO remains constant over the duration of

the detector observation interval. The offsets range from 0Hz (no offset) to 600kHz in increments

of 50kHz. Again, the test signal is IEEE 802.11a/g, N = 1600, Pfa = 0.1 and the background

noise is AWGN.
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Figure 5.22: Pd vs. SNR Split-CAF GLRT for Different Frequency Offsets
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Figure 5.23: Pd vs. SNR Split-CAF Low Complexity for Different Frequency Offsets
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Figure 5.24: Pd vs. SNR Split-CAF Spatial Sign for Different Frequency Offsets
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Figure 5.25: Pd vs. SNR Split-CAF Quantised for Different Frequency Offsets

It is clear from the simulations, that there is no deviation in performance associated with the

different frequency offsets. Therefore, no prior frequency synchronisation stage is required to

use the proposed detectors. This is clearly very advantageous, as building in a frequency syn-

chronisation stage would add unwanted complexity to the detection process.

In order to understand the reason that the proposed algorithms are resistant to the effects of

CFO, it is necessary to examine the performances of T̂I in (5.27) and T̂Q in (5.28) for different

frequency offsets. Recall that both of these test statistics were summed together to form a final

test statistic for the Split-CAF GLRT detector. Figure 5.26 shows Pd vs. SNR for T̂I across a

range of frequency offsets. Similarly, Figure 5.27 shows T̂Q for the same offsets. Referring to

Figure 5.27, it can be seen that in the ideal AWGN channel (i.e. with 0 Hz) offset, Pd = Pfa for

all tested SNRs. This indicates that the mean of Q̂xx (5.6) does not change from zero when the

signal is present, indicating that there is no detectable periodicity in the imaginary part of the

autocorrelation lag product. Therefore, Qxx has a value of zero under both hypotheses and T̂Q

is always equal to a value drawn from the χ2
2 distribution. This proves that T̂Q cannot be used

as a detector. Conversely, the real part of the autocorrelation lag product is periodic when the

signal is present. Therefore, the performance improvement provided by the Split-CAF GLRT

over the GLRT is attributable only to T̂I . This improvement in performance is due to the fact

that T̂I actually discards the imaginary part of the autocorrelation lag product, which
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Figure 5.26: Pd vs. SNR T̂I for Different Frequency Offsets
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Figure 5.27: Pd vs. SNR T̂Q for Different Frequency Offsets

is effectively a noise term and reduces the strength of the correlation with the cyclic frequency.

However, it can be observed from Figure 5.26, that the performance of T̂I varies depending on the

frequency offset. For example, for an offset of 550kHz, the performance of T̂I is degraded severely.
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At the same offset, T̂Q shows excellent performance. As established previously and shown in

Figure 5.27, the periodicity cannot be detected in the imaginary part of the autocorrelation lag

product when no frequency offset exists. Therefore, it is clear that the frequency offset causes a

distortion which leads to the unnatural appearance of periodicity in the imaginary part of the

autocorrelation lag product.

In order to understand the nature of this distortion, a mathematical analysis is required. Note

that this analysis will also include a carrier phase offset, which is likely to exist along with the

frequency offset. Again, it will be assumed that the frequency and phase offsets remain constant

for the duration of the detector observation interval. In the presence of both impairments, the

received signal can be expressed as,

x[n]e−j2π∆fne−jθ, (5.62)

where x[n] denotes the complex data, ∆f is the normalised frequency offset, n is the sample

index and θ is the phase offset. It follows that the autocorrelation lag product is given by,

x[n]e−j2π∆fne−jθx∗[n− ν]ej2π∆f(n−ν)ejθ, (5.63)

which can be rewritten as,

x[n]x∗[n− ν]e−j2π∆fnej2π∆fne−j2π∆fνe−jθejθ. (5.64)

This can be simplified to give,

x[n]x∗[n− ν]e−j2π∆fν . (5.65)

It is clear that the carrier phase offset has no effect on the autocorrelation lag product. However,

the frequency offset introduces a phase distortion that is dependent on ∆f and ν. With a

frequency offset, the real and imaginary parts of the autocorrelation lag product can be expressed

as,

zr[n] = xr[n]cos(2π∆fν) + xi[n]sin(2π∆fν),

zi[n] = −xr[n]sin(2π∆fν) + xi[n]cos(2π∆fν),
(5.66)

where zr[n] and zi[n] are the real and imaginary parts of the autocorrelation lag product with a

frequency offset and xr[n] and xi[n] are the real and imaginary parts with no offset. Therefore,
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zr[n] and zi[n] consist of both xr[n] and xi[n] terms, and the contribution of each term is

dependent on ∆f.

In order to illustrate the effects of this distortion with an example, consider values of 2π∆fν

that cause cos(2π∆fν) to equal 0 and sin(2π∆fν) to equal 1 or -1. The first of these is a phase

shift of π/2 and the value of ∆f which causes this phase shift can be determined by solving,

∆f =
π/2

2πν
. (5.67)

With ν = 64, this phase shift is caused by a frequency offset equal to 1/4 of the OFDM sub-

carrier spacing. This condition will also be true for all phase shifts that are odd multiples of

π/2, which corresponds to all offsets that are odd multiples of 1/4 of a sub-carrier spacing i.e.

3/4, 5/4, 7/4 etc. In each of these cases, (5.66) reduces to,

zr[n] = ±xi[n],

zi[n] = ±xr[n].
(5.68)

Therefore, for these frequency offsets, the phase distortion causes the real and imaginary parts

of the autocorrelation lag product to swap places. This example serves to illustrate the reason

that periodicity can be observed in the imaginary part of the autocorrelation lag product when

a frequency offset is present in the system. Note that an offset of 7/4 of the sub-carrier spacing

is equivalent to 546.875kHz. Clearly, this value is very close to 550kHz, which explains why the

performance of T̂I is degraded severely for this frequency offset, as seen in Figure 5.26.

To conclude this analysis, the improved performance of the Split-CAF GLRT is attributable

to T̂I . This improvement occurs because T̂I discards the imaginary part of the autocorrelation lag

product, which is effectively a noise term. However, owing to the phase distortion introduced by

CFO, T̂I cannot be used without a prior frequency synchronisation stage. Therefore, combining

both T̂I and T̂Q as for the Split-CAF GLRT provides a performance enhancement over the GLRT

detector, while simultaneously providing immunity to CFO. Note that the Split-CAF GLRT will

exhibit a slightly reduced performance when compared to T̂I with no offset, due to the fact that

it is formed by adding T̂Q, which leads to a higher overall threshold. This analysis can equally

be used to explain the improved performance of the Split-CAF Low Complexity and Split-CAF

Spatial Sign detectors over their CAF counterparts.
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5.5 Chapter Summary

In conclusion, this chapter has introduced a novel method whereby the traditional CAF is

replaced by the computation of two parallel component CAFs, whose arguments are the real and

imaginary parts of the autocorrelation lag product. The component CAFs are used to compute

two test statistics, that are summed together to form a final test statistic. This approach has

been used to derive re-formulated versions of the GLRT, Low Complexity and Spatial Sign

detectors introduced in Chapter 4. It has also been used in the derivation of a new test statistic

that exploits the cyclostationarity of the OFDM signal after it has been quantised. It was found

that the Split-CAF GLRT, Split-CAF Low Complexity and Split-CAF Spatial Sign detectors

outperformed their traditional counterparts in the detection of both IEEE802.11a/g and DVB-T

OFDM signals, in AWGN and impulsive noise channels.

It was determined that the best performance in an AWGN channel was achieved using either

the Split-CAF GLRT or the Split-CAF Low Complexity detectors. The best performance in

contaminated Gaussian impulsive noise was achieved by the Split-CAF Spatial Sign detector.

Finally, the best performance in Cauchy impulsive noise was achieved by the Split-CAF Quan-

tised detector. When considering performance in both AWGN and impulsive noise channels,

it was clear that the most robust solution is the proposed Split-CAF Spatial Sign detector.

Furthermore, it was found that the detectors can perform robustly in multipath channels and

in the presence of CFO. It was established that using the Split-CAF approach is the only way

to guarantee improved performance over traditional CAF based methods, while simultaneously

guaranteeing robust performance in the presence of CFO. However, it was found that their per-

formance in multipath channels is sensitive to increasing delay spread and decreasing coherence

times.
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Chapter 6

FPGA Targeting of Cyclostationary

Feature Detectors

In this chapter, the cyclostationary feature detection algorithms discussed in the previous chap-

ters are implemented in HDL Coder and targeted to a Xilinx 7 Series FPGA. The chapter begins

by introducing HDL Coder and Vivado, which are used for FPGA targeting. HDL Coder is a

tool in MATLAB that enables conversion of high-level MATLAB/Simulink models to synthe-

sisable HDL code (VHDL and Verilog) for programming of FPGAs. Vivado is a software suite

that is used to perform the synthesis and implementation stages in the FPGA design flow, and

for the analysis of important design metrics such as resource utilisation and achievable clock

frequency.

The main contribution of this chapter is the design and analysis of FPGA implementations

of the cyclostationary detection algorithms discussed in Chapter 4 and 5. Having reviewed the

details of the implementation of each of the algorithms in HDL Coder, an analysis is provided

of their relative costs in terms of low level resources when targeting a Xilinx 7 Series FPGA.

From a design perspective, a major goal is ensuring that hardware cost is minimised as much

as possible. With this in mind, two design choices are recommended for implementation of the

detection algorithms. Firstly, it is suggested that the FPGA design technique of multi-channel

hardware sharing is applied when implementing the proposed detectors in Chapter 5, in order to

ensure that hardware resources are not used unnecessarily. Secondly, it is recommended that a

simple mathematical re-arrangement is applied to test statistics that are expressed as a fraction,

which renders the division operation redundant.
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6.1 HDL Coder

In earlier versions of the software, MATLAB could only be used for the initial simulation process.

However, with the introduction of tools such as MATLAB Coder [91] and HDL Coder [23], it

is now possible to generate deployable code, including software code and HDL from high level

MATLAB and Simulink models.

The HDL Coder tool allows a subset of MATLAB and Simulink functionality to be converted

to VHDL and Verilog code that can then be targeted to FPGAs. Although both MATLAB code

and Simulink models can be used to generate HDL, focus will be placed exclusively on Simulink

in this chapter. Furthermore, only VHDL code will be generated and Xilinx FPGAs will be

targeted.

The HDL Coder block library consists of blocks drawn from the Simulink library, the Commu-

nications System toolbox, the DSP System toolbox and Stateflow. More recently, functionality

has been added for computer vision applications. It also includes more generic HDL blocks

such as Single and Dual Port RAM blocks, and FIFOs. HDL Coder also provides several HDL

optimized blocks for fundamental signal processing functionality, such as a polyphase FIR block

enabling fractional sampling rate conversion, a Numerically Controlled Oscillator (NCO) block

for synthesis of sine and cosine waves, and a CORDIC block operating in vectoring mode for

calculation of the magnitude and angle of a complex number. The process for developing an

HDL Coder model in Simulink that is employed in this Chapter is illustrated in Figure 6.1.
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Figure 6.1: Illustration of HDL Coder Design flow

The algorithm is first designed in Simulink with a hierarchical structure using only blocks avail-

able in the HDL Coder block library. The design hierarchy is delineated using subsystem blocks

in Simulink. The top-level subsystem block corresponds to the top-level entity of the VHDL

design and any subsystems within the top-level subsystem correspond to the components of the

top-level design. The inputs and outputs of the subsystem correspond to ports in VHDL. The

clock signal is derived from the fastest rate in the model. If multiple rates exist in the design,

HDL Coder has two clocking modes available. The first method admits a single master clock to

the top-level entity that is based on the fastest rate in the model, and the clocks required for the

slower rates are derived from the master clock using clock enables. The second method creates

a set of clock inputs to the top-level entity, where each clock corresponds to a different rate in

the HDL Coder model. By default, HDL Coder employs the first method if multiple rates exist

in the model.

The next stage is the manual setting of fixed point wordlengths throughout the HDL Coder

model. In DSP applications, samples are expressed using a finite precision binary representation.

In FPGAs, the convention is to use fixed point binary numbers due to the fact that they are less

computationally intensive to handle than floating point binary numbers. In creating an FPGA
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design using fixed point arithmetic, a trade-off exists between achieving sufficient precision

and accuracy and controlling hardware cost. A greater precision is achieved by using longer

wordlengths, but this leads to a larger overall hardware cost. Therefore, it is important to

bear this in mind when choosing wordlengths at the various stages of an FPGA design. When

discussing fixed point wordlengths, it is instructive to use the MATLAB/Simulink notation

which is as follows,

(sign,WL,FL). (6.1)

The sign argument specifies whether the number is signed or unsigned, WL specifies the total

wordlength and FL specifies the fractional wordlength. For example, (1,16,14) specifies a 16 bit

signed number with 2 integer bits and 14 fractional bits.

In synchronous operation, all operations in an FPGA design are synchronised to a clock sig-

nal. Having a higher achievable clock signal frequency is desirable as it means that higher input

sampling frequencies can be handled. Furthermore, ensuring that a design can be clocked at a

higher frequency than the required input sampling rate can be useful for enabling time sharing

of hardware, which can lead to a reduction in the resource cost of a particular implementation.

The maximum achievable clock frequency of a design is dictated by the critical path. This is

defined as the longest combinatorial path between clocked elements in the design, i.e FFs and is

characterised by the critical path delay. The critical path delay is composed of the combinatorial

delay and the routing delay and is related to the maximum clock frequency of a design as

fmax =
1

τcp
, (6.2)

where fmax is the maximum clock frequency and τcp is the critical path delay. In order to

minimise the critical path delay and thus increase the maximum achievable clock frequency,

the technique of pipelining is employed, where registers are placed between elements in the

processing chain. This process is conducted in accordance with the rules of cut set re-timing

theory. HDL Coder has the facility to enable automatic insertion of pipeline registers. However,

this will be done manually for all designs in this chapter in order to retain explicit control of

the HDL design.

Having completed the previous two design stages in Figure 6.1, the final stage of the HDL

Coder process is to generate the VHDL Code from the Simulink model. This is achieved by

calling the function makehdl in MATLAB with the name of the top-level subsystem as an input.

An alternative is to use the HDL Workflow Advisor Graphical User interface (GUI). As a matter
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of preference, the makehdl function is employed in this chapter. The generated HDL can then

be exported for synthesis and implementation using an FPGA design tool such as Vivado [92].

Other competing high level tools for HDL Code generation include Xilinx System Generator

(which comes as an add-on to Simulink), and Vivado HLS which enables code written in C,

C++ and SystemC to be converted to VHDL and Verilog.

6.2 Vivado

Vivado is an Integrated Development Environment (IDE) for FPGA design that allows develop-

ers to synthesise and implement HDL code for targeting of Xilinx-7 series and Ultrascale FPGAs,

as well as facilities to design systems for SoC devices such as the Zynq-7000 and Zynq Ultrascale

+ devices. Vivado replaced Xilinx ISE and includes an in built HDL simulator and new features

such as Vivado HLS and Vivado IP integrator. The Vivado design flow as employed in this thesis

is illustrated in Figure 6.2. The first stage of the process is to create a new project in Vivado.

This is followed by adding the VHDL source files that were generated in HDL Coder. The third

stage is to add a Xilinx Design Constraints (XDC) file that is defined using the TCL command

tool language. Constraints are required in order for Vivado to produce an implementation that

meets the various requirements of a given design. Of particular interest is the timing constraint,

which is added to ensure that a design can meet a defined target clock frequency. Having added

the constraints, the synthesis and implementation processes are carried out and a bitstream is

obtained for programming of the FPGA. For all of the designs discussed in this chapter, steps

1 to 6 will be followed and the resource utilisation reports will be analysed in order to compare

the relative costs of the various cyclostationary detection algorithms.
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Figure 6.2: Illustration of Vivado Design Flow

6.3 Multi-Channel Hardware Sharing

In this section, a short review of of multi-channel time sharing of FPGA hardware will be

provided, as this will become a central component of the implementation of the proposed Split-

CAF cyclostationary detection algorithms introduced in Chapter 5. The concept of multi-

channel hardware sharing is borne out of a desire to minimise the hardware cost of FPGA designs

that involve applying the same signal processing hardware to multiple input data streams.

In order to illustrate this concept, consider an example where there are two parallel input

data streams, each of which must be passed through the same FIR filter as shown in Figure 6.3.
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Figure 6.3: Example of multiple independent signal processing channels

The data stream on each of the independent channels is processed using the same FIR filter.

Therefore, the resource cost of the total design is equivalent to two times the cost of a single

FIR filter. As the number of channels increases, the cost of implementing multiple instances of

the same FIR filter may become prohibitively expensive. With this in mind, it is instructive

to consider how to design the hardware such that a single instance of the FIR filter can be

shared between each of the input channels, making the hardware cost equivalent to one FIR

filter instead of two.

In order to achieve this, a fundamental element of cut set timing theory, time scaling, can

be exploited. The time scaling operation involves scaling each of the delay elements in a signal

processing block by a positive integer factor b. In the z-domain, applying a time scaling of b

clock cycles to a delay of of one clock cycle results in a delay equal to

z−b. (6.3)

Figure 6.4 shows the Signal Flow Graph (SFG) for a parallel FIR filter with four coefficients.

In the standard formulation, each of the delays in the filter is equal to z−1.
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𝒛−𝟏 𝒛−𝟏 𝒛−𝟏

𝒘𝟎 𝒘𝟏 𝒘𝟐 𝒘𝟑

Figure 6.4: Standard Parallel FIR Filter

Now consider that each of the delay elements in a standard parallel FIR filter are scaled by a

factor of b = 2, as illustrated in Figure 6.5.

𝒛−𝟐 𝒛−𝟐 𝒛−𝟐

𝒘𝟎 𝒘𝟏 𝒘𝟐 𝒘𝟑

Figure 6.5: Standard FIR filter with time scaling by factor b = 2

Having applied the time scaling, the functionality of the FIR filter is changed. In order for the

functionality of the time scaled filter to match the original filter, it is necessary to up sample

the input to the time scaled filter by a factor of two, such that only every second input sample

has a non-zero value. This means that the filter is running at two times the original sampling

rate and is wastefully processing zero valued samples. However, returning to the multi-channel

processing example, it can be used to 100% efficiency by replacing the zero samples with the

data on a second independent channel. The channels are multiplexed into a single data stream

with a rate of two times the input rate of each of the independent channels. The data is then

passed into the filter with time scaling applied and the resulting data is de-multiplexed in order

to recover the original independent channels. Using this configuration, it is possible to perform

the filtering on each channel using a single FIR filter. The cost of achieving this is that the filter

hardware must run at two times the input sample rate and all delays must be scaled by a factor

of two.

In the general case, any hardware can be shared using this approach, by multiplexing the
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input channels into a single higher rate data stream and scaling all delays in the shared hardware

by a factor equal to the number of input channels. As mentioned earlier, this approach will be

a key element of the implementation of the Split-CAF cyclostationary detectors introduced in

Chapter 5.

6.4 Implementation of Cyclostationary Detectors

Having introduced necessary background information in the previous sections, it is now time to

consider the HDL Coder implementation of the cyclostationary detection algorithms described

in Chapters 4 and 5. The details of the implementation of each algorithm in HDL Coder will

be provided and their relative resource costs will be assessed by following the steps shown in

Figure 6.2. The target device is a Xilinx Artix-7 xc7a100t csg324-1 FPGA. The test signal is

an IEEE 802.11a/g OFDM signal and the observation interval for each of the detectors is N =

1600 with Pfa = 0.1.

6.4.1 GLRT Detector

In this section, details of the implementation of the GLRT detector in Section 4.5 will be pro-

vided. It is assumed that the real and imaginary parts of the data entering the HDL detector

from the Analogue to Digital Converter (ADC) are 12 bit signed fixed-point numbers giving a

total representable range of -2048 to 2047. This input wordlength will be assumed for all subse-

quent detectors. The final test statistic for the GLRT detector is repeated here for convenience:

T̂GLRT = N
(<(R̂αxx[ν]))2Ê[Y 2] + (=(R̂αxx[ν]))2Ê[X2]− 2(<(R̂αxx[ν]))(=(R̂αxx[ν]))Ê[XY ]

Ê[X2]Ê[Y 2]− (Ê[XY ])2
. (6.4)

Each of the individual elements of (6.4) are calculated as follows,

Ê[X] = <(R̂αxx[ν]) =
1

N

N−1∑
n=0

<(x[n]x∗[n− ν]e−j2παn), (6.5)

Ê[Y ] = =(R̂αxx[ν]) =
1

N

N−1∑
n=0

=(x[n]x∗[n− ν]e−j2παn), (6.6)

Ê[X2] =
1

N

N−1∑
n=0

<(x[n]x∗[n− ν]e−j2παn)
2
, (6.7)
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Ê[XY ] = Ê[Y X] =
1

N

N−1∑
n=0

<(x[n]x∗[n− ν]e−j2παn)=(x[n]x∗[n− ν]e−j2παn), (6.8)

Ê[Y 2] =
1

N

N−1∑
n=0

=(x[n]x∗[n− ν]e−j2παn)
2
. (6.9)

The full implementation of the GLRT detector in HDL Coder is shown in Figure 6.6.
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Figure 6.6: HDL Coder Implementation of GLRT Detector

The design consists of eight main entities: AutoCorr, CycFreqNCO, NCOprod, RstCtrlGen,

TermCalc, NumCalc, DenCalc and Decision. The AutoCorr entity deals with computation

of the autocorrelation lag product x[n]x∗[n − ν]. This requires a delay, a complex conjugate

operation and a complex multiplier. The HDL Coder implementation of this entity is shown

in Figure 6.7. Note that the delay is equal to 64, as the test signal is IEEE 802.11a/g OFDM.

The fixed point wordlengths at each stage of the model are highlighted in red and follow the

format in (6.1). The blue delay blocks are pipeline registers that have been added to the model

manually.
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Figure 6.7: AutoCorr entity in HDL Coder

The multiplication of two complex numbers a+ jb and c+ jd is given by the following,

(a+ jb)× (c+ jd) = (ac− bd) + j(bc+ ad). (6.10)

Therefore, a complex multiplication requires four real multiplies and two additions. The imple-

mentation of the complex multiplication which resides in the NCOprod entity is shown in Figure

6.8.

(1,25,0)

(1,12,0)

(1,12,0)

Product

Add1

1
Ain

2
Bin

Re

Im

Complex to
Real-Imag

1
Reslt

Z-1

Delay

Z-1

Delay1

Re

Im

Complex to
Real-Imag1

Product1

Product2

Product3

Z-1

Delay2

Z-1

Delay3

Z-1

Delay4

Z-1

Delay5

Add2

Z-1

Delay6

Z-1

Delay7

Re

Im

Real-Imag to
Complex

Z-1

Delay8

Z-1

Delay9

Figure 6.8: Implementation of NCOprod entity in HDL Coder

The CycFreqNCO entity generates a complex exponential at the desired cyclic frequency of α0

= 1/80 using the NCO HDL Optimized block shown in Figure 6.9.
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Figure 6.9: Implementation of Complex Exponential using NCO HDL Optimized Block

The output of the NCO block is complex conjugated in order to generate a complex exponential

of the form,

e−j2πα. (6.11)

The block requires a value to be specified for the NCO step-size, which is calculated using the

following equation,

µ =
Mfd
fs

, (6.12)

where µ is the step-size, M is the number of entries in the NCO LUT and fd is the desired

frequency, i.e. the cyclic frequency of the IEEE 802.11a/g signal in Hz. The NCOprod entity

consists of a complex multiplier implemented exactly the same as Figure 6.8, which multiplies

the autocorrelation lag product and the complex exponential to produce,

x[n]x∗[n− ν]e−j2πα. (6.13)

The output wordlength of this multiplication is set to (1,25,0). Having calculated (6.13), it is

possible to calculate each of the terms in (6.5) - (6.9). These are computed in the TermCalc

entity as shown in Figure 6.10.
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Figure 6.10: Implementation of TermCalc entity in HDL Coder

The AVG blocks are integrators which are reset at the end of every block of N samples, when

the test statistic is calculated. The implementation of the AV G blocks in HDL Coder is shown

in Figure 6.11.
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Figure 6.11: Implementation of AVG blocks in HDL Coder

The integrator reset is generated in the RstCtrlGen entity, which consists of a counter that

repeatedly counts from 1 to N . When the counter reaches N , a strobe is generated which is

used to reset the integrator. Having calculated the terms in (6.5) - (6.9), both the numerator
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and denominator terms of (6.4) can be calculated. The numerator is calculated inside NumCalc

as shown in Figure 6.12. Similarly, the denominator of (6.4) is estimated in DenCalc as shown

in Figure 6.13.
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Figure 6.12: Implementation of NumCalc entity in HDL Coder
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Figure 6.13: Implementation of DenCalc entity in HDL Coder

Having estimated the numerator and denominator of (6.4), the last step is to perform a division.

However, as mentioned in the author’s paper [2], the division can be avoided by applying a

simple mathematical re-arrangement. If the numerator is denoted as Num and the denominator
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as Den, then the decision operation can be implemented as,

Num > Den η, (6.14)

where η is the threshold. The division has been replaced by a constant scaling, which is a far

simpler calculation. Figure 6.14 compares Pd vs. SNR curves for the original GLRT in (6.4)

and with the re-arrangement (6.14) applied.
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Figure 6.14: Pd vs. SNR for Original GLRT and with re-arrangement applied

It can be observed that the performance matches closely, thus justifying the proposed re-

arrangement of the test statistic. The implementation of the Decision entity is shown in Figure

6.15.
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Figure 6.15: Implementation of Decision entity in HDL Coder

The first part of this entity consists of latches which record the numerator and denominator

values at the end of each block of N samples. The signal used to latch the numerator and

denominator values is the same strobe used to reset the integrators in the AVG blocks. In the

top branch, the gain block implements the scaling by N and, on the lower branch, the right hand

side of (6.14) is calculated. Finally, both branches are compared using a relational operator to

decide if a signal is present or not.

6.4.2 Low Complexity Detector

In this section, the implementation of the Low Complexity detector in Chapter 4 will be de-

scribed. The final test statistic is:

T̂LC =
N
∣∣∣R̂αxx[ν]

∣∣∣2
1
N

∑N−1
n=0

∣∣x[n]x∗[n− ν]
∣∣2 . (6.15)

Figure 6.16 shows the implementation of the Low Complexity detector in HDL Coder.
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Figure 6.16: HDL Coder Implementation of Low Complexity Detector

The design consists of five main entities: AutoCorr, RstCtrlGen, Numerator, Denominator and

Decision. The AutoCorr entity is implemented exactly the same as it was for the GLRT detector

as shown in Figure 6.7. Similarly, the RstCtrlGen entity consists of a counter which counts

repeatedly to N , and when this value is reached, a strobe is emitted and used for resetting

the integrators and latching the numerator and denominator values in the Decision entity. The

Numerator entity which computes the numerator of (6.15)- excluding the scaling by N - is shown

in Figure 6.17.
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Figure 6.17: Implementation of Numerator entity for Low Complexity detector in HDL Coder

The NCOprod, CycFreqNCO and AVG blocks are implemented as shown in Figures 6.8, 6.9 and

6.11. The Abs2 entity is implemented as shown in Figure 6.18.
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Figure 6.18: Implementation of Abs2 entity for Low Complexity detector in HDL Coder

This requires two product blocks to square the real and imaginary parts of the complex signal

and an add block to sum the results. The Denominator entity, which computes the denominator

of (6.15), is shown in Figure 6.19.

(0,51,0)(0,51,0)(1,25,0)
1

DenIn 
AvgIn

RstCtrlIn 

AvgOut

AVG

AbsIn AbsOut

Abs2
2

RstDenIn

1
DenOut

Z-2

Delay

Z-2

Delay1

Figure 6.19: Implementation of Denominator entity for Low Complexity detector in HDL Coder

This consists of an Abs2 block and an AVG block, which are implemented as shown in Figures

6.18 and 6.11. The final stage is the Decision entity. This is implemented the same as Figure

6.15 except the threshold is η = 2.3026, since the Low Complexity detector follows a Γ(1, 1)

distribution under the null hypothesis.

6.4.3 Spatial Sign Detector

The final test statistic for the Spatial Sign detector is:

T̂SS = N
∣∣∣R̂αss[ν]

∣∣∣2 . (6.16)

The full implementation of the Spatial Sign detector is shown in Figure 6.20.
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Figure 6.20: Implementation of Spatial Sign Detector in HDL Coder

In this implementation, there are six main entities: CORDICatan, SinCos, AutoCorr, Numera-

tor, RstCtrlGen and Decision. The AutoCorr and Numerator entities are implemented as shown

in Figures 6.7 and 6.17 respectively except that the wordlengths are different. The Decision en-

tity is implemented as shown in Figure 6.21.
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Figure 6.21: Implementation of Decision entity for Spatial Sign Detector

This is implemented slightly differently than the previous Decision modules since there is no

denominator and, therefore, the test statistic is compared directly to the threshold. The Spatial

Sign function is calculated by first computing the angle φ of the complex input data,

φ = tan−1(
=(x[n])

<(x[n])
), (6.17)

where x[n] is the complex input signal. This calculation is performed inside the CORDICatan

entity which contains a Complex to Magnitude-Angle HDL Optimized block as shown in Figure
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Figure 6.22: Implementation of CORDICatan entity in HDL Coder

This block calculates the magnitude and angle (6.17) of a complex input signal using the

CORDIC algorithm [93], operating in vectoring mode. Note that only the angle output is

retained, as the magnitude is not required for this algorithm. In this implementation, the num-

ber of iterations is set equal to 10 and the output angles are in the range (−π, π) radians. This

generates a total of 12 cycles of latency in the final implementation. The next stage in the

spatial sign function is to compute the complex exponential,

ejφ = cos(φ) + jsin(φ). (6.18)

This is achieved using CORDIC operating in rotation mode, which is implemented in the SinCos

entity as shown in Figure 6.23. The calculation of the complex exponential has been implemented

using a trigonometric function block, which can be specified to use CORDIC in rotation mode

when it is targeted to an FPGA. The “UsePipelinedKernel” option in HDL Block options is

selected to ensure that pipeline registers are placed in between each CORDIC cell. In this

implementation, a total of 8 stages of CORDIC are employed. This generates a total of 9 cycles

of latency in the final implementation.
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Figure 6.23: Implementation of SinCos entity in HDL Coder
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6.4.4 Split-CAF GLRT Detector

In this section, the implementation of the Split-CAF GLRT detector will be described. Recall

that the Split-CAF GLRT detector works by computing parallel test statistics using the two

components of the traditional CAF,

R̂αxx[ν] = Îαxx[ν] + jQ̂αxx[ν]. (6.19)

The test statistic computed for Îαxx[ν] is,

T̂I = N
(<(Îαxx[ν]))2Ê[Y 2

I ] + (=(Îαxx[ν]))2Ê[X2
I ]− 2(<(Îαxx[ν]))(=(Îαxx[ν]))Ê[XIYI ]

Ê[X2
I ]Ê[Y 2

I ]− (Ê[XIYI ])2
. (6.20)

Similarly, the test statistic for Q̂αxx[ν] is,

T̂Q = N
(<(Q̂αxx[ν]))2Ê[Y 2

Q] + (=(Îαxx[ν]))2Ê[X2
Q]− 2(<(Q̂αxx[ν]))(=(Q̂αxx[ν]))Ê[XQYQ]

Ê[X2
Q]Ê[Y 2

Q]− (Ê[XQYQ])2
. (6.21)

The final test statistic combines (6.20) and (6.21) as follows,

T̂SC−GLRT = N
NIDQ +NQDI

DIDQ
. (6.22)

where NI and DI are the numerator and denominator of (6.20) and NQ and DQ are the nu-

merator and denominator of (6.21). The elements of each of these test statistics are calculated

as,

<(Îαxx[ν]) =
1

N

N−1∑
n=0

<(<(x[n]x∗[n− ν])e−j2παn), (6.23)

=(Îαxx[ν]) =
1

N

N−1∑
n=0

=(<(x[n]x∗[n− ν])e−j2παn), (6.24)

<(Q̂αxx[ν]) =
1

N

N−1∑
n=0

<(=(x[n]x∗[n− ν])e−j2παn), (6.25)

=(Q̂αxx[ν]) =
1

N

N−1∑
n=0

=(=(x[n]x∗[n− ν])e−j2παn) (6.26)

Ê[X2
I ] =

1

N

N−1∑
n=0

<(<(x[n]x∗[n− ν])e−j2παn)
2
, (6.27)
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Ê[XIYI ] = Ê[YIXI ] =
1

N

N−1∑
n=0

<(<(x[n]x∗[n− ν])e−j2παn)=(<(x[n]x∗[n− ν])e−j2παn), (6.28)

Ê[Y 2
I ] =

1

N

N−1∑
n=0

=(<(x[n]x∗[n− ν])e−j2παn)
2
, (6.29)

Ê[X2
Q] =

1

N

N−1∑
n=0

<(=(x[n]x∗[n− ν])e−j2παn)
2
, (6.30)

Ê[XQYQ] = Ê[YQXQ] =
1

N

N−1∑
n=0

<(=(x[n]x∗[n− ν])e−j2παn)=(=(x[n]x∗[n− ν])e−j2παn),

(6.31)

Ê[Y 2
Q] =

1

N

N−1∑
n=0

=(=(x[n]x∗[n− ν])e−j2παn)
2
. (6.32)

In order to simplify the computation, it is proposed that we assume that DI ≈ DQ. This reduces

the final test statistic to,

T̂SC−GLRT = N
NI +NQ

DI
, (6.33)

and removes the multiplications in (6.22). Figure 6.24 compares the Pd vs. SNR curves for the

test statistics in (6.22) and (6.33).
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Figure 6.24: Performance comparison of original and modified Split-CAF GLRT test statistics

It can be observed that the performance curves match very closely, indicating that no significant
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performance penalty is incurred by adopting the simplified test statistic in (6.33). The final

implementation of the Split-CAF GLRT detector in HDL Coder is shown in Figure 6.25.
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Figure 6.25: Implementation of Split-CAF GLRT Detector in HDL Coder

This architecture consists of seven main entities: AutoCorr, Multiplex, CycFreqNCO, RstCtrl-

Gen, Rpt, TestCalc and Decision. The AutoCorr, CycFreqNCO and RstCtrlGen entities are

implemented exactly the same as for the GLRT detector in Section 6.4.1. It can be observed

from equations (6.23) - (6.32) that the test statistics in (6.20) and (6.21) are computed in an

identical manner. The only difference is that (6.20) uses the real part of the autocorrelation lag

product and (6.21) uses the imaginary part. Therefore, the hardware required to compute each

test statistic can be shared using the approach described in Section 6.3. In this case, there are

two independent data streams, requiring the shared hardware to run at twice the input sample

rate and all delays to be scaled by a factor of two. The two independent channels are multiplexed

into a single data stream in the Multiplex entity which is shown in Figure 6.26.
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Figure 6.26: Implementation of Multiplex entity in HDL Coder

The autocorrelation lag product is first split into its real and imaginary parts and each signal

is repeated by a factor of two. The two streams are then passed as the inputs to a multiplexer

which alternately chooses between each of its inputs in step with a clock signal, operating at

twice the input sampling rate. The clock signal is generated using a counter which counts from 1

to 0 repeatedly and the output of the counter is converted to a boolean signal using a data type

conversion block. Therefore, the output of the circuit is a single data stream, which consists of

the real and imaginary signals interleaved together. This allows a single instance of the hardware

to process both the real and imaginary parts of the autocorrelation lag product and thus avoids

the need to repeat the hardware twice. Note that the NCO output and the reset signal must

also run at twice the input rate and, therefore, they are passed through the Rpt entity, which

contains a repeat block. Figure 6.27 shows the shared hardware which is implemented inside

the TestCalc entity.
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Figure 6.27: Implementation of TestCalc entity in HDL Coder

The NCOprod entity is implemented slightly differently than previously since it no longer requires

a complex multiplier of the form shown in Figure 6.8. This is because the complex exponential

is now scaled by a real value instead of a complex value and, thus, only two real multipliers

are required instead of four. The TermCalc, NumCalc and DenCalc entities are implemented

as shown in Figures 6.10, 6.12 and 6.13. The only difference is that all delay blocks are scaled

by a factor of two in accordance with the rules for multi-channel hardware sharing. Finally, the

outputs of the NumCalc and DenCalc entities are passed to a demultiplexing circuit in order to

recover NI , NQ and DI . Notice that DQ is terminated since it is not required for the calculation

in (6.33). The implementation of the demultiplexing circuit is shown in Figure 6.28.
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Figure 6.28: Implementation of DeMUX entity in HDL Coder

In the first DeMUX entity, the top branch latches the numerator for the test statistic employing

the real part of the autocorrelation lag product and the bottom branch latches the numerator
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for the test statistic using the imaginary part. This de-interleaves the single data stream back

into two independent streams. These are then down sampled by a factor of two in order to

return them to the original sampling rate. The final stage is to compute the test statistic in

(6.33), which is carried out inside the Decision entity as shown in Figure 6.29.
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Figure 6.29: Implementation of Decision entity in HDL Coder

As was the case for the GLRT and Low Complexity detectors, the proposed mathematical

re-arrangement in (6.14) is applied in order to avoid the division operation.

6.4.5 Split-CAF Low Complexity Detector

The final test statistic for this detector is:

T̂SC−LC =
N(
∣∣∣Îαxx[ν]

∣∣∣2 +
∣∣∣Q̂αxx[ν]

∣∣∣2)

1
N

∑N−1
n=0

∣∣x[n]x∗[n− ν]
∣∣2 . (6.34)

The implementation of this detector in HDL coder is shown in Figure 6.30.

129



Chapter 6. FPGA Targeting of Cyclostationary Feature Detectors

(0,51,0)

(0,51,0)

(0,51,0)

(1,16,14)

(1,25,0)(1,12,0)

Re
pI

n
Re

pO
ut

Rpt

NumRe

NumIm

Den

CtrlIn 

DecOut

Decision 

NCO_In 

MuxDataIn

StrobeIn

NumReOut

NumImOut

Numerator 

1
dataIn

1
dataOut

DenIn 

RstDenIn
DenOut

Denominator 

RstCtrlOut

RstCtrlGen 

MUXIn MUXout

Multiplex

Z-7

Delay

dataInAC dataOutAC

AutoCorr

Cyc_freq_out

CycFreqNCO

Z-3

Delay4

RepIn RepOut

Rpt1

Figure 6.30: Implementation of Split-CAF Low Complexity detector in HDL Coder

This design consists of eight main entities: AutoCorr, Multiplex, CycFreqNCO, Rpt, RstCtrlGen,

Numerator, Denominator and Decision. As with the Split-CAF GLRT detector, the hardware

required to compute the numerator terms in (6.34) can be shared between the real and imaginary

parts of the autocorrelation lag product. Therefore, implementing two instances of the Numera-

tor entity is unnecessary. The AutoCorr, CycFreqNCO, RstCtrlGen, Rpt and Multiplex entities

are implemented in the same manner as previously. The Numerator entity is implemented the

same as in Figure 6.17. However, the CycFreqNCO is not included as this is not part of the

shared hardware. Also, the NCOprod entity only requires two real multipliers instead of four

and a DeMUX entity is included in order to recover both
∣∣∣Îαxx[ν]

∣∣∣2 and
∣∣∣Q̂αxx[ν]

∣∣∣2 . The Denom-

inator entity is implemented the same as shown in Figure 6.19. Finally, the Decision entity

is implemented as shown in Figure 6.29, with a threshold of η = 1.9449 as the test statistic is

Γ(2, 0.5) distributed under the null hypothesis.
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6.4.6 Split-CAF Spatial Sign Detector

The final test statistic is:

T̂SC−SS = N(
∣∣∣Îαss[ν]

∣∣∣2 +
∣∣∣Q̂αss[ν]

∣∣∣2). (6.35)

The full implementation of this detector in HDL Coder is shown in Figure 6.31.
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Figure 6.31: Implementation of Split-CAF Spatial Sign detector in HDL Coder

There are seven main entities: CORDICStages, Multiplex, CycFreqNCO, Rpt, Numerator, RstC-

trlGen and Decision. The CORDICatan and SinCos entities are implemented as shown in

Figures 6.22 and 6.23 and are contained within the CORDICStages entity. Similarly, the RstC-

trlGen, AutoCorr, CycFreqNCO, Multiplex and Rpt entities are implemented the same as pre-

viously for the Split-CAF GLRT and Split-CAF Low Complexity detectors. The Numerator

entity is implemented the same as for the Split-CAF Low Complexity detector with different

wordlengths. Finally, the Decision entity is implemented as shown in Figure 6.21 except that the

threshold is η = 1.9449 since the test statistic is Γ(2, 0.5) distributed under the null hypothesis.

6.4.7 Split-CAF Quantised Detector

The final test statistic for this detector is:

T̂SC−Q = N(
∣∣∣(Îαqq[ν])

∣∣∣2 +
∣∣∣(Q̂αqq[ν])

∣∣∣2). (6.36)
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The implementation of the design in HDL coder is shown in Figure 6.32.
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Figure 6.32: Implementation of Split-CAF Quantised detector in HDL Coder

The design consists of seven main entities: AutoCorr, RstCtrlGen, Multiplex, CycFreqNCO, Rpt,

Numerator and Decision. All entities are implemented the same as previously for the Split-CAF

Spatial Sign detector, minus the CORDIC blocks. However, the AutoCorr operation has been

changed to incorporate the quantisation operation. This block still requires a delay, a complex

conjugate and a complex multiplier which is comprised of four real multipliers as shown in Figure

6.8. However, each of the real multipliers is implemented using the circuit shown in Figure 6.33.
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Figure 6.33: Implementation of Quantised Multiplier in HDL Coder

In the first stage of this circuit, there are three parallel branches which check the state of the

input operands. Note that each input operand can be equal to zero, a positive real number or

a negative real number. If either input operand is zero, then the result of the multiplication

is zero. Therefore, the first branch checks for this condition and outputs a boolean 1 if this

is true. Secondly, if both operands have different signs, then the result of the multiplication
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is negative. This condition is checked in the second parallel branch. Finally, in the third

branch, the condition where both operands have the same sign is checked. In this case, the

result of the multiplication is always positive. Since there are three boolean outputs, then there

is theoretically eight possible states. However, only three are actually possible in practice as

shown in Table 6.1.

Table 6.1: Possible States for Quantisation Circuit

Possible States Meaning

001 Same sign

010 Different signs

100 One or both equal zero

The next stage of the circuit is a binary concatenation block which combines the three separate

boolean values into a single word of the form shown in Table 6.1. Finally, this is used as the

control port of a multiplexer. If the input is “001”, then the output of the multiplexer is the

value 1. This is because the result is positive and thus must be quantised to 1. If the input

is “010”, then the output is -1 since the result is negative and thus must be quantised to -1.

Finally, if the input to the multiplexer is “100”, then the output must be zero. Note that a

zero would be passed to the output of the multiplexer if any other input to the control port of

the multiplexer occurred. However, as mentioned, this is not possible. Therefore, the circuit

in Figure 6.33 implements a real multiplication and quantises the result. This approach has

been employed instead of applying the hard quantisation before the autocorrelation function.

However, both approaches would yield an identical result. The advantage of the quantisation

approach is that the multiplication can be implemented efficiently using low level blocks and

therefore does not require the use of embedded multipliers, which is the case for the previous

six detectors.

6.5 Resource Cost Comparison

Having described the design of each of the considered detection algorithms in HDL Coder,

it is now possible to make a comparative analysis of their resource costs when targeted for

implementation on an Artix-7 FPGA device. This is achieved by carrying out steps 1-6 in

Figure 6.2, after generating VHDL code from the Simulink model using the makehdl command

in HDL Coder. In addition to the VHDL source files, a XDC file is added to the Vivado project
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in order to specify a timing constraint that sets the minimum acceptable clock frequency to be

achieved for each design. The target device is the Artix-7 xc7a100t csg324-1 FPGA.

Tables 6.2-6.8 show the resource costs of each of the designs in terms of FFs, LUTs, BRAMs

and DSP48E1s. Each design was implemented with a timing constraint of 40MHz, which is the

minimum clock frequency required for the detection of IEEE 802.11a/g OFDM signals using

the proposed Split-CAF detection algorithms. This is due to the fact that fs = 20MHz and the

hardware is shared between two independent data streams, leading to a required clock frequency

of 40MHz.

Table 6.2: Resource Utilisation of GLRT Detector

FPGA Resource No. Used No. Available % Used

Flip Flops 2,778 126,800 2.18

LUTs 7,265 63,400 11.45

Memory LUTs 8 19,000 0.04

BRAMs 1 135 0.74

DSP48E1s 48 240 20

Table 6.3: Resource Utilisation of Low Complexity Detector

FPGA Resource No. Used No. Available % Used

Flip Flops 941 126,800 0.74

LUTs 2,870 63,400 4.53

Memory LUTs 6 19,000 0.03

BRAMs 1 135 0.74

DSP48E1s 16 240 6.67

Table 6.4: Resource Utilisation of Spatial Sign Detector

FPGA Resource No. Used No. Available % Used

Flip Flops 1,308 126,800 1.03

LUTs 3,068 63,400 4.84

Memory LUTs 47 19,000 0.25

BRAMs 1 135 0.74

DSP48E1s 12 240 5
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Table 6.5: Resource Utilisation of Split-CAF GLRT Detector

FPGA Resource No. Used No. Available % Used

Flip Flops 5,046 126,800 3.74

LUTs 7,992 63,400 12.96

Memory LUTs 161 19,000 0.85

BRAMs 1 135 0.74

DSP48E1s 46 240 19.17

Table 6.6: Resource Utilisation of Split-CAF Low Complexity Detector

FPGA Resource No. Used No. Available % Used

Flip Flops 1,371 126,800 1.08

LUTs 3,201 63,400 5.05

Memory LUTs 108 19,000 0.57

BRAMs 1 135 0.74

DSP48E1s 14 240 5.83

Table 6.7: Resource Utilisation of Split-CAF Spatial Sign Detector

FPGA Resource No. Used No. Available % Used

Flip Flops 1,890 126,800 1.49

LUTs 3,480 63,400 5.49

Memory LUTs 49 19,000 0.26

BRAMs 1 135 0.74

DSP48E1s 10 240 4.17

Table 6.8: Resource Utilisation of Split-CAF Quantised Detector

FPGA Resource No. Used No. Available % Used

Flip Flops 986 126,800 0.78

LUTs 1,538 63,400 2.43

Memory LUTs 45 19,000 0.24

BRAMs 1 135 0.74

DSP48E1s 4 240 1.67

Comparing the GLRT, Low Complexity and Spatial Sign detectors, it can be seen that the most

costly design in terms of LUTs and FFs is the GLRT detector. This can be attributed to the
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fact that the test statistic in (6.4) is appreciably more complex than the test statistics in (6.15)

and (6.16) and, therefore, naturally requires more resources. The Spatial Sign detector costs

more in terms of fabric than the Low Complexity detector because of the two CORDIC stages.

However, the cost of the CORDIC stages could be reduced if required, e.g. by performing less

iterations. Therefore, it is not necessarily the case that the Spatial Sign detector is more costly

in terms of fabric than the Low Complexity detector.

In order to enable a comparison of the designs in terms of DSP48E1 slices, the multipliers

required for the frequency shift by the cyclic frequency will be eliminated, as this operation

could be performed using a different method e.g. using CORDIC. In total, the GLRT requires

15 real multiplications, which does not include scaling by constants such as N and η, which

are implemented in the FPGA fabric. However, this maps to a total of 44 DSP48E1s, due

to the wordlength growth through the different stages of the detector. In contrast, the Low

Complexity detector requires 8 real multiplications, but only requires 12 DSP48E1s due to the

far simpler architecture. Finally, the Spatial Sign detector only requires 6 real multiplications

due to the elimination of the denominator calculation, mapping to a total of 8 DSP48E1s for

this implementation.

Consulting Tables 6.2-6.8, it can be seen that every design consumes less than 1% of the

available BRAM and Memory LUTs, which shows that these algorithms require a very small

amount of memory resources. Therefore, focus will be placed on the relative costs in terms of

LUTs, FFs and DSP48E1s.

Tables 6.5-6.8 show the resource costs of the proposed Split-CAF detectors. Firstly, com-

paring the Split-CAF GLRT, Split-CAF Low Complexity and Split-CAF Spatial Sign detectors

to their original counterparts, it can be seen that a greater amount of FFs and LUTs are re-

quired overall. The FF count is expected to increase as the delays in the shared hardware must

be scaled by a factor of two. The increase in LUTs can be attributed to additional circuity

which includes the multiplexing and demultiplexing operations, the repeat blocks and the adder

required to compute the final test statistics. However, the increased cost in terms of LUTs is

relatively modest due to the fact that hardware sharing has been employed. This increase in

cost in terms of FFs and LUTs is acceptable given the performance improvement which can

be achieved using the proposed algorithms and the fact that these resources are abundant for

most FPGAs. However, crucially, excluding the multipliers required for the frequency shift,

the Split-CAF GLRT, Split-CAF Low Complexity and Split-CAF Spatial Sign detectors require

44, 12 and 8 DSP48E1s respectively. Therefore, due to the use of the hardware sharing ar-
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chitecture and the proposed arrangements of the test statistics, the performance improvement

associated with the Split-CAF algorithms comes at no additional cost in terms of embedded

multipliers. This is significant as DSP48E1s are a less abundant resource on the FPGA and,

thus, saving them is an important consideration. The proposed Split-CAF quantised detector

has the lowest LUT count of all of the considered detectors and uses the second lowest amount of

FFs after the Low Complexity detector, even considering the fact that time scaling is required

for its implementation. Moreover, due to the elimination of the complex multiplier required

for the autocorrelation calculation, the design only requires 2 real multiplications which maps

to 4 DSP48E1s on the FPGA. This serves to demonstrate the computational efficiency of the

proposed Split-CAF Quantised detector.

It is clear that the most hardware efficient design is the Split-CAF Quantised detector, since

it consumes the least amount of LUTs and DSP48E1s and has the second lowest FF count

of all of the considered approaches. Therefore, when optimising purely for resource cost this

detector should be chosen. Conversely, the most costly designs are the GLRT and Split-CAF

GLRT detectors. Considering that these detectors offer no performance advantage over the Low

Complexity and Split-CAF Low Complexity detectors in any noise environment, the additional

cost required for their implementation is not justified. Therefore, it is recommended that the

Low Complexity detectors are chosen over the GLRT detectors. The Spatial Sign and Split-

CAF Spatial Sign detectors are slightly more costly in terms of fabric than the Low Complexity

and Split-CAF Low Complexity detectors for these implementations, due to the requirement

for the CORDIC stages. However, this may not always be the case if the implementation is

done differently i.e. less iterations are performed. More importantly, the Spatial Sign and

Split-CAF Spatial Sign detectors require less embedded multipliers than the Low Complexity

and Split-CAF Low Complexity detectors and perform better in impulsive noise environments.

Furthermore, the Split-CAF Spatial Sign compares favourably to the Spatial Sign and Split-CAF

Quantised detectors in terms of hardware cost, and performs most robustly in all considered noise

environments.

To conclude this analysis, the most computationally efficient solution is the Split-CAF Quan-

tised detector and this should be chosen when optimising for hardware cost. However, due to

its robust performance in all considered noise environments and its modest hardware cost, it

appears that the most optimal solution is the Split-CAF Spatial Sign detector. One drawback of

using hardware sharing to implement the Split-CAF detectors is the need for a clock rate which

is twice the input sampling period. For DVB-T and IEEE 802.11a/g signals, this translates to a
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required maximum of 40MHz which is easily achievable. For signals with much higher sampling

rates, achieving the required clock rate may become problematic and more attention will be

required to ensure that the designs are adequately pipelined. However, it is recommended that

hardware sharing is employed when implementing the Split-CAF detectors due to the advantages

in terms of resource cost.

6.6 Performance Verification

In this section, the performance of the fixed point HDL Coder models are verified. As mentioned

previously, the test signal is an IEEE802.11a/g Non-HT OFDM signal observed over a duration

of N = 1600 samples in AWGN noise. The noise variance is σ2
n = 0.05, Pfa = 0.1, the range

of tested SNRs is -25dB to 5dB in steps of 2dB and a total of 1000 iterations are performed at

each SNR level. A 2dB step and 1000 iterations were used in order to reduce the time required

for the simulation. Figure 6.34 compares Pd vs. SNR curves for the HDL Coder models of each

detector using floating point arithmetic. The floating point models are intended as a golden

reference, which can be used to verify that the fixed point designs work as expected.
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Figure 6.34: Pd vs. SNR Floating Point HDL Coder Models

It can be seen that the best overall performance in the AWGN channel is obtained for the Split-

CAF GLRT and Split-CAF Low Complexity detectors. This is followed by the GLRT, Low
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Complexity and Split-CAF Spatial Sign detectors. Finally, the poorest performance is exhibited

by the Spatial Sign and Split-CAF Quantised detectors. These results are in accordance with

the findings reported in Chapters 4 and 5, thus showing that the HDL Coder models function

correctly. Figures 6.35-6.41 compare the performance of the floating point and fixed point HDL

Coder models. It can be observed that the curves match very closely for each of the detectors,

which verifies that the designs work as expected.
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Figure 6.35: Performance verification of GLRT detector in HDL Coder
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Figure 6.36: Performance verification of Low Complexity detector in HDL Coder
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Figure 6.37: Performance verification of Spatial Sign detector in HDL Coder
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Figure 6.38: Performance verification of Split-CAF GLRT detector in HDL Coder
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Figure 6.39: Performance verification of Split-CAF Low Complexity detector in HDL Coder

142



Chapter 6. FPGA Targeting of Cyclostationary Feature Detectors

-25 -20 -15 -10 -5 0 5

Signal to Noise Ratio (dB)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ro

b
a
b
ili

ty
 o

f

Performance verification for Split-CAF Spatial Sign Detector

Floating Point HDL Coder

Fixed Point HDL Coder

Figure 6.40: Performance verification of Split-CAF Spatial Sign detector in HDL Coder
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Figure 6.41: Performance verification of Split-CAF Quantised detector in HDL Coder

In addition to verifying the performance of the HDL Coder models, the designs have been tested

on the Artix 7 device using the FPGA-in-the-loop feature provided by MathWorks.
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Figure 6.42: Performance verification of detectors using FPGA-in-the-loop

This feature enables simulation of hardware running on an FPGA to be conducted using the

Simulink environment. Figure 6.42 shows the results of passing an IEEE 802.11a/g test signal

corrupted by AWGN at an SNR of 10dB into each of the implemented detectors. Each detector

returns a boolean ‘1’ after N = 1600 samples plus some additional latency, indicating the

presence of the IEEE 802.11a/g signal and verifying that the designs work as expected on the

FPGA. The latency is caused by the addition of pipeline registers in the signal path. Note the

Spatial Sign and Split-CAF Spatial Sign detectors incur the largest latency due to the CORDIC

stages, where registers are placed in between each cell.

6.7 Chapter Summary

In conclusion, this chapter has considered the FPGA implementation of the various cyclosta-

tionary feature detection algorithms introduced in this thesis. The chapter started by reviewing

the software tools and features that were required for this task which included HDL Coder and

Vivado. Following this, a brief review of multi-channel hardware sharing was provided.

Having covered the necessary background, a detailed description of the implementation of

each detector in HDL Coder was provided. It is desirable to ensure that FPGA resources

are utilised as efficiently as possible and, therefore, multi-channel hardware sharing was em-

144



Chapter 6. FPGA Targeting of Cyclostationary Feature Detectors

ployed in the implementation of the proposed detectors. Furthermore, a simple mathematical

re-arrangement was proposed which renders the division operation unnecessary for test statistics

that are expressed as a fraction. This is useful because division can often be a costly and difficult

operation to implement in FPGA hardware.

The relative resource cost of each of the algorithms was assessed for implementation on a

Xilinx Artix-7 FPGA and it was shown that the most efficient design in terms of area was the

proposed Split-CAF Quantised detector. Therefore, when optimising for hardware cost, this

detector should be employed. In contrast, it was found that the most costly designs were the

GLRT and Split-CAF GLRT detectors. Due to the fact that they offer no performance benefit in

any noise environment when compared to the Low Complexity and Split-CAF Low Complexity

detectors, it is recommended that these are not used. The Spatial Sign and Split-CAF Spatial

Sign detectors are advantageous compared to the Low Complexity detectors because they use

less embedded multipliers and perform more robustly in impulsive noise. Finally, due to its

superior overall performance in AWGN and impulsive noise and its modest hardware cost, it

appears that the most optimal solution is the Split-CAF Spatial Sign detector.
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Conclusions

7.1 Resume

At a high level, this thesis has addressed the problem of spectrum sensing of OFDM signals us-

ing cyclostationarity. In particular, several algorithms that are based on estimation of the CAF

have been derived and their relative detection performance has been assessed for both AWGN

and impulsive noise environments. Subsequently, the relative costs of each of the algorithms

have been analysed and compared when targeting a Xilinx FPGA platform. The contents of

this thesis can now be summarised in more detail.

In Chapter 4, an overview of the signal detection problem and the hypothesis testing framework

was provided. Following this, it was established that OFDM signals are wide sense cyclostation-

ary due to the inclusion of a CP, and that this property can be exploited for detection purposes.

From the literature, three prominent algorithms were introduced that involve the computation

of statistical tests based on estimation of the CAF. These were the GLRT, Low Complexity

and Spatial Sign detectors. The distributions of each of these test statistics was established

under the null hypothesis, allowing a threshold to be set that guarantees a desired probability

of false alarm. Having derived each of the algorithms, their performance in detection of IEEE

802.11a/g and DVB-T waveforms was assessed in both AWGN and impulsive noise environments.

In Chapter 5, the complex CAF was split into two complex component functions, which

were used as the basis for four new detection algorithms: the Split-CAF GLRT, Split-CAF

Low Complexity, Split-CAF Spatial Sign and Split-CAF Quantised detectors. The Split-CAF

GLRT, Split-CAF Low Complexity and Split-CAF Spatial Sign detectors can be considered re-
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derivations of the original algorithms introduced in Chapter 4, using the proposed CAF splitting

approach. Conversely, the Split-CAF Quantised detector is a completely new algorithm that

combines a hard quantisation of the input data with the CAF splitting method. As was the

case for the original algorithms, the proposed test statistics were derived from first principles

and their distributions under the null hypothesis were established. The performances of the

proposed detectors was assessed for detection of IEEE 802.11a/g and DVB-T signals in both

AWGN and impulsive noise environments and these results were compared to the algorithms in

Chapter 4. Furthermore, the performance of the algorithms in multipath channels and in the

presence of an uncorrected frequency offset was assessed.

In Chapter 6, all seven detection algorithms were implemented using HDL Coder and targeted

to a Xilinx 7 Series FPGA. A thorough description of the implementation of each algorithm was

provided and the relative resource costs of each algorithm were compared and analysed. In

terms of FPGA design, it was suggested that a simple mathematical re-arrangement be applied

to test statistics expressed as a fraction in order to circumvent a costly division operation. Also,

for the Split-CAF algorithms, hardware sharing techniques were applied in order to ensure that

resources were not used unnecessarily.

7.2 Summary of Results

In Chapter 4, it was established that the best detection performance in an AWGN channel was

achieved by the GLRT and Low Complexity detectors. In contrast, it was found that the Spatial

Sign detector exhibits a performance loss when compared to the GLRT and Low Complexity

detectors in the AWGN channel. However, the Spatial Sign detector performs robustly in both

contaminated Gaussian and Cauchy impulsive noise. In contrast, the performance of the GLRT

and Low Complexity detectors degrades significantly in both types of impulsive noise. In partic-

ular, these detectors are unable to achieve the desired Pfa when operating in Cauchy impulsive

noise. These results were obtained for both IEEE 802.11a/g and DVB-T test signals.

In Chapter 5, it was found that the best performance in an AWGN channel was achieved using

the Split-CAF GLRT and Split-CAF Low Complexity detectors. Further, the Split-CAF Spatial

Sign detector matched the performance of the GLRT and Low Complexity detectors and the

Split-CAF Quantised detector matched the performance of the Spatial Sign detector. These
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results are repeated in Figure 7.1 below for an IEEE 802.11a/g test signal.
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Figure 7.1: Pd vs. SNR comparison of all detectors IEEE 802.11a/g in AWGN

In contaminated Gaussian noise, the best performing detector was the Split-CAF Spatial Sign

detector. This was closely followed the Split-CAF Quantised detector which slightly outper-

formed the Spatial Sign detector. The performance of the Split-CAF GLRT and Split-CAF Low

Complexity detectors degraded significantly in the contaminated Gaussian noise. However, they

were still able to improve upon the GLRT and Low Complexity detectors. Conversely, in the

Cauchy noise, the Split-CAF Quantised detector achieved the best overall performance. This

was followed closely by the Split-CAF Spatial Sign detector which performed marginally worse.

However, both detectors outperformed the Spatial Sign detector in this noise environment. As

with the GLRT and Low Complexity detectors, it was found that the Split-CAF GLRT and

Split-CAF Low Complexity detectors were unable to achieve the desired false alarm rate due to

to the fact that the asymptotic normality of the CAF is violated by the Cauchy noise. When

considering all noise environments together, it was found that the Split-CAF Spatial Sign de-

tector achieved the best overall performance. The results for both contaminated Gaussian and

Cauchy noise for an IEEE802.11a/g test signal are repeated in Figures 7.2 and 7.3.
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Figure 7.2: Pd vs. SNR comparison of all detectors IEEE 802.11a/g in contaminated Gaussian
Impulsive noise
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Figure 7.3: Pd vs. GSNR detector comparison for IEEE802.11a/g in Cauchy Impulsive noise

This analysis has demonstrated that employing the proposed Split-CAF algorithms can offer

an appreciable performance improvement over the traditional algorithms without employing
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any additional information e.g. autocorrelation lags and/or cyclic frequencies. Furthermore,

it was shown that all of the algorithms are sensitive to increasing delay spread and decreasing

coherence times in time varying multipath channels, but can perform robustly in the presence

of an uncorrected frequency offset.

In Chapter 6, it was found that the most resource efficient algorithm was the Split-CAF

Quantised detector and its should be chosen if optimising for hardware cost is the primary

objective. It is also able to operate robustly in AWGN and outperforms the Spatial Sign detector

in both types of impulsive noise. In contrast, the Split-CAF GLRT and GLRT detectors were

the most computationally expensive and consumed the most resources. Due to the fact that

they offer no performance advantage and are significantly more costly than the Split-CAF Low

Complexity and Low Complexity detectors, it is recommended that these algorithms are not used

in practice. In fact, for an AWGN channel, the most optimal solution is the Split-CAF Low

Complexity detector. However, the Spatial Sign and Split-CAF Spatial Sign detectors have the

advantage that they operate robustly in impulsive noise and require less embedded multipliers

than the Low Complexity detectors. Furthermore, the Split-CAF Spatial Sign detector matches

the performance of the Low Complexity and GLRT detectors in AWGN and outperforms the

Spatial Sign detector in both impulsive noise environments. Overall, when taking into account

performance in both AWGN and impulsive noise and hardware cost, the Split-CAF Spatial Sign

detector is the most optimal choice of all considered detectors. A disadvantage of the approach

used to implement the Split-CAF algorithms is that the designs must be capable of running at

a clock of frequency equal to twice the input sampling rate, which could become problematic

when detecting signals with high sampling rates. However, the savings that can be achieved

through the use of hardware sharing makes it a very important feature of the implementations

of the Split-CAF algorithms.

7.3 Future Work

In terms of future work, there are several points that would be interesting to address:

• In Chapter 5, four detection algorithms were derived based on the proposed CAF splitting

technique. It would be interesting to see if it were possible to derive further test statistics

using this method and to compare their performances to the proposed algorithms. In

this thesis, the spatial sign and quantisation functions were applied and combined with

the CAF splitting approach. However, for example, other non-linearities exist such as
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the Soft Limiter function [85] which could be combined with the CAF splitting to form a

new detector. Furthermore, it would be interesting to see how any new algorithm might

compare to the proposed algorithms when implemented on an FPGA e.g. in terms of

resource cost.

• In this thesis, only a single lag and single cyclic frequency was considered in testing the

performance of the proposed algorithms. Therefore, a next step would be to extend the

test statistics to incorporate additional lags and/or cyclic frequencies and measure the

performance improvement that can be achieved. Furthermore, only a single receive antenna

was employed and, therefore, it would be interesting to see how the proposed detection

algorithms could be combined with spatial diversity to achieve an improved detection

performance.

• In [85], a mathematical proof is provided which justifies the observation that the cyclo-

stationary features are preserved after applying the spatial sign function. It would be

interesting to see if this method or similar could be used to justify the preservation of the

cyclostationary features after applying the hard quantisation in Chapter 5.

• This thesis has focussed exclusively on applying cyclostationary detection algorithms to

the detection of OFDM primary user waveforms. Therefore, a future goal for this research

would be to test the algorithms proposed in Chapter 5 for different possible primary user

signals and standards.
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Appendix A

Additional Results

This appendix contains additional results that were omitted from the main body of the thesis.

These consist mainly of results to verify the existing and proposed detectors using DVB-T signals

with different CP lengths i.e. 1/8, 1/16 and 1/32 of the useful symbol duration.
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Figure A.1: Pd vs. SNR comparison for Split-CAF GLRT and GLRT detectors in AWGN
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Figure A.4: Pd vs. SNR comparison of all detectors DVB-T in AWGN CP = 1/8
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Figure A.5: Pd vs. SNR comparison of all detectors DVB-T in AWGN CP = 1/16
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Figure A.6: Pd vs. SNR comparison of all detectors DVB-T in AWGN CP = 1/32
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Figure A.7: Pd vs. SNR comparison of all detectors DVB-T CP = 1/8 in contaminated Gaussian
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Figure A.8: Pd vs. SNR comparison of all detectors DVB-T CP = 1/16 in contaminated
Gaussian noise
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Figure A.9: Pd vs. SNR comparison of all detectors DVB-T CP = 1/32 in contaminated
Gaussian noise
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Figure A.10: Pd vs. GSNR comparison DVB-T CP = 1/8 in Cauchy impulsive noise
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Figure A.11: Pd vs. GSNR comparison DVB-T CP = 1/16 in Cauchy impulsive noise
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Figure A.12: Pd vs. GSNR comparison DVB-T CP = 1/32 in Cauchy impulsive noise
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