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Abstract

A new open-source hybrid CFD-DSMC solver, called hyperFoam, has been implemented

within the OpenFOAM framework. The capabilities of the OpenFOAM computational

fluid dynamics (CFD) solver rhoCentralFoam for supersonic simulations were analysed,

showing good agreement with state-of-the-art solvers such as DLR-Tau, and then en-

hanced, by incorporating the local time stepping (LTS) and adaptive mesh refinement

(AMR) techniques. These aspects would later be used for the development of the hy-

personic CFD code hy2Foam.

hyperFoam relies on hy2Foam and the direct direct simulation Monte Carlo (DSMC)

code dsmcFoam to be able to resolve the flow physics while under the slip-transition

regime. Using a mixture of Boyd’s Gradient-Length-Local Knudsen number and a gen-

eralised modified Chapman-Enskog parameter, hyperFoam is capable of identifying the

continuum and rarefied zones within the computational domain and solve each with its

respective CFD or DSMC solver. hyperFoam has been used to simulate several Couette

flow with heat transfer test cases, each of different complexity. Good agreement was

shown between the DSMC and hybrid results for these simulations. The hybrid code

was then used to analyse a hypersonic cylinder. Reasonably similar accuracy was found

between the DSMC and hybrid results for vibrationless N2 and N2 −O2. However, for

O2 important discrepancies were found due to an inconsistency between continuum and

rarefied vibrational modelling.
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Chapter 1

Introduction

1.1 Motivation

Since time immemorial, mankind has looked up in wonder, marvelling at the sky,

trying to understand and reach the heavens. Even after having reached the stage of

space exploration our interest has not diminished. The current interest lies on different

fronts.

On one hand, present and future developments in air transport technologies are aimed

at achieving hypersonic commercial flight. Projects such as HIKARI (HIgh speed Key

technologies for future Air transport - Research & Innovation cooperation scheme) [1]

and FAST20XX (Future high-Altitude high-Speed Transport 20XX) [2] have focused

on the research and development of the elements needed to achieve these goal within

35 years. This research has generated concepts like the SpaceLiner [3], designed to be

able to travel from Europe to Australia in 90 minutes, reaching speeds up to 7 km/s.

Another interesting focus of research is that of reusable launchers. There is quite an

enthusiasm for SpaceX and its capabilities of landing the first stage of their launcher.

However, current research is also focused on reusable Single-Stage-To-Orbit (SSTO)

vehicles, with concepts such as the cFASTT-1 [4], designed at the University of Strath-

clyde.

Finally, it is impossible to talk about these topics without mentioning space itself. Plans

for many future space missions involve spacecraft entering a planetary atmosphere. The
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Orion Crew Module [5–7] has been designed for both Martian landing and Earth reentry.

All of these fields require in-depth studies of the flow around the vehicles. A fault

on the design of the vehicles or a problem during flight could cause damage to the

spacecraft, or worse, the loss of human life. For this reason, exhaustive computational

analysis should be performed on all of these scenarios.

The complexity of the physics involved has to be taken into account when dealing with

these problems numerically. The hypersonic regime leads to strong shock waves that

generate a dramatic increase in the temperature after the shock. These high temper-

atures activate the vibrational modes of the molecules that comprises air. Whereas

all exchange between the energy modes require certain number of collisions to reach

an equilibrium, it is usually the vibrational and electronic energy modes the ones that

require the most. This leads to situations where, even though they are enough col-

lisions during the characteristic time of the flow for the translational and rotational

temperatures to be in equilibrium, this number of collisions is insufficient for the vibra-

tional temperature. In addition, chemical reactions start occurring once the gas reaches

characteristic temperatures that depend on the species involved. These chemical reac-

tions are of special importance due to their endothermic nature, thus absorbing energy

that would otherwise lead to increasing surface heating. Figure 1.1 shows the typical

ranges in terms of altitude and speed for which thermal non-equilibrium and chemical

reactions occur during reentry. For these reasons, considering thermal and chemical

non-equilibrium can drastically improve the accuracy of a numerical simulation.

Not only that, but the high altitudes that these applications usually occur at, can

even change the physical models altogether. High altitudes in the atmosphere are char-

acterised by low density, which means high values for the mean free path, λ, that is

the average distance a molecule has to travel before colliding with another. If the

Knudsen number, Kn, defined as the ratio between the mean free path and a char-

acteristic length of the problem, increases too much, the continuum hypothesis of the

Navier-Stokes equations of fluid dynamics could break down, and rarefied gas dynamics
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models would be used instead (see Figure 1.2). In this situation, different numerical

methods other than conventional continuum solvers would need to be employed to be

able to characterise the flow field correctly.
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Figure 1.1: Flow-field features encountered during the Earth atmosphere reentry
(adapted from [8]). A qualitative altitude interval at which the hybrid solver would be
more efficient is indicated in green.
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Figure 1.2: Flow regimes depending on Kn

Such situation is of significance during reentry, as the spacecraft would pass through

the full range of Kn (see Figure 1.1). While high up in the atmosphere, the gas around

the spacecraft would be rarefied, and a possible method to use would be the direct
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simulation Monte Carlo (DSMC) method. The DSMC method, developed by Bird [9],

can be used efficiently for high values of the Knudsen number, and its use is widely

extended, especially among academic research groups and space agencies.

At sea level, the continuum assumption holds, and so conventional Computational Fluid

Dynamics (CFD) can be used to solve the Navier-Stokes equations, valid at these alti-

tudes. There is a Kn range, however, for which the flow around the spacecraft would

not be completely rarefied nor continuum. For these conditions, the selection of the

solver is anything but trivial. On one hand, the continuum hypothesis would stop be-

ing valid in the rarefied regions, so a CFD solver would not obtain accurate results in

them. On the other hand, the computational cost of a DSMC simulation scales with

Kn−4 [10], which could render the simulation impractical.

A possible solution to this conundrum is the use of both type of solvers, each acting

in the portions of the domain where they are best suited for. This is called a hybrid

solver. A qualitative representation of the altitude interval at which the hybrid solver

would be more effective is shown in Figure 1.1.

1.2 Previous work

1.2.1 CFD

There is a wide range of computational codes that can be used for aerothermo-

dynamics simulations. NASA has years of expertise, with both the LAURA [11]

and DPLR [12] solvers. The DLR-TAU solver from the German Aerospace Center

(Deutsches Zentrum für Luft- und Raumfahrt DLR) has also been used for hypersonic

applications [13, 14]. Some universities have developed their own codes as well, like

LeMANS [15, 16] from the University of Michigan. In the next paragraphs, some of

these solvers are described in detail, together with an open-source code.
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LAURA

LAURA (Langley Aerothermodynamic Upwind Relaxation Algorithm) is a com-

putational aerothermodynamics code developed at NASA Langley Research Center.

It has a variety of chemical models [17], uses the High-Temperature Air Radiation

(HARA) [18,19] code for coupled radiation calculations, and can perform coupled and

uncoupled ablation calculations.

LAURA has been used to simulate a variety of reentry vehicles, from Space Trans-

portation System (STS) 2 [20], to perform, together with other CFD codes, the nu-

merical analysis on STS-107 (Space Shuttle Columbia) accident [21]. In addition, the

Orion Crew Module, has been simulated for different altitudes, comparing the results

with DSMC simulations, to be able to predict at which altitude CFD cannot be used

any longer [5].

DPLR

DPLR (Data-Parallel Line Relaxation) is a CFD solver developed at NASA Ames

Research Center. It includes different physical models, such as finite-rate reaction ki-

netics, chemical non-equilibrium processes, and ionised flow physics, and it allows for

the simulation of ablation [22]. Although DPLR doesn’t include a radiation code, it per-

mits loose coupling with external codes, and has been used with the Non-Equilibrium

Air Radiation (NEQAIR) [23,24] code.

DPLR has been used several times for hypersonic simulations, such as the afterbody

flow of the Project Fire II ballistic reentry [25], as well as the afterbody heating rates of

the Apollo AS-202 Command Module reentry [26] and the Orion Crew Module [6]. As

a case worth mentioning, DPLR was also used to calculate the effects a protruding gap

filler will cause during reentry for STS-114, resulting in an additional extravehicular

activity to remove the gap filler and avoid an accident similar to that of the Space

Shuttle Columbia [27].
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rhoCentralFoam and hy2Foam

rhoCentralFoam is an open-source CFD solver developed within the OpenFOAM

(Open Field Operation and Manipulation) platform [28]. Whereas the solver is suited

for high-speed simulations [29–31], it can only simulate single-species flow in thermal

equilibrium. To extend the OpenFOAM’s CFD capabilities, hy2Foam was developed

at the University of Strathclyde [32,33]. Based on rhoCentralFoam numerical schemes,

hy2Foam adds a two-temperature model, by considering both translational-rotational

and vibrational-electronic energy pools. In addition, multiple species can now be in-

cluded in the simulation, also incorporating chemical reactions, based on different mod-

els. hy2Foam has been tested on the Mach 11.3 flow of non-reacting nitrogen over a

blunted cone, and the Mach 20 flow of reacting nitrogen over a cylinder [34].

1.2.2 DSMC

DSMC includes by default quite a number of pre-requisites for aerothermodynamics

simulations, therefore there are few differences between a standard DSMC code and one

suitable for hypersonics. The following paragraphs describe some of these codes.

MONACO

MONACO is a DSMC code from the University of Michigan first developed by Di-

etrich and Boyd [35, 36]. It has multi-species capabilities, allows for arbitrary 2D and

3D geometries, can calculate gas-surface interaction, and uses the No Time Counter

(NTC) [37] collision method and the Total Collision Energy (TCE) chemical reaction

model [38]. The code can only be used from within the United States.

MONACO has been used on a wide variety of test cases, ranging from hypersonic

flow [39–42] to nonequilibrium flow around spacecraft [43, 44]. In addition, the code

has been successfully merged with a Particle-In-Cell (PIC) technique [45] for the sim-

6



Chapter 1. Introduction

ulation of plasmas [46], and with CFD for the simulation of hypersonic flow with both

continuum and rarefied regions [47–50].

DAC

DAC (DSMC Analysis Code) is a code from NASA Johnson Space Flight Center.

Developed by LeBeau [51], DAC is capable of multi-species simulations, can adapt the

grid used for collision automatically, and uses the Larsen-Borgnakke energy redistribu-

tion [52], and the TCE model, with the Quantum-Kinetic (Q-K) chemistry model [53]

having been recently implemented [54].

DAC has been used to simulate the reentry of NASA’s X-38 test vehicle [51], the

aerothermodynamic of the Mars Pathfinder [55] and of the Mars Global Surveyor [56],

the effect of the Reaction Control System (RCS) plumes on both the flowfield near the

Space Shuttle and on the aerodynamic loads on the Mir Space Station [57], and the

reentry of the Orion Crew Module [6].

dsmcFoam and dsmcFoam+

dsmcFoam is an open-source DSMC solver developed within the OpenFOAM frame-

work at the University of Strathclyde [58, 59]. It can deal with arbitrary 2D/3D ge-

ometries, can be used for multi-species simulations, employs a quantum version of the

Larsen-Borgnakke procedure for energy redistribution, and uses the Quantum-Kinetic

method for the chemical reactions present in the flow. Recently, electronic energy has

been added to the solver [60,61], with this new solver being called dsmcFoam+.

dsmcFoam has been used to simulate the flow past the Orion Crew Module [62],

and the SARA capsule [63], as well as the demise of a satellite [64], and the interaction

between a rocket plume and a surface, in the same conditions as on Phobos [65].
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1.2.3 Hybrid solvers

Two main issues need to be taken into account before elaborating on hybrid solvers:

the criterion to determine the different regions (and thus the interface between them),

and the method used to transmit the information from one region to the other.

To distinguish between separation from equilibrium, different parameters have been

proposed, all of them calculated using macroscopic flow properties. The most notable of

these parameters are Bird’s parameter [66], Garcia’s Chapman-Enskog parameter [67],

and Boyd’s Gradient-Length-Local Knudsen number (KnGLL) [68]. The definition of

these parameters will be further explored in Chapter 4.

Regarding the information transfer between regions, two methods are typically used

(see Figure 1.3). Flux-base coupling consists on the calculation of mass, momentum,

and energy fluxes at the interface, according to both the rarefied and continuum solvers.

In general, these two fluxes will be different, and therefore a modified one must be cal-

culated to mantain the conservativeness of the resulting code. The modified flux will

then be used to create a particle distribution for the rarefied region at the interface,

and employed as boundary condition for the continuum region as well.

In state-based coupling, each region is extended past the interface, and the macroscopic

properties of each are calculated in these cells, called buffer cells. The particle average

of the rarefied region will be used as the macroscopic values in the buffer cells of the

continuum region, while the macroscopic properties of the continuum region will be

used to generate particles in the buffer cells of the rarefied region. Using this method

each solver will handle the fluxes through the interface themselves, making them inher-

ently conservative. In general, the statistical scatter on the calculation of fluxes for the

flux-based coupling has been shown to scale as errorflux ∼ errorstate/Kn [69]. As the

error in the cell average scales with the number of samples with a factor of 1/
√
Kn,

to obtain errorflux ≈ errorstate, the required number of samples will scale as 1/Kn2.

As the interface is usually in near-equilibrium conditions (Kn ∼ 0.01) [70], flux-based

coupling finds itself at a clear disadvantage.
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In addition, three types of coupling can be distinguished depending on the frequency

of information transfer. A decoupled solver will pass information only after the solvers

have reached steady state, whereas a fully-coupled solver will do so at every time step.

A loosely-coupled solver stands in between, the information transfer occurring more

frequently than for decoupled solvers, but not as often as for fully-coupled.

FcFp

(a) Flux-based coupling

Generate ParticlesAverage over Particles

(b) State-based coupling

Figure 1.3: Typical hybrid coupling procedures (adapted from [70])

Despite the initial disadvantage of flux-based coupling regarding statistical scat-

ter, numerous hybrid codes have been developed using this coupling method. Within

flux-based coupling, Hash and Hassan employed a decoupled solver for the study of a

rarefied flow over a blunted cone at Mach 10.3 [71]. The solver used results from a

previous continuum simulation to generate the KnGLL, and used both the Maxwellian

and the Chapman-Enskog distributions to generate the particles at the interface. A

loosely-coupled implementation was used on the study of a Couette flow [72]. A de-

coupled solver was also applied to a plume flow through a high speed nozzle into hard

vacuum by George and Boyd [73]. Their solver used the Chapman-Enskog parameter

for region determination, and it was observed that the DSMC results greatly improved

the accuracy of the solution when compared with the original CFD simulation. Finally,

decoupled methods have also used the DSMC results to correct the CFD solution on

near-wall regions. Bourgat et al. simulated a near-rarefied flat plate using CFD through

the entire domain, but overlapping the DSMC solver near wall boundaries. This was

shown to capture the friction forces more accurately than the generic slip boundary
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conditions used by the CFD solver itself [74].

Wadsworth and Erwin, developed a strongly coupled hybrid solver that used Maxwellian

distributions to generate the particles at the interface. The solver was used to simulate

1D shocks [75], and a 2D rarefied slit flow [76].

Stephani modified and coupled NASA’s DPLR and DAC code, resulting in a hybrid

solver capable of dealing with multi-species flows [77]. The CFD and DSMC regions are

defined by a modified form of Garcia’s Chapman-Enskog Parameter, and the DSMC

particles are initialised from the CFD results by using modified Chapman-Enskog distri-

butions, that take into account rotational and vibrational internal degrees of freedom,

as well as diffusion. This distribution reduces to the classic Chapman-Enskog distribu-

tion for a single-species flow with no internal degrees of freedom. The solver was used

to examine a boundary layer flow, and the region in proximity to a normal shock, for

a five-species gas mixture. The solver was then used to analyse hypersonic boundary

layer flow over a discrete surface roughness element, with regard to the STS-119 flight

experiment. Results from the hybrid were compared to DPLR, showing the importance

of including non-equilibrium effects on these calculations.

On the other hand, many efforts have also been devoted to the implementation of

state-based coupling hybrid solvers. Roveda et al. developed a strongly coupled code

that uses Euler and DSMC solvers. Time-accurate 1D shock waves [78] and unsteady 2D

slit flow [79] were simulated using this solver. Having implemented the Euler equations

into the CFD portion of the code, which do not consider non-equilibrium phenomena,

allows for the use of Maxwellian distributions to generate the particles on the buffer

region.

In addition, dealing with a cell-based transfer of information between continuum and

rarefied regions allowed for the implementation of different techniques that rely on cell

properties. Garcia et al. extended adaptive mesh refinement (AMR) to use a parti-

cle method on regions requiring microscopic resolution, and a continuum method for
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larger scales, with different levels of refinement. This method, the adaptive mesh and

algorithm refinement (AMAR), was designed to simulate flows with length scales that

span several orders of magnitude. AMAR was then used to simulate thermodynamic

equilibrium, an impulsive piston, a Rayleigh problem, and the flow past a sphere, show-

ing good agreement with pure particle methods while reducing the number of particles

required [80].

Following the creation of the AMAR method, Wijesinghe et al. modified it to imple-

mented a time-adaptive technique to use with hybrid solvers. After an initial CFD

solution is obtained and stored, using a suitable time step, the DSMC regions are cal-

culated, using smaller steps. As such, the amount of iterations for the CFD solver is

reduced, while maintaining accuracy in the DSMC region. It was validated for different

test cases, including thermodynamic equilibrium and shock waves [81].

Carlson et al. employed the Information Preservation (IP) methodology to simu-

late a shock tube filled with argon [82]. This method reduced the statistical scatter

in the buffer region by tracking the macroscopic flow properties of the DSMC domain.

Whereas the results showed good agreement with experiments, the computational re-

sources spent by the hybrid were higher than a pure DSMC simulation. Simulations

over a flat plate and a micro aerofoil were later performed by Sun et al. [83], and

showed lower computational expenses by larger percentage of CFD cells, as the addi-

tional macroscopic calculations needed in the DSMC domain are reduced in number.

Schwartzentruber and Boyd developed the Modular Particle-Continuum (MPC)

method, combining the CFD code LeMANS and the DSMC code MONACO, and used

it to simulate 1D shocks [70], with KnGLL = 0.05 as the breakdown parameter. Pos-

terior work on this code has improved the breakdown parameter to include thermal

non-equilibrium, defining a new parameter Kntra−rot, where the subscripts tra and rot

stand for translational and rotational respectively. This MPC solver was then be used

on a 2D hypersonic cylinder, with max(KnGLL,Kntra−rot) = 0.05 as the breakdown

parameter [47]. The MPC method has been used for different test cases [48–50], and
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extended to model rotational [84] and vibrational [85] non-equilibrium, as well as multi-

species flows [86].

Abbate et al. developed both a steady-state and an unsteady solver. For the steady-

state solver, the different regions are identified using KnGLL as breakdown parameter,

and the overlapping region is determined by a variations of Kn. CFD and DSMC

are then calculated independently in their subdomains until steady-state is achieved.

At this point, the breakdown parameter is recalculated and the domain is once again

split. This process is repeated until the KnGLL exceeds the breakdown criterion only

in the DSMC region. A similar process is followed by the unsteady solver, except

that the coupling is reapplied when a preset coupling time-step is reached, such that

∆tcoupling >> ∆tCFD,∆tDSMC . The method was applied to a 1D shock tube and a

2D expanding jet, showing that the accuracy of the solution is greater than the one

obtained by purely CFD methods [10]. Later work focused on a supersonic expansion,

showing the validity of this methodology for high-speed applications [87].

A scheme suitable for unstructured meshes was developed by Wu et al., and it was

validated using 2D supersonic flow over a wedge and 3D flow of parallel orifice jets [88].

Using a different CFD solver, the code was modified for parallel computations, and

used to simulate the hypersonic flow over a square cylinder, and the same wedge from

the previous work, for comparison [89].

Concerning open-source solvers, Darbandi and Roohi developed a hybrid cycle

within OpenFOAM , using the rhoCentralFoam and dsmcFoam as the respective CFD

and DSMC solvers [90]. The cycle involved manual manipulations of the results from

each solver, instead of a full hybrid code. The breakdown parameter is calculated us-

ing the CFD solution, which in turn allows for the determination of the DSMC region

including the buffer cells. The results obtained are then compared to a convergence

criterion, which is dependent on either a full DSMC solution, or experimental results. If

the simulation is yet to converge, the DSMC region is extended, and the particle solver
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continues until the criterion is met. The hybrid cycle was validated using a hypersonic

flow over a microcylinder and a hypersonic flow over a nanoscale flat plate as test cases.

The results proved satisfactory, and showed that the CFD/DSMC interface should be

situated at a location that can be described by both models.

Gott [91] went a step further, and developed an open source full hybrid solver within

OpenFOAM, using rhoCentralFoam and birdFoam, a modified version of dsmcFoam

that makes it more suitable for the simulation of physical vapour deposition (PVD).

The solver was designed specifically for PVD, taking advantage of phenomena like the

one-way motion of vapour from dense to rarefied conditions.

1.3 Objectives

The aim of this project is to provide the fundamentals for an open-source hybrid

solver capable of providing in a time-efficient manner accurate results for the full range

of Knudsen numbers, which a spacecraft would encounter during a planetary atmo-

sphere entry. This solver would require methods to handle both rarefied and continuum

conditions, and to be able to behave like its respective solver when only one type of

these conditions are found within the domain.

At the rarefied regime found in high altitudes, dsmcFoam becomes a natural candi-

date to form part of the hybrid solver. First, the University of Strathclyde has extensive

experience with this code, since its development and posterior improvements. Addi-

tionally, the capabilities of the solver itself made it one of the few open-source DSMC

codes capable of accurately describe Earth atmospheric re-entry back when this project

was started in 2014. Finally, the OpenFOAM framework is commonly used in academia

and some industrial research, which grants the code with good exposure to the com-

munity.

For the continuum regime found at low altitudes, many possible CFD codes can be

taken into account. However, using a continuum solver within OpenFOAM would sim-
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plify the communication efforts with dsmcFoam. When the project started, the solver

that most complied with the needed requirements was rhoCentralFoam. However, this

compliance was still far from ideal, both in terms of physical modelling capabilities as

well as time efficiency. Parallel to this work, the research by Casseau et al. [32–34]

contributed to the development of the required new physical models into what would

become the hy2Foam solver, and thus a new objective for this project was the imple-

mentation of some convergence acceleration tools, originally for rhoCentralFoam, but

that could be also adopted by hy2Foam.

In addition, a suitable criterion should be identified for the definition of the contin-

uum and rarefied domains. The KnGLL and B parameters seem to be the ones that

could best represent the continuum-rarefied transition. Finally, the transfer of informa-

tion between the two types of domains needs to be carefully implemented. State-based

coupling matches the hybrid requirements quite well for the applications of interest.

With all of this, the thesis would have achieved is novelty contribution, which is the

development of the first open-source hybrid particle-continuum solver for high- speed,

high-altitude flows.

1.4 Thesis Overview

Chapter 2 focuses on the verification and developments on the OpenFOAM solver rho-

CentralFoam. Two techniques to accelerate the convergence of high speed simulations

were incorporated and analysed, showing good agreement and time reduction. At the

time, rhoCentralFoam was OpenFOAM’s most accurate solver for high-speed flows, but

this analysis contributed to the creation of hy2Foam, the solver adopted for the hybrid

code.

Chapter 3 deals with an in-depth analysis of the physics behind high-speed flows,

and the equations behind the continuum and rarefied formulations. In particular, this
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chapter focuses on the incorporation of said physics into hy2Foam and dsmcFoam, the

continuum and rarefied solvers used for the creation of hyperFoam.

Chapter 4 describes the development of the hybrid solver, hyperFoam, detailing its

characteristics. A Couette flow with heat transfer is used to analyse the behaviour and

accuracy of hyperFoam when compared to a pure DSMC simulation.

Chapter 5 continues with the validation of hyperFoam by simulating a more com-

plex hypersonic cylinder, comparing both its accuracy and the computational resources

used with those from dsmcFoam.

Chapter 6 reports the most important findings of this research, together with future

areas of work.
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Validation of rhoCentralFoam

and Convergence Acceleration

Techniques

OpenFOAM provides different alternatives for compressible solvers. Some of the solvers

are compressible versions of normally incompressible schemes, such as rhoSimpleFoam,

the compressible version of the Semi-Implicit Method for Pressure Linked Equations

(SIMPLE) [92]. However, to better capture shock waves and other characteristics of

high-speed flows, density-based methods (Riemann solvers [93]) have historically been

preferred over pressure-based methods (such as SIMPLE, mentioned above). Open-

FOAM includes that type of solver, rhoCentralFoam [29], an unsteady solver that

uses semi-discrete, non-staggered, Godunov-type central [94] and upwind-central [95]

schemes. These schemes can be considered more as a process of interpolation, rather

than the reconstruction - evolution - projection process of other Godunov-type meth-

ods [29] (such as AUSM [96], HLLC [97] or Roe [98], to cite a few) due to their simplicity,

achieved by avoiding the need to solve the Riemann problem at each cell interface, ef-

fectively integrating the solution over the Riemann fan instead [95]. The absence of

a Riemann solver contributes to the schemes’ stability by eliminating the presence of

the carbuncle phenomenon [99, 100], as this instability appears when solving the Rie-
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mann problem using a contact-resolving Riemann solver [101]. This increased stability

ensures the suitability of these schemes, and therefore rhoCentralFoam, for high-speed

flows.

rhoCentralFoam has been successfully used for the simulation of high-speed flow

simulations [29, 30]. However, some of these test cases have been rather simplistic.

For this reason, further studies on the capabilities of the solver have been performed.

Section 2.1 analyses a Mach 9 flow over a hollow cylinder for different angles of attack,

comparing the results obtained with other from different state-of-the-art CFD codes.

Due to the huge computational results spent on these simulations, some techniques are

incorporated into rhoCentralFoam aiming to reduce the computational time required

to achieve convergence. This is the focus of section 2.2, with an analysis on local time

stepping and adaptive mesh refinement on subsections 2.2.1 and 2.2.2, respectively.

2.1 Hollow cylinder

Some hypersonic test cases were proposed for the 1st Spacecraft Demise Workshop,

that sat within the 8th European Symposium on Aerothermodynamics for Space Vehi-

cles, that took place in March 2015. The cases consisted of a 1 m long, 1 m diameter

cylinder, with different thicknesses (see Figure 2.1), angles of attack, and sideslip angles.

The flow properties were also case dependent, including both continuum and rarefied

free-stream conditions.

Two of those test cases were analysed using rhoCentralFoam. The flow properties

are the same for both, these conditions being M∞ = 9, T∞ = 256.26 K, p∞ = 272.72

Pa, TW = 700 K, where M is the Mach number, T the temperature, p the pressure,

the subscript W refers to the conditions at the wall, and the subscript ∞ refers to

upstream conditions. The gas used is air, considered a non-reacting, perfect gas, with

a dynamic viscosity (µ) that follows Sutherland’s law [102] using the following coeffi-
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Figure 2.1: Hollowed cylinder (from [31])
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cients: AS = 1.458 · 10−6 Pa·s/
√

K, TS = 110.4 K. Both of the test cases also share a

cylinder thickness of 25 cm, the only difference between them being the angle of attack

(AoA): a configuration with AoA = 0◦ (flow parallel to the cylinder axis, case M001)

and a second one with AoA = 90◦ (flow perpendicular to the cylinder axis, case M003).

For the AoA = 0◦ case, an axisymmetric mesh could be used for the whole domain

instead of a 3D mesh, thus saving computational time. This structured mesh, created

with the open source mesh generator gmsh [103], was modified twice after creation

for two different reasons. First of all, to capture the heat transfer between the flow

and the cylinder as accurately as possible, the mesh should be aligned with the shock

wave [104]. This required the results from a first simulation to estimate the position of

the shock. After the first alignment procedure and refinement of cells near the shock to

increase accuracy on its location, the new mesh returned a solution that was no longer

aligned. After the second time this methodology was applied, the shock remained

aligned with the mesh and thus no further iterations were required. The second rea-

son was the refinement of the mesh on the near-wall and near-symmetry-axis regions.

The first mesh couldn’t capture all the relevant details in these areas, with 1 mm cell

resolution near the boundary (resulting in y+ = 30). However, these results were still

mandatory to be able to identify those regions that required higher resolution, resulting

in a wall distance of 0.1 mm (y+ = 3) on the third mesh. The mesh size experience

sym33% increase in these modifications, from around 200000 cells to 265970 cells in

the third mesh. A sketch of the blocks used for the final mesh can be seen in Figure 2.2.

For the AoA = 90◦ case, quarter symmetry could be used, but even the coarse ini-

tial mesh had almost 1.5 million cells with a wall distance of 1 mm (y+ = 30). For this

case, no further refinement nor alignment were implemented. It is important to note

that this lack of modifications will result in a less accurate solution, from a smeared

shock profile to less-than-optimal boundary measurements.

Figures 2.3-2.6 show the different contour plots obtained for the AoA = 0◦ case,

19



Chapter 2. Validation of rhoCentralFoam and Convergence Acceleration Techniques

Cylinder

Line following the shock

Figure 2.2: Mesh blocks near the cylinder for the AoA = 0◦ case
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Case Angle Axial force (N) Normal force (N) Heat flux (W)
M001 0◦ 1.567× 104 0.0 4.077× 105

M003 90◦ 0.0 1.826× 104 3.575× 105

Table 2.1: Forces and heat flux results

showing that, after the oblique shock waves generated from the first Mach disk reflect

on the cylinder inner walls, more than one wave is generated. This can be better ob-

served in Figure 2.7, and is caused by the interaction between the shock wave and the

boundary layer [105]. The shock caused a separation of the boundary layer at the inner

wall of the cylinder, which can be observed from the recirculation bubble on Figure

2.8. This separation creates a first set of compression waves near the separation point

that coalesce into a shock wave not further away from the cylinder wall. A similar set

of compression waves is also formed at the reattachment point, later coalescing into

a shock wave. An schematic of this can be seen on Figure 2.9. Due to the need of a

well refined mesh to properly capture the boundary layer, only two simulations on the

workshop showed this phenomenon.

Figures 2.10-2.12 show the contour plots for the AoA = 90◦ case. Figure 2.13 show flow

recirculation happening inside the cylinder, moved due to shear by the flow travelling

at high speeds on the cylinder sides.

The global forces and heat flux can be seen in Table 2.1. The comparison between

the current results and those obtained with other state-of-the-art codes can be seen in

Figures 2.14-2.16 (from Ref. [31]), where it can be seen that rhoCentralFoam compares

quite well with other CFD codes such as DLR-TAU.
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Figure 2.3: Pressure contour plot in Pa for the AoA = 0◦case

Figure 2.4: Temperature contour plot in K for the AoA = 0◦case, in K

22



Chapter 2. Validation of rhoCentralFoam and Convergence Acceleration Techniques

Figure 2.5: Velocity magnitude contour plot in m/s for the AoA = 0◦ case

Figure 2.6: Mach number contour plot for the AoA = 0◦ case
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Region of interest

Figure 2.7: Schlieren visualization of the shock structure inside the cylinder

Figure 2.8: Recirculation bubble in the region of interest from Figure 2.7, with the
background colour for contrast.
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Figure 2.9: Flow features of a laminar shock impingement configuration, from [105].
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(a) OYZ symmetry plane (b) OXY symmetry plane

Figure 2.10: Pressure contour plots for the AoA = 90◦ case
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(a) OYZ symmetry plane (b) OXY symmetry plane

Figure 2.11: Temperature contour plots for the AoA = 90◦ case
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(a) OYZ symmetry plane (b) OXY symmetry plane

Figure 2.12: Velocity magnitude contour plots for the AoA = 90◦ case
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Figure 2.13: Recirculating flow inside the cylinder for the AoA = 90◦ case, with velocity
magnitude contour plot, in m/s
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Figure 2.14: Comparison of axial force coefficients (from Ref [31])

Figure 2.15: Comparison of normal force coefficients (from Ref [31])
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Figure 2.16: Comparison of heat fluxes (from Ref [31])
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2.2 Tools to accelerate convergence

As can be seen from the workshop’s results, the accuracy of the solver has been

deemed satisfactory. However, during these simulations, rhoCentralFoam raised some

concerns regarding the computational time required. The transient nature of the solver,

while useful for unsteady simulations, proved to be an inconvenience for steady cases.

Whereas with the coarse mesh for the AoA = 0◦ case, only 66 CPU Hours were neces-

sary till convergence, the better aligned and more refined meshes required, respectively,

173 and 321 CPU Hours, for a grand total of 560 CPU hours, about 7.5 times more

than the coarse mesh. This effect would have had a heavier impact for the AoA = 90◦

case, where the quarter symmetry coarse mesh required already 2275 CPU Hours. This

lead to further code development, to incorporate some techniques that could reduce the

computational expenses of the rhoCentralFoam solver. These techniques are local time

stepping (LTS) and adaptive mesh refinement (AMR), and will be further analysed in

the following subsections.

2.2.1 Local time stepping

LTS is a technique that can be used to speed up the convergence of a simulation

towards its steady-state solution. rhoCentralFoam being an unsteady solver, the flow

will go through a transient solution before reaching steady state. In its present form,

the solver moves forward in time using the same time-step for all the cells in the compu-

tational domain. This means that, to avoid instabilities, this rate of temporal advance

is limited by the cell having the smallest time-step.

Looking at the both the standard Navier-Stokes equations and the LTS equations

aides to the understanding of how LTS works. Navier-Stokes equations have the form:

∂W

∂t
+∇ · F = S (2.1)

where W represents the conserved variables, F the fluxes, S the source terms, and t
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the time. The LTS technique solves a slightly modified version of the Navier-Stokes

equations:
1
a

∂W

∂t
+∇ · F = S (2.2)

where a is an acceleration factor that depends on W . For a simulation with a steady

solution, the time derivative is exactly zero. Therefore, a solution of Equation 2.2 will

also be a solution of Equation 2.1, independently of the value of a.

By the time these code developments were made, there was LTS implementation

on OpenFOAM for some solvers. However, this was not the case for rhoCentralFoam.

Thus, similar implementations in the OpenFOAM solver LTSInterFoam, and those

found on Ref. [106], served as a base for the implementation of LTS on the chosen

compressible solver. On this implementation, the time-step ∆t for each cell is selected as

the minimum between the time-step determined by the user-defined maximum Courant

number Cmax within the flow, and a user-defined maximum time-step ∆tmax. In other

words:

∆t = min(∆t(Cmax),∆tmax) (2.3)

Once the ∆t field is calculated using Equation 2.3, the field is then smoothed spa-

tially, before being used for the calculation of the solution in each computational cell.

To validate the LTS procedure, a subsonic Couette flow with heat transfer, as well

as a supersonic flat plate have been simulated.

Couette flow

For the Couette flow, the upper and lower walls have a separation of 1 m, and the

lateral boundaries of the computational domain were 40 cm apart, but modelled using

cyclic boundary conditions. The base cell size used is 0.01 m×0.01 m. To have different

cell sizes to be able to use the LTS technique effectively, the four cells at the centre of

the channel were split in half in each dimension, from these resulting 16 cells, the four

in the middle were again split in half in each dimension, and so on until 11 levels of
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refinement were achieved. The smallest cells has a size of approximately 4.88 µm×4.88

µm. A depiction of the domain, including zoom-ins to observe the refinement levels,

can be seen in Figure 2.17.

Figure 2.17: Mesh for the Couette flow test case

The fluid within the channel is air, and the initial and boundary conditions are set

as can be seen in Table 2.2.

where u represents the flow speed in the x-direction, v is the flow speed in the

y-direction, H is the height of the channel, and the subscripts TW and BW refer to

the top and bottom walls of the channel, respectively.
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u v T p

t = 0;∀x, y 0 m/s 0 m/s 200 K 100 Pa
∀t, x; y = 0 uBW = 0 m/s vBW = 0 m/s TBW = 200 K -
∀t, x; y = H uTW = 200 m/s vTW = 0 m/s TTW = 400 K -

Table 2.2: Initial and boundary conditions for the Couette flow test case

The maximum Courant number was set to 0.2, and the maximum allowable time-step

to 1 ms.

The results obtained from the numerical simulation along the vertical centreline

of the domain have been compared to the analytical solution for this flow considering

constant transport properties, namely:

T (y) = TBW + (TTW − TBW ) y
H

+ µu2
TW

2κ
y

H

(
1− y

H

)
(2.4)

u(y) = uTW
y

H
(2.5)

v(y) = 0 m/s (2.6)

p(y) = constant (2.7)

where κ is the thermal conductivity.

Figures 2.18 to 2.20 show how the solution progresses with respect to the number

of iterations. It can be observed, the LTS solver converges to the analytical solution

in much fewer iterations than the unmodified solver. Setting the convergence criterion

as having a maximum relative error smaller than 1% for any variable, it takes the un-

modified solver 27.5 million iterations to reach convergence, whereas only 7.5 million

iterations are needed for the LTS version. The individual cell time-step is shown on Ta-

ble 2.3. The time-step for the unmodified solver is the same for all the cells, thus being

represented with a single value. For the LTS solver, however, the value of the minimum

time-step greatly differs from the value of the maximum time-step. The bigger cells

will evolve in time using these large values, thus progressing faster to the steady-state

solution.
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The computational time can be seen in Table 2.4 every 2.5 million iterations. From

that table it can be concluded that the LTS solver employed 2.56 times less computa-

tional resources than the unmodified solver, to reach a relative error of approximately

1%.
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Figure 2.18: Results from the unmodified and the LTS solvers for temperature
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Figure 2.19: Results from the unmodified and the LTS solvers for x-velocity
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Figure 2.20: Results from the unmodified and the LTS solvers for y-velocity

Iteration Unmodified LTS
(×106) Min Max

2.5 5.515 ns 20.148 ns 2.150 µs
5 4.922 ns 1.237 ns 0.343 µs

7.5 4.667 ns 1.233 ns 0.341 µs
10 4.531 ns - -

12.5 4.522 ns - -
15 4.406 ns - -

17.5 4.378 ns - -
20 4.361 ns - -

22.5 4.351 ns - -
25 4.344 ns - -

27.5 4.340 ns - -

Table 2.3: Simulation time-step in each iteration level, for the unmodified and LTS
solvers
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Iteration Unmodified LTS(×106)
2.5 7h 27min 9h 21min
5 14h 56min 18h 53min

7.5 22h 37min 28h 1min
10 29h 23min -

12.5 35h 5min -
15 41h 13min -

17.5 47h 13min -
20 52h 58min -

22.5 59h 21min -
25 65h 30min -

27.5 71h 42min -

Table 2.4: Computational time required to reach each iteration level, for the unmodified
and LTS solvers

Flat plate

The test case from the supersonic plate have been taken from Ref. [107], with the

intentions of both compare with experimental results, and provide a test case for which

the cell refinement comes naturally. The length of the plate plate within the domain

has been set to 0.1 m, with the domain being extended 5 mm upstream of the flat plate.

The smallest cells, located at the leading edge of the plate, have a size of 1 µm× 1 µm,

whereas the cell at the top right corner, which is the coarsest cell of the computational

domain, has a size of approximately 2.8 mm ×2.8 mm. The computational domain for

this test case can be seen in Figure 2.21, with the flat plate in red, and consecutive

zoom levels to appreciate the refinement in detail.

The fluid for this test case is air, and the initial and boundary conditions have been

set so to match the Reynolds (Re) and Mach number to those in Ref. [107], as well as

the plate to upstream temperature ratio (that is, Re = 500, M∞ = 2, TW
T∞

= 2). The

upstream temperature has been set to 300K, and a reference length of 1 cm was used

to calculate the Reynolds number. With these values, the initial conditions are the

same as the upstream condition, these values being: u∞ = 694.55 m/s, T∞ = 300 K,

p∞ = 114.46 Pa.
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Figure 2.21: Mesh for the flat plate test case
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No-slip boundary conditions are assumed at the plate. The maximum Courant

number was set to 0.1, and the maximum allowable time-step had been defined as 10

µs.

The flow properties that will be analysed are those along the vertical line located

one reference length (1 cm) behind the leading edge of the flat plate, and the simulation

is considered converged when the difference between properties 5×104 iterations apart

is smaller than 0.01% of the upstream values. For the unmodified solver, this condition

meant reaching 1.7 million iterations until convergence, whereas for the LTS version,

only 1.5× 105 iterations were sufficient to reach a converged state. Table 2.5 shows the

time needed to reach different number of iterations for this case. From this table, it

can be concluded that the LTS solver achieved convergence 8.96 times faster that its

unmodified counterpart. Figures 2.22 to 2.25 show how the solution progressed with

the number of iterations. Comparing these figures, it can be seen that for both solvers,

pressure (Figure 2.22) is the property that required the most iterations to converge.

Figure 2.25 shows as well a comparison with the velocity profile that was obtained in

Ref. [107].

Iteration Unmodified LTS(×1000)
50 2h 46min 3h 20min
100 5h 25min 6h 31min
150 8h 2min 9h 41min
300 15h 49min -
600 31h 12min -
900 46h 23min -
1200 61h 31min -
1500 76h 42min -
1700 86h 49min -

Table 2.5: Computational time required to reach each iteration level, for the unmodified
and LTS solvers
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Figure 2.22: Results from the unmodified and the LTS solvers for pressure
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Figure 2.23: Results from the unmodified and the LTS solvers for temperature
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Figure 2.24: Results from the unmodified and the LTS solvers for y-velocity
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Figure 2.25: Numerical laminar boundary layer profiles (x-velocity) from Ref. 107 and
present work, for the unmodified and LTS solvers
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2.2.2 Adaptive mesh refinement

The second technique incorporated to rhoCentralFoam is AMR, which is used to

improve the resolution of an existing mesh in regions of interest, thus capturing the flow

properties on these portions of the domain with enhanced accuracy, without excessive

increase in computational effort. The advantage of implementing this technique within

rhoCentralFoam is that it will allow the details near shocks and other discontinuities

to be captured without excessive refinement of the mesh throughout the full compu-

tational domain. Based on the implementations of this technique in the OpenFOAM

solvers interDyMFoam and rhoCentralDyMFoam, the mesh is modified during the com-

putation, to adapt to the magnitudes of interest, by refining or coarsening cells. The

approach uses a tree-structure, so the maximum coarsening that can be achieved using

this technique is the equivalent to the cell density of the original mesh. When refin-

ing, each hexahedral cell that has been selected is split in two along each coordinate

direction, generating eight new child cells from the original parent cell. Figure 2.26 ex-

emplifies a possible refinement/coarsening sequence that could be obtained using this

method.

The algorithm followed by the AMR procedure is as follows (represented in Figure

2.27):

- Verification if mesh should be updated: The AMR only modifies the mesh at

regular user-defined intervals. The process keeps going if the iteration number

reaches the desired interval, and stops and proceeds with the solver iteration if it

does not.

- Selection of protected cells: From all the cells, those that can’t be refined are

selected. In the version of OpenFOAM this code was written in, 2.3.0, protected

cells are all non-hexahedral cells and all polyhedral cells that do not belong to a

refinement tree.

- Selection of cells to refine: From the remaining cells, those that fulfil the user-

defined conditions are selected fro refinement/coarsening.

- Updating of the mesh: The selected cells are refined/coarsened.

- Mapping of fields: The macroscopic fields from the previous mesh are then
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mapped to the current mesh.

- Solver step: After this refinement/coarsening process has finished, the code pro-

ceeds to the solver, using the new mesh.

To verify the implementation of the AMR technique, two test cases have been

performed, the first one being the simulation of supersonic flow over a wedge. As a

second simulation the Sod shock tube test case [108] was simulated to test the mesh

refinement on run-time. Due to AMR producing a 3D refinement of each cell, and the

two-dimensionality of these test cases, time comparison between solvers would not be

informative, and therefore these test cases are mainly to show its capabilities. Future

work could remove this 3D restriction on OpenFOAM’s AMR procedure.

Supersonic Wedge

In this test case, the inviscid flow at Mach 5 over a two-dimensional 30◦ wedge has

been analysed. The initial mesh is represented in Figure 2.28.

For this simulation, the fluid used has been set so to resolve the non-dimensional

problem. Thus, the initial and boundary conditions are:

~v(t = 0) = 0 M∞ = 5

T (t = 0) = 1 T∞ = 1

p(t = 0) = 1 p∞ = 1

and slip, adiabatic wall boundaries are assumed.

As for the user-defined parameters that control the mesh adaptation, refinement is

triggered when ||∇M || > 1, and coarsening when ||∇M || < 1. The mesh was updated

every million time-steps.

In Figure 2.29 the Mach contours from different refinement levels are presented, with

the meshes used for each cases superimposed. It can be observed that a higher level
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Figure 2.26: Example of a refinement/coarsening sequence
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Figure 2.27: Flow chart for the AMR algorithm

Figure 2.28: Initial mesh for the supersonic wedge test case

46



Chapter 2. Validation of rhoCentralFoam and Convergence Acceleration Techniques

of refinement returns a better defined shock wave. Figure 2.30 shows that the shock

wave position is captured with higher accuracy when increasing refinement levels, as

the analytical position of the shock is superimposed with the previously shown contour

plots. This analytical solution is given by:

tan δ = 2
tan θ

M2
∞ sin2 θ − 1

M2
∞ (γ + cos 2θ) + 2 (2.8)

where δ is the angle between the geometry and the direction of the freestream, θ is the

angle between the shock wave and the direction of the freestream, and γ is the ratio of

specific heats.

In Figure 2.31, results from the upper boundary for pressure, temperature and Mach

number are shown, reinforcing the critical role of cell refinement in the proximities of

the shock.

(a) Base mesh (b) First Refinement

(c) Second Refinement (d) Third Refinement

Figure 2.29: Mach number contour plots for different refinement levels

Sod shock tube

Sod shock tube is a common case for compressible solvers. The initial macroscopic
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(a) Base mesh (b) First Refinement

(c) Second Refinement (d) Third Refinement

Figure 2.30: Comparison between Mach contour plots and analytical position (line in
black) of the shock wave for different refinement levels

properties on the left side of the shock tube are different from the ones on the right

side, leading to compression and expansion waves. The initial mesh for this study is

presented in Figure 2.32.

In a similar fashion to the supersonic wedge, the fluid used for the simulation has

been set up so to resolve the non-dimensional problem. This leads to the following

initial conditions:

u(x/L < 0, t = 0) = ul = 0 u(x/L > 0, t = 0) = ur = 0

p(x/L < 0, t = 0) = pl = 1 p(x/L > 0, t = 0) = pr = 0.1

ρ(x/L < 0, t = 0) = ρl = 1 ρ(x/L > 0, t = 0) = ρr = 0.125

where the center of the shock tube is considered the origin of coordinates, ρ represents

the density of the fluid, and the subscripts l and r refer to the left and right half of the

shock tube, respectively.
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Figure 2.31: Solution comparison for the initial and refined meshes

Figure 2.32: Initial mesh for the shock tube test case
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For this test case, two different refinement/coarsening criteria have been compared.

For the first criterion, the mesh has been refined when
∣∣∣∣∣∣∇pp ∣∣∣∣∣∣ > 1 and coarsened when∣∣∣∣∣∣∇pp ∣∣∣∣∣∣ < 0.5. For the second one, mesh refinement was instigated when

∣∣∣∣∣∣∇ρρ ∣∣∣∣∣∣ > 1,

and coarsening when
∣∣∣∣∣∣∇ρρ ∣∣∣∣∣∣ < 0.5. As the compression and expansion waves are non-

stationary, the mesh has been updated every five time-steps.

In Figure 2.33, density contour plots for both refinement/coarsening criteria can

be seen, as well as the meshes themselves, for different times. Both the shock and

rarefaction wave can be correctly captured by both criteria, therefore resolving them

with higher accuracy than with the original mesh, as the cell resolution increases near

these discontinuities. However, the ∇pp criterion is unable to capture the density dis-

continuity, not modifying the mesh and therefore resolving this contact discontinuity

with poor accuracy, as compared with the ∇ρρ criteria, which is in fact able to recog-

nise the need of a finer mesh. The effect of the mesh refinement or lack thereof can

be seen in Figure 2.34, where the analytical solution for this shock tube is compared

with the results obtained. As mentioned before, the lack of refinement on the contact

discontinuity for the ∇pp criterion is due to the fact that this type of discontinuity is

only present for density, whereas it is not present for pressure, making it invisible to the

pressure criterion. This phenomenon shows the importance of selecting a refinement

criterion that would suit the problem at hand.
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(a) ∇p/p criterion, t=0.1s

(b) ∇ρ/ρ criterion, t=0.1s

(c) ∇p/p criterion, t=0.2s

(d) ∇ρ/ρ criterion, t=0.2s

Figure 2.33: Density contour plots for the different refinement criteria, for t=0.1 s and
t=0.2 s.
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Figure 2.34: Solution comparison for initial and refined meshes, for t=0.1 s and t=0.2
s.
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OpenFOAM solvers for the

hybrid code

It has been established that several aspects need to be considered to properly represent

the particular physics of hypersonic flows. The models required by a CFD solver to

be able to capture these features, and their specific implementation in the continuum

solver hy2Foam apt for these flow conditions are detailed in section 3.1, with the main

differences with rhoCentralFoam separated in two main formulations, two-temperature

modelling and multispecies, and further explained in subsections 3.1.1 and 3.1.2. Sec-

tion 3.2 describes the DSMC method in more detail, including the number density range

in which this method can be applied, as well as the fundamental principles in which

the method is based upon. The treatment of boundary conditions, collisions, chemical

reactions, and distribution functions within the solver dsmcFoam are then explored in

subsections 3.2.1, 3.2.2, 3.2.3, and 3.2.4 respectively.

3.1 CFD and hy2Foam

The first aspect of consideration for the CFD portion of the hybrid is the conditions

the continuum solver must adhere to, to be able to capture the correct and complex

physics of reentry. First of all, the solver must be able to capture the essential physics
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of high speed flows, the shock waves, accurately. Moreover, the code must be capable

of modelling gas properties accurately for a wide range of temperatures. In addition, it

should be feasible to simulate not only multiple species, but also the possible chemical

reactions that could be present due to the aforementioned temperature range. Again as

a consequence of the temperatures that can be achieved during reentry, it is of special

importance to be able to model the non-equilibrium that may appear as the vibrational

and electronic modes of the gas molecules become excited.

rhoCentralFoam has shown to adequately meet the first two requirements. However,

it lacks the capabilities to simulate multiple species, chemical reactions, or thermal non-

equilibrium. To solve this problem, hy2Foam was developed at Strathclyde University.

Based on the chemical models present in reactingFoam, and the Godunov-type solvers

of rhoCentralFoam, this solver provides the aforementioned capabilities that are funda-

mental for hypersonic applications. The most important characteristics for the purpose

of this thesis will now be summarised, with an in-depth description provided on Ref. [8].

3.1.1 Two-temperature model

First of all, the solver includes translational, rotational, and vibrational energy

modes, represented by a translational-rotational (from now on, transrotational) and a

vibrational temperature. The idea behind this two-temperature model is that the time

required to achieve translational-rotational equilibrium is usually small when compared

to the time for translational-vibrational equilibrium, therefore it can be assumed that

the translational and rotational temperatures are always in equilibrium, and thus a

transrotational temperature is sufficient to represent both. This multi-temperature

approach leads to the definition of certain gas properties. Translational, rotational and

vibrational energies can be defined as:

etra = 3
2RgTtra (3.1)
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erot = ζrot
2 RgTrot (3.2)

evib = Rg
θvib

exp
(
θvib
Tvib

)
− 1

(3.3)

where e represents the energy per unit mass, Rg is the specific gas constant, ζ the

degrees of freedom of a particular energy mode, θvib is the characteristic vibrational

temperature, and the subscript vib indicates vibrational properties.

From these energies, the heat capacity at constant volume, Cv, can be defined as

Cv,j = ∂ej

∂Tj
where j represents any of the energy modes. This results in:

Cv,tra = 3
2Rg (3.4)

Cv,rot = ζrot
2 Rg (3.5)

Cv,vib = Rg
(θvib/Tvib)2 exp

(
θvib
Tvib

)
(
exp

(
θvib
Tvib

)
− 1

)2 (3.6)

and finally, restricting the previous expressions to a two temperature formulation:

Ttra = Trot = Tt−r (3.7)

et−r = etra + erot = 3 + ζrot
2 RgTt−r (3.8)

Cv,t−r = Cv,tra + Cv,rot = 3 + ζrot
2 Rg (3.9)

where the subscript t− r refers to transrotational quantities.

In addition to the expressions for the heat capacities and energies, the transport

properties of the gas need to be defined. To be consistent with DSMC parameters, the

variable hard sphere (VHS) model [109, 110] has been used, leading to the following

definitions:

µ = µref

(
Tt−r
Tref

)ω
(3.10)
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κt−r = 5
2Cv,traµ+ Cv,rotµ = 15 + 2ζrot

4 Rgµ (3.11)

κvib = Cv,vibµ (3.12)

where κ is the thermal conductivity, ω is the temperature exponent of the coefficient

of viscosity, and the subscript ref indicates reference values.

Furthermore, the two-temperature model requires an additional equation to deal

with the conservation of vibrational energy. This results in the following set of equa-

tions:
∂ρ

∂t
+∇ · (ρ~v) = 0 (3.13)

∂ (ρ~v)
∂t

+∇ · (ρ~v ⊗ ~v) = −∇p+∇ · τ (3.14)

∂ (ρevib)
∂t

+∇ · (ρevib~v) = Qv−t −∇ · ~qvib (3.15)

∂ (ρetot)
∂t

+∇ · (ρetot~v) = −∇ · (p~v) +∇ · (τ · ~v)−∇ · ~qt−r −∇ · ~qvib (3.16)

where Equations 3.13, 3.14, 3.15, and 3.16 are, respectively, the continuity, momentum,

vibrational energy, and internal energy equations for a single species fluid. ρ is the

density, etot = et−r + ev + 1
2 (~v · ~v) is the internal energy per unit mass, τ is the viscous

stress tensor, ~q is the heat flux vector, and Qv−t represents the exchange between the

transrotational and vibrational energy modes. In hy2Foam this energy exchange term

is dictated by the Landau-Teller equation [111], and uses a relaxation time evaluated

using the Millikan and White correlation [112] and Park’s correction factor [113]. The

viscous stress tensor and the heat flux vector can be written as:

τ = µ
(
∇~v + (∇~v)T

)
+ (λ+ µb) (∇ · v) I (3.17)

~q = −κ∇T (3.18)

where λ is the second coefficient of viscosity, µb is the bulk viscosity, and the super-

script T represents the transpose of a tensor. In this work, Stokes’ hypothesis will be

56



Chapter 3. OpenFOAM solvers for the hybrid code

assumed, resulting in λ = −2
3µ;µb = 0.

3.1.2 Multispecies

The second most important addition within hy2Foam is the possibility of using mul-

tiple species during the simulations. To be able to include this multispecies modelling,

some new properties need to be defined, as well as the mixing rules used for the trans-

port properties from the previous subsection. It is important to notice that, whereas

hy2Foam allows for the utilisation of electronic energy and ions, none of these types of

species have been taken into consideration for the present work.

Diffusive fluxes

The first magnitude that need to be defined is the mass diffusion. This is done by

calculating the diffusive fluxes of each species, ~J , using the following expression:

~Js = ~Is − Ys
∑
r

~Ir (3.19)

with
~Is = −ρDs

ms

m
~Gs (3.20)

and

~Gs = ∇Xs + (Xs − Ys)
∇p
p

+KT,s
∇T
T
− 1
p

(
ρs ~Fs − Ys

∑
r

ρr ~Fr

)
(3.21)

where Y is the mass fraction, X is the molar fraction, ms is the mass of one particle

of specie s, m =
∑
r ρr/n is the average mass of one particle of the mixture, n is the

number density of the mixture, Ds is the effective diffusion coefficient of species s, KT

is related to the species thermal diffusion coefficients, ~F is the body force per unit

mass acting on the flow, and the subscripts s or r refers to the species. In the present

work, the thermal diffusion coefficients, as well as the body forces per unit mass will
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be ignored.

In addition to the diffusion models presented in Ref. [8], the Self Consistent Effective

Binary Diffusion (SCEBD) approximation [114] was implemented. For this model, the

effective diffusion coefficients are calculated as:

Ds =
(

1− ws
w

)∑
r 6=s

Xr

Ds,r

−1

(3.22)

with

ws = ρs√
Ms

(3.23)

and

w =
∑
r

ρr√
Mr

(3.24)

whereM is the molecular weight, and Ds,r is the binary diffusion coefficient for species

s and r, which can be modelled using collision integrals as follows:

Ds,r = 3kBTt−r
16nm∗s,rΩ

(1,1)
s,r

(3.25)

where kB is Boltzmann constant, m∗s,r = mrms
mr+ms

is the reduced mass of species s and

r, and Ω(1,1)
s,r is a collision integral [115]. For the VHS model, this collision integral can

be expressed as:

Ω(1,1)
s,r

∣∣∣
V HS

= π

2 d
2
s,r−ref

(
kBTt−r
2πm∗s,r

)1/2 (
Tref
Tt−r

)ωs,r−1/2 Γ (7/2− ωs,r)
Γ (5/2− ωs,r)

(3.26)

where ds,ref is the reference diameter of a particle of species s and Γ is the Gamma

function. The values of ds,r−ref and ωs,r are calculated as follows, to be consistent with

the DSMC solver.

ds,r−ref = 1
2 (ds,ref + dr,ref ) (3.27)

ωs,r = 1
2 (ωs + ωr) (3.28)
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Mixing rule

Having defined the diffusive fluxes, what is left is to select a mixing rule for the

transport properties. hy2Foam includes different mixing rules, but for this work only

Wilke’s [116] mixing rule will be considered. Using this, both the viscosity and tran-

srotational thermal conductivity are defined as

µ =
∑
s

µsXs

φs
(3.29)

κt−r =
∑
s

κs,t−rXs

φs
(3.30)

with

φs = Xs +
∑
r 6=s

Xr

[
1 +

√
µs
µr

(Mr

Ms

)1/4
]2 [√

8
(

1 + Ms

Mr

)]−1

(3.31)

Equations

Using the diffusive fluxes and the mixing rule described above, the continuum equa-

tions become
∂ρ

∂t
+∇ · (ρ~v) = 0 (3.32)

∂ρs
∂t

+∇ · (ρs~v) = ω̇s −∇ · ~Js (3.33)

∂ (ρ~v)
∂t

+∇ · (ρ~v ⊗ ~v) = −∇p+∇ · τ (3.34)

∂ (ρses,vib)
∂t

+∇ · (ρses,vib~v) = ω̇s,vib −∇ · ~qs,vib −∇ ·
(
es,vib ~Js

)
(3.35)

∂ (ρetot)
∂t

+∇·(ρetot~v) = −∇·(p~v)+∇·(τ · ~v)−∇·~qt−r−
∑
s

∇·~qs,vib−
∑
s

∇·
(
htot,s ~Js

)
(3.36)

where Equations 3.32, 3.33, 3.34, 3.35, and 3.36 are, respectively, the continuity, species

conservation, momentum, vibrational energy and internal energy equations for multi-

species fluids. ω̇s is the net source of species s due to chemical reactions, ω̇s,vib is the net

vibrational energy production, htot is the total enthalpy per unit mass, Equation 3.33

is solved for each species whereas Equation 3.35 is solved for each of the species that
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are molecules, and the magnitudes with an s subscript refer to magnitudes of species s,

whereas magnitudes lacking this subscript refer to the properties of the mixture. The

total enthalpy is defined as

htot,s = es,t−r + es,vib + 1
2 (~v · ~v) +RgTs,t−r (3.37)

ω̇s is calculated using the reactions sources of all the reactions species s takes part,

as specified in Ref. [117], and ω̇s,vib = Qs,v−t + Qs,v−v + Qs,v−c, where Qs,v−v is the

vibrational-vibrational energy transfer between different species, modelled according to

Ref. [118, 119], and Qs,v−c is the energy added to or removed from the system due to

chemical reactions, modelled using the Park TTv model [120,121].

Wall boundary conditions

The classic treatment of boundary conditions for continuum solvers is the no-slip

condition, where the velocity and temperature of the fluid match those at the wall.

To be able to take into account the rarefaction of the flow these boundary conditions

need to be modified in consequence, as this will imply that the number of gas-surface

interaction events becomes insufficient to guarantee this equilibrium between wall and

fluid properties. As such, slip boundary conditions are employed.

Maxwellian velocity slip [122] and Smoluchwoski temperature jump [123] boundary con-

ditions are the most common when treating with a single-species gas. For a gas mixture,

these boundary conditions can also be derived [124]. The velocity slip condition results

in

u = uwall + 2− σ
σ

λ
∂u

∂n
+ 3

4
µ

ρTt−r

∂Tt−r
∂x

(3.38)

where σ is the tangential-momentum-accommodation coefficient, λ is the mean free

path of the gas mixture, and n and x are the normal and tangential components of a

coordinate system centred at the point of the wall taken into consideration, and with

the normal pointing into the fluid.
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After some modifications to include the vibrational energy mode (see Appendix A) the

energy boundary conditions become

et−r = et−r,wall + 2− α
α

2γ
γ + 1

λ

Pr

∂et−r
∂n

(3.39)

es,vib = es,vib,wall + 2− αs
αs

2
γs + 1λ

∂es,vib
∂n

(3.40)

where α is the thermal-accommodation coefficient, γ = Cp,t−r

Cv,t−r
is the ratio of specific

heats, and Pr = µCp,t−r

κt−r
is the Prandtl number. It is important to note that, be-

cause hy2Foam solves the Navier-Stokes equations for energy, and not temperature,

the boundary conditions needed should be entered in terms of the energy. Whereas

this difference is not important for single-temperature models due to the linear relation

between the energy and temperature, the same cannot be said when the vibrational

temperature is taken into account.

3.2 DSMC and dsmcFoam

DSMC is a stochastic, particle-based method used to compute and analyse rarefied

gas flows. It is a fairly new numerical model, having been proposed in 1963 [125].

However, it has grown into one of the preferred methods for the simulation of nonequi-

librium gas flows that require the molecular nature of the gas to be taken into consid-

eration [126]. In this aspect, the particle-based formulation of this method inherently

captures the physics of hypersonic flows, and thus no specific new formulations needed

to be added to dsmcFoam to properly represent the characteristic of this regime. In

spite of the physics to be captured properly, the treatment of different distribution

functions to initialise the gas properties has been included in this work, to be able to

start a DSMC simulation from a non-equilibrium state.

First of all, it is important to identify the range of applicability of the DSMC

method. This can be determined by the ratio δ/d, where δ = n−1/3 is the mean molec-
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ular spacing and d is the effective molecular diameter of the gas. When δ/d >> 1,

the molecules occupy only a very small fraction of the space, and thus most of these

molecules will move outside the range of influence of the others. Furthermore, it is

extremely likely that when they do collide it would only be between pairs of molecules.

In addition, these collisions occur over time scales much shorter than the mean collision

time of the flow, which is the mean time between collisions by any specific molecule, and

thus can be considered instantaneous. When this δ/d >> 1 condition is fulfilled, the

flow regime is called dilute gas, and it is where the DSMC method can be applied [9].

For air at standard conditions, the dilute gas assumptions can be considered valid for

δ/d > 7 [126].

DSMC is based on three main characteristics of dilute gases. First, that the move-

ment of molecules on time scales comparable to the mean collision time can be con-

sidered as free flight without interaction. Secondly, that the impact parameters of

colliding molecules do not present any inherent bias, and do not need to be determinis-

tically simulated. Finally, that despite there being a massive number of molecules per

cubic mean free path, the simulation of only a small fraction of them is required for

an accurate representation of the flow [126]. Based on these properties, a simulation

is performed using computational particles, also called simulators, each of which rep-

resents a large number of real atoms/molecules. Good DSMC practice dictates that a

cell should contain a minimum of 20 computational particles, and that the time-step of

the simulation should be smaller than the minimum between the mean collision time

and the mean residence time, defined as the mean time it takes a particle to traverse a

cell [8]. DSMC has been proven to return the exact solution to the Boltzmann equation

when the number of particles tends to infinity, and the time-step and cell size tend to

zero [127].

The DSMC algorithm starts by filling the domain with simulators, whose properties

are generated at random according to a suitable distribution, generally an equilibrium

distribution. During each time-step afterwards, the simulators are first moved ballis-
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tically at their velocities, including the generation of new particles at boundaries and

any interaction with these boundaries that needs to be taken into consideration (see

subsection 3.2.1). After the movement stage collisions between particles are performed

(see subsection 3.2.2). Finally, the microscopic state of the particles are used to recover

the macroscopic flow variables, which are averaged over a certain number of iterations

to reduce the scattering that is present in these simulations.

3.2.1 Boundary Conditions

For the simulations included in this work, four types of boundaries are considered

besides symmetry and cyclic boundaries. First of all, the inlet patch, where new simu-

lators are inserted from at each time-step, and all simulators that cross this boundary

are deleted. The second type is an outflow boundary, which functions as a vacuum,

deleting all the simulators that cross it and is valid for Mach number greater than 2 [9].

The remaining boundary types are used on walls, and are used to model both specular

and fully diffuse reflections respectively. The specular wall patch works in the same

manner as a symmetry boundary, with the simulators being reflected without change in

energies and with the component of the velocity normal to the wall being the opposite

of the normal component of the velocity prior to the simulator-surface interaction. On

the fully diffuse wall patch the energies and velocity of the simulators are replaced by

values randomly sampled from an equilibrium distribution with the same temperature

as the wall and moving at its same speed.

3.2.2 Collisions

There are different methods to handle the collisions between simulators, dsmcFoam

uses the No Time Counter (NTC) model [9,37]. In this model, the number of collisions

to be tested per cell is defined before starting to compute the collisions. Once this

number is determined, pairs of particles are randomly selected, and then tested using

an acceptance-rejection procedure, until the previously calculated number of collision
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attempts is fulfilled.

The collision process itself requires the modelisation of the collision cross section

of the molecules. Among the possible models, in this work the variable hard sphere

(VHS) model will be used, to be consistent with the implementation on hy2Foam. In

addition, the collisions can be elastic, that is with no energy exchange, or inelastic,

where energy is exchanged between translational and internal modes. The internal

energy is modelled in dsmcFoam using the rigid rotator and the harmonic oscillator

models [9] for rotational an vibrational energy respectively. The harmonic oscillator

model states that the vibrational energy can only take discrete quantum levels [128,129].

The Larsen-Borgnakke (L-B) model [130] is used for the energy exchange, employing

the quantum L-B procedure [59,131] for the vibrational energy. dsmcFoam uses Bird’s

particle selection permitting double relaxation method [9]. In this method, during a

collision between particles P and Q, the energy is exchanged between the relative trans-

lational energy and the vibrational energy of particle P is tested for inelastic collision

first. Then, the energy exchange between the remaining relative translational energy

and the rotational energy of the same particle. Energy exchanges with particle Q are

tested for inelastic collisions afterwards.

The inelastic collision tests are done using a probability that depends on the collision

number, Z, defined as the average number of collisions required to reach equilibrium be-

tween the desired energy mode and the translational energy. The quantum L-B model

provides an expression for Zvib that depends on properties of the species, whereas for

Zrot it has been observed that 5 is a reasonable approximation for engineering applica-

tions [62].

The expression for the vibrational collision number that the quantum L-B model
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provides is [59] :

Zvib(T ) =
(
θd
T

)ω Zref
(

θd
TZref

)−ω
[

(θd/T )
1
3−1

]
/

[(
θd/TZref

) 1
3−1

]
(3.41)

where θd is the characteristic dissociation temperature, TZref
is a reference temperature

usually taken to be the same as θvib, and Zref is the vibrational collision number at

TZref
following the expression:

Zref =
(

C1
TωZref

)
exp

(
C2T

−1/3
Zref

)
(3.42)

where C1 and C2 are constants that can be found in Ref [9].

3.2.3 Chemical reactions

Among the different chemistry models used in DSMC, the most common is the

Total Collision Energy (TCE) model [38]. The reaction probabilities of this model,

which depend on the collision energy of each collision pair, are linked to the coefficients

of the Arrhenius rate model, that depend on the macroscopic temperature. As such,

this method relies on the availability of experimental data, making it a highly phe-

nomenological model. Another possibility is the more recent quantum-kinetic (Q-K)

chemical model [131], built upon the quantum L-B model, and it is the model used

by dsmcFoam. The Q-K model uses molecular-level chemistry, and mainly requires

fundamental properties [132].

For each accepted collision, the possible reactions for the pair of simulators are tested,

from most to less likely, using an acceptance-rejection method that involves the reac-

tion’s probabilities. If multiple possible reactions have the same probability, the algo-

rithm would pick one of them randomly. Ignoring the presence of ions, only dissociation

and exchange reactions can be observed, and are described as follows [8].
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Dissociation

A dissociation reaction has the form AB + C → A + B + C, where AB is formed

by atoms A and B, and C is a reactant partner. The collision energy is calculated as

in the vibrational collision phase of the L-B collision, that is, the sum of the relative

translational energy of the pair AB-C and the vibrational energy of the molecule AB. If

this collision energy is greater than the dissociation energy of the molecule AB, then the

probability of this reaction is set to 1. When the dissociation takes place, the molecule

AB is deleted and A and B are introduced. The dissociation energy is then removed

from the energy balance and the remaining energy is redistributed between all three

particles.

Exchange

An exchange reaction has the form AB + C → AC + B, where AB is formed by

atoms A and B, and C is a reactant partner that has to be an atom as well. In this

case, the probability of the reaction takes the form

Pexchange = (ecoll − ea)
3
2−ωAB−C∑imax

i (ecoll − evib,AB,i)
3
2−ωAB−C

(3.43)

where ecoll is the collision energy, ea is the activation energy of the exchange reaction,

i represents a vibrational energy level, imax being the maximum level available to the

molecule [53].

3.2.4 Distribution functions

The initialisation of the DSMC particles is a quite important part of the simula-

tion. Depending on the case of study, an incorrect initialisation could provide the flow

with the wrong momentum and energy, resulting in incorrect results, despite every

other part of the code to be functioning as it should. Equilibrium and near-equilibrium

distributions for atoms and molecules are detailed as follows. The near-equilibrium
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Chapman-Enskog and Generalised Chapman-Enskog distributions can be helpful to

initialise DSMC particles from an already converged first approximation of the solu-

tion, e.g. from a CFD simulation.

Atoms

For atoms there are no internal degrees of freedom, and thus the properties of

the particle can be characterised by a distribution function that only depends on the

thermal velocity ~c. The thermal velocity is defined as ~c = ~cp − ~v, where ~cp is the

velocity of the particle and ~v is the macroscopic velocity. The velocity distribution

function (VDF), f(~c), is defined as the fraction of molecules located, in velocity space,

at position ~c and within an element of volume d~c [9].

Equilibrium distribution The most widely used VDF is the equilibrium or Maxwellian

distribution, f (0)(~c), and it is the distribution function found when the flow is spatially

homogeneous. The Maxwellian distribution function for a gas of species s has the form

f (0)
s (~c) =

√(
ms

2πkBTtra

)3
exp

(
− ms

2kBTtra
~c · ~c

)
= β3

s

π3/2 exp
(
−β2

s~c · ~c
)

(3.44)

where βs =
√

ms
2kBTtra

is the inverse of the most probable speed of species s at tempera-

ture Ttra. Integrating this VDF over two of the thermal velocity components, the VDF

for the remaining component can be calculated. For instance

f (0)
s (cx) =

∫ cy→∞

cy→−∞

∫ cz→∞

cz→−∞
f (0)
s (~c)dcydcz = βs√

π
exp

(
−β2

sc
2
x

)
(3.45)

where cx, cy, and cz are the thermal velocity components in the x, y, and z directions

respectively. Similar formulas can be obtained for f (0)
s (cy) and f

(0)
s (cz). To initialise

a particle, each thermal velocity component can be obtained by sampling from its

distribution function, resulting in [126]

ci = 1
βs

sin(2πR1)
√
− ln(R2) (3.46)
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where i = x, y, or z, and R1 6= R2 are two random numbers between 0 and 1. The

particle velocity is then initialised as ~cp = ~c+ ~v.

Chapman-Enskog distribution For simulations of interest, the flow will not be

spatially homogeneous. Whereas it is possible to initialise the flow properties using

a Maxwellian distribution and proceed with the simulation until the flow reaches a

non-homogeneous state, it may be interesting to initialise the flow under other initial

conditions. This is possible in near-equilibrium conditions, that is, when the perturba-

tions from equilibrium are small. In this scenario, the VDF is called a Chapman-Enskog

distribution, f (1)(~c), and can be expressed as [115]

f (1)(~c) = f (0)(~c)ΓCE(~c) (3.47)

where ΓCE(~c) is the Chapman-Enskog perturbation function, defined as

ΓCE(~c) = 1 +
(
~̂qtra · ~C

)(2
5
~C · ~C − 1

)
−
(
~C · τ̂ · ~C

)
(3.48)

where ~C = β~c, and the non-dimensional translational heat flux vector ~̂qtra, and viscous

stress tensor τ̂ are used for convenience and are defined as

~̂qtra = 2β
p
~qtra (3.49)

τ̂ = τ

p
(3.50)

Particle properties can be generated from the Chapman-Enskog distribution using the

following acceptance-rejection algorithm [67]:

1. Compute the parametersA andB, whereA = 1+30B andB = max
(∥∥∥~̂qtra∥∥∥ , ‖τ̂‖).

If B > 0.2, the flow cannot be considered in near-equilibrium, and therefore the

use of this distribution is not recommended.

2. Generate ~C from the Maxwellian distribution.

3. Accept ~C if AR ≤ ΓCE(~c), where R is a random number between 0 and 1.

Otherwise, go back to 2.
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4. Set the particle velocity ~cp = ~v + ~C /β.

It is important to note that this VDF does not take into account the effects of diffusion,

and is therefore recommended for single species only.

Molecules

When dealing with molecules, internal energy modes need to be considered. For this

reason, the distribution function depends not only on the thermal velocity, but also on

the rotational and vibrational energies, εrot and εvib, and takes the form f(~c, εrot, εvib).

Equilibrium distribution The distribution function of particles of species s for a

spatially homogeneous flow, also called Maxwell-Boltzmann distribution, f (0)
s (~c, εrot, εvib),

can be written as [9, 129]

f (0)
s (~c, εrot, εvib) = f (0)

s (~c)f (0)
s,rot(εrot)f

(0)
s,vib(εvib) (3.51)

f
(0)
s,rot(εrot) = 1

kBTrot

1
Γ(ζrot/2)

(
εrot

kBTrot

)ζrot/2−1
exp

(
− εrot
kBTrot

)
(3.52)

f
(0)
s,vib(εvib) =

[
1− exp

(
− θvib
Tvib

)]
exp

(
− εvib
kBTvib

) ∞∑
i=0

δ (εvib − ikBθvib) (3.53)

where δ(x− x0) is the Dirac delta function. The main focus on this work are the most

common molecular components of air, for which ζrot = 2, and therefore

f
(0)
s,rot(εrot) = 1

kBTrot
exp

(
− εrot
kBTrot

)
(3.54)

Particle properties can be sampled with the following algorithm:

1. Generate the particle velocity in the same manner as in the atom equilibrium

distribution.

2. Generate the rotational energy εrot by sampling it from its distribution, with an

acceptance-rejection procedure if ζrot 6= 2. If ζrot = 2, it can be shown that a

random sample of rotational energy can be obtained as εrot = − ln(R)kBTrot,
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where R is a random number between 0 and 1 [126].

3. Generate the vibrational energy from its distribution. It can be shown that a

random sample of vibrational energy can be obtained as εvib = kBθvibivib where

ivib = floor
[
− ln(R)

(
Tvib
θvib

)]
, where R is a random number between 0 and 1 [126].

Generalised Chapman-Enskog distribution Similarly than with atoms, in near-

equilibrium conditions it is possible to derive a distribution function. This function

is called a Generalised Chapman-Enskog distribution, f (1)(~c, εrot, εvib), and can be ex-

pressed for species s as [77]

f (1)
s (~c, εrot, εvib) = f (0)

s (~c, εrot, εvib)ΓGCE,s(~c, εrot, εvib) (3.55)

where ΓGCE(~c, εrot, εvib) is the generalised Chapman-Enskog perturbation function, de-

fined as

ΓGCE,s(~c, εrot, εvib) = 1 + 2 ~Ds · C +
(
~̂qtra · ~C

)(2
5
~C · ~C − 1

)
+

+
(
~̂qrot,s · ~C

)
(εrot − 〈εrot,s〉) +

(
~̂qvib,s · ~C

)
(εvib − 〈εvib,s〉)−

(
~C · τ̂ · ~C

)
(3.56)

where ~Ds = βs

ρs

~Js is the scaled diffusion flux for species s, ~̂qi,s = 2βs

ρCv,s,iTi
~qi,s is the

scaled heat flux vector for energy mode i of species s, εi = εi
kBTi

is the scaled energy

of mode i, and 〈εrot,s〉 = 1 and 〈εvib,s〉 = θvib,s

Tvib
[exp (θvib,s/Tvib)− 1]−1 are the average

rotational and vibrational energies respectively. A particle can be initialised using this

distribution by using the following algorithm for an acceptance-rejection method [77]:

1. Compute B = max
(∥∥∥~D∥∥∥ , ∥∥∥~̂qtra∥∥∥ , ∥∥∥~̂qrot,s∥∥∥ , ∥∥∥~̂qvib,s∥∥∥ , ‖τ̂‖) and A = 1 + 30B. If

B > 0.2, the flow cannot be considered in near-equilibrium, and therefore the use

of this distribution is not recommended.

2. Compute the average scaled energies 〈εrot,s〉 and 〈εvib,s〉.

3. Generate ~C , εrot, and εvib from the Maxwell-Boltzmann distribution.

4. Accept ~C , εrot, and εvib if AR ≤ ΓGCE,s(~c, εrot, εvib), where R is a random number

between 0 and 1. Otherwise, go back to 3.

5. Set the particle properties ~cp = ~v+ ~C /βs, εrot = εrotkBTrot, and εvib = εvibkBTvib.
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Distribution comparison

For illustrative purposes, Figure 3.1 shows the Maxwell-Boltzmann, Chapman-

Enskog, and Generalised Chapman-Enskog distribution functions for one velocity com-

ponent on a vibrationless N2 configuration with heat transfer. As the complete differ-

ence between distributions cannot be fully observed in this plot, Figure 3.2 show the

perturbation functions for the same configuration instead.

3 2 1 0 1 2 3

βcy

0.0000

0.0001
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Max CE GCE

Figure 3.1: Maxwell-Boltzmann (Max), Chapman-Enskog (CE), and Generalised
Chapman-Enskog (GCE) distribution functions comparison
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Figure 3.2: Maxwell-Boltzmann (Max), Chapman-Enskog (CE), and Generalised
Chapman-Enskog (GCE) perturbation functions comparison
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hyperFoam

A hybrid CFD-DSMC solver has been created within OpenFOAM, using the CFD

solver hy2Foam and the DSMC solver dsmcFoam, both of which fulfil the required con-

ditions for hypersonic flows, and can therefore be used when dealing with the reentry

of spacecraft. The characteristics of this new solver, hyperFoam, will be discussed in

Section 4.1. In Section 4.2, a Couette flow with heat transfer will be simulated for

different gases, comparing the results from both hy2Foam and hyperFoam with the so-

lution from dsmcFoam, to show how they compare in terms of accuracy.

4.1 Characteristics

In Chapter 1 the two aspects that need to be considered before a hybrid scheme

can be successfully implemented were introduced.

First of all, the breakdown parameter is fundamental to determine in which regions

of the domain the validity of the continuum hypothesis can be brought into question.

Several criteria can be used to determine this breakdown parameter, and the most

common have already been mentioned in Chapter 1.

Bird’s parameter P [66] represents the ratio between the Lagrangian mean free path

73



Chapter 4. hyperFoam

and the density scale length, and can be defined for steady flows as

P = λ

ρ

√
m

2kBTtra
‖~v · ∇ρ‖ (4.1)

and the flow regime is not considered continuum anymore when P > 0.04 [66,133].

The Chapman-Enskog parameter ΓCE [67] is an accurate predictor of the validity of

continuum conditions. This function, however, proves to be difficult to evaluate, as it

depends on the thermal velocity of particles, and therefore a different parameter B is

used. As mentioned in Chapter 3, this parameter is defined as

B = max
(∥∥∥~̂qtra∥∥∥ , ‖τ̂‖) (4.2)

but can be generalised to include multiple energy modes and species diffusion to [77]

B = max
(∥∥∥ ~D∥∥∥ , ∥∥∥~̂qtra∥∥∥ , ∥∥∥~̂qrot∥∥∥ , ∥∥∥~̂qvib∥∥∥ , ‖τ̂‖) (4.3)

where B > 0.2 can be used as the breakdown criterion [133] if the continuum regime

is treated employing high-order equations. For traditional Navier-Stokes continuum

solvers, the breakdown criteria should be set to B > 0.1 [77].

The Knudsen number Kn = λ/L gives a reasonable first approximation on the dom-

inant regime of the domain. However, it does not consider some local effects that

can affect greatly the flow properties. Boyd’s Gradient-Length-Local Knudsen number

KnGLL [68] solves this issue by taking into consideration the variation of macroscopic

properties on a local level, and it is defined as

KnGLL,Q = λ

∥∥∥∥∇QQ
∥∥∥∥ (4.4)

where Q represents a macroscopic property such as density, pressure, or temperature.

A breakdown criterion of KnGLL > 0.05 has been established for this parameter as

suitable for most engineering applications [68,133].
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In hyperFoam, an amalgamation of two criteria has been adopted as the breakdown

parameter, Knbreakdown. This combination consists of both the Gradient-Length-Local

Knudsen number, and the modified Chapman-Enskog parameter, resulting in

Knbreakdown = max
(
KnGLL,ρ,KnGLL,T ,KnGLL,‖~v‖, 0.5B

)
(4.5)

where KnGLL,‖~v‖ = λ ‖∇‖~v‖‖
max(‖~v‖,a) , and a =

√
γkBTt−r/m is the speed of sound at temper-

ature Tt−r, to avoid problems when in low-speed areas of the flow [48]. The factor 0.5

is included for the modified Chapman-Enskog parameter so that both criteria have the

same breakdown threshold of 0.05. Originally, hyperFoam used the KnGLL criterion

only, but it was modified to increase the accuracy in the results at walls (see Chapter

5.

The second factor to take into account is the mechanism to transfer information

between the rarefied and the continuum regions. As explained in Chapter 1 the two

most common methods are the flux-based method, in which each solver dictates the

flux of properties that enter the other solver’s domain through the interface, and the

state-based method, in which the domains of both solvers are extended a few additional

cells, where the macroscopic properties are fixed by the solution of the other solver.

The most significant difference between the two is the number of samples N required

to obtain a comparable level of scattering error in the DSMC solution, which behaves

as:

errorflux ≈ errorstate =⇒ Nflux ∝
Nstate

Kn2 (4.6)

As applications requiring the use of hyperFoam will have a low Kn on the regions near

the interface, state-based coupling has been adopted to radically reduce the number of

samples required until the scattering error of the DSMC solution is acceptable to use

as the macroscopic state for a CFD simulation.

With both breakdown criterion and information transfer method defined, the algo-

rithm for the hyperFoam solver can then be established, as follows:
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1. Initialise the simulation by using a previous CFD solution to calculate the break-

down parameter and determine the continuum and rarefied domains and their

buffer regions.

2. Progress the solution in the DSMC domain using the CFD solution in the buffer

cells of the rarefied domain.

3. Progress the solution in the CFD domain using the macroscopic results from the

previous DSMC solution in the buffer cells of the continuum domain.

4. End the simulation if the final time has been reached. Otherwise, go back to 2.

Each of these steps will be elaborated in the following subsections.

4.1.1 Determination of the continuum and rarefied domains

As with other hybrid solvers, hyperFoam requires an initial approximation of the

solution, which is better described by the results of a CFD simulation of the flow us-

ing the same geometry and mesh as the ones to be employed by hyperFoam. Using

the macroscopic fields obtained from this simulation, the breakdown parameter is then

calculated and the domains for each of the solvers are identified.

For the rarefied solver, the purely rarefied region, from now denoted as DSMC

region, is formed by all the cells that exceed the value specified by the breakdown cri-

terion. The buffer region for this rarefied domain is then generated, separated in two,

following a user-defined number of layers for each. Assuming that the CFD solution

is not accurate enough, and hence the hybrid solver is needed, the macroscopic values

on the continuum domain are at an incorrect state. Although the effect of these ill-

posed boundary conditions on the DSMC solution seems to be small, a possible way

to ensure that the DSMC particles evolve to the right solution is to enforce the CFD

solution some cells away from the continuum-rarefied interface instead of immediately

adjacent to it, and letting the particles evolve naturally from there onwards using the

DSMC method [70]. The part of the buffer region where the particles are generated

by enforcing the CFD solution is called outer buffer region, whereas the part where
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particles evolve according to the DSMC method is called inner buffer region.

The inner buffer region is adjacent to the rarefied region, and must be formed by

as many layers of cells as specified by the user. Increasing the number of layers in

this buffer region would result in better interface properties provided by the DSMC

solver [83]. However, having more layers also implies increasing the computational ex-

penses. A compromise value of 5 has been found to be acceptable for this solver.

The outer buffer region is then formed by as many layers as defined by the user, and

it is directly in contact with the inner buffer region but not with the DSMC region. A

minimum of 2 layers is recommended for the outer buffer region [83], as increasing the

number of outer buffer layers decreases the information loss from particles that should

enter the inner buffer region directly from the continuum region. Similar to the inner

buffer region, however, adding layers will require more computational resources. For

the present work, a value of 5 layers has been adopted as a compromise.

If there are not enough layers between two DSMC cells for the specified number of

buffer layers, the buffer cells belonging to these incomplete layers become DSMC cells

instead. Finally, all of the cells that are not part of any of these three regions belong

to the continuum region, or CFD region onwards.

This process has been represented step by step in Figure 4.1, for a case with 3 and 2

layers for the inner buffer and the outer buffer regions respectively.

For the continuum solver, the purely continuum region is formed by all inner buffer,

outer buffer and CFD regions previously described. For the purpose of simplicity, the

whole DSMC region is used as the buffer region of the continuum domain instead of

defining new regions to represent these buffer cells.

Once these aforementioned four regions have been defined, the global simulation

time thybrid is set to 0, and the solution can progress using the DSMC solver to update

the results.
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(a) Initial DSMC region (in red).
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(b) Inner (green) and outer (cyan) buffer
cells, with the correspondent layer numbers.

(c) Final DSMC and buffer regions. (d) All four regions, with the CFD region in
blue.

Figure 4.1: Determination of the different domains for the hybrid solver.

4.1.2 Progression of the solution using the DSMC solver

To progress with the DSMC simulation the mesh first needs to be populated by

particles. These particles are created in the DSMC, inner buffer, and outer buffer

regions using the CFD fields (transrotational and vibrational temperatures, partial

and total densities, velocity, diffusion, shear stress, and heat transfer) to initialise the

particle properties via a generalised Chapman-Enskog distribution. The method to

generate this distribution has, however, a minor modification with respect to the one

shown in subsection 3.2.4. It can be assumed that on the range of application of

hyperFoam, Ttra ≈ Trot, therefore the definitions of εrot and 〈εrot,s〉 can be changed as

follows [77]:

• εrot = εrot/kBTtra

• 〈εrot,s〉 = Trot/Ttra

Once the particles have been initialised, they proceed to move and collide, and new

particles are added at the corresponding boundaries, as per usual on a regular DSMC

step. The difference with regular DSMC behaviour is that the solution should have
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the same macroscopic state on the non-rarefied cells that the CFD solution imposes.

To do that, after moving, colliding and adding new particles, all of those simulators

that are located within the outer buffer and CFD regions are eliminated, and particles

are created and initialised again in the outer buffer region. This process, from now on

referred to as resetting the particles, will occur after each regular DSMC step and rep-

resent the coupling between the previous CFD state and the actual DSMC simulation,

as indicated by state-based coupling, and will result in the same average state for both

in the outer buffer region.

As specified in subsection 4.1.1 the particles in the inner buffer region are not reset,

but are left to the normal evolution of the DSMC procedure. A representation of the

particle resetting process can be seen in Figure 4.2.

Combined, regular DSMC evolution and particle resetting continue until the pre-

scribed time for coupling back with CFD, ∆thybrid, is reached. This time is defined by

a user-defined number of DSMC steps ∆tDSMC , such that ∆thybrid = nsteps∆tDSMC ,

with a recommended minimum value of nsteps,min = 5000. However, the number of

time-steps required to reduce significantly the scattering of the macroscopic fields is

in most of the simulations case dependent. Hadjiconstantinou [69], derived expres-

sions that link the fluctuations of the macroscopic properties with their averaged value.

These expressions can be used to get an estimation on the nsteps necessary to reduce

the scattering error to an acceptable level.

The sampling of the simulators through these time-steps provide the macroscopic

state that will be used in the buffer region of the continuum solver.

4.1.3 Progression of the solution using the CFD solver

For the solver to update its continuum solution, the values of the CFD fields on the

DSMC region start by being replaced by the DSMC solution recently obtained. The

DSMC solver will return translational, rotational, and vibrational temperatures, partial
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DSMC Inner
Buffer

Outer
Buffer CFD

(a) Initialisation of particles

DSMC Inner
Buffer

Outer
Buffer CFD

(b) Particles after one DSMC step

DSMC Inner
Buffer

Outer
Buffer CFD

(c) Particles eliminated in outer buffer and
CFD regions

DSMC Inner
Buffer

Outer
Buffer CFD

(d) Particle resetting in the outer buffer re-
gion

Figure 4.2: Particle progression with the DSMC solver. The particle colour indicates
only the region where the particle originates from: pink if the particle started in the
DSMC region, blue if in the inner buffer region, red if in the outer buffer region, and
black if the particle was generated at the boundaries.

80



Chapter 4. hyperFoam

and total densities, and velocities. Most of the DSMC fields can be directly transferred

into their respective CFD counterpart. However, the transrotational temperature will

be calculated from the translational and rotational temperature as follows [9]:

TCFDt−r = 3TDSMC
tra + ζrotT

DSMC
rot

3 + ζrot
(4.7)

The continuum solver then advances the simulation by one time-step, and the DSMC

solution is imposed again on the cells of the DSMC region. This process, from now on

called resetting the CFD fields, then continues until the time for coupling back with

DSMC is reached. The simulated time between couplings is again ∆thybrid, but the

continuum solver will evolve at its own time-step ∆tCFD, and could even use the local

time-stepping technique from Chapter 2 to benefit from a faster convergence.

4.1.4 Check for final time

After each CFD-DSMC cycle, thybrid increases by ∆thybrid. If the final simulation

time tfinal is such that tfinal > thybrid, a new hybrid cycle starts. For this new cycle, the

CFD results obtained from the previous cycle can be used to recalculate the breakdown

parameter if desired, updating the continuum and rarefied domains accordingly. If on

the other hand tfinal ≤ thybrid, the simulation is considered completed.

4.2 Validation with a Couette Flow

To test the capabilities of hyperFoam in a simple yet concise manner, different con-

figurations for a Couette flow have simulated and then compared with the initial CFD

solution from hy2Foam and the DSMC results from dsmcFoam.

In a Couette flow the properties of a fluid at rest are modified by a moving wall that

transfers momentum into the domain, and thus the departure from equilibrium due to

gradients of the velocity can be perfectly represented. Adding heat transfer in the form
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of different temperatures at the channel walls adds gradients of temperature as causes

of non-equilibrium, and thus increases the complexity of the simulation. To fully assess

the suitability of the hybrid solver for this relatively simple test case, different gases

have been considered in increasing complexity. The domain of the simulation has been

defined as a horizontal channel, with the upper and lower walls separated by 1 m. The

left and right boundaries of the domain have been established as cyclic boundaries,

so that fluid leaving through one of them enters through the other. The temperature

of the bottom wall was set at 2000 K while the top wall had a temperature of 3000

K, to generate a significant temperature difference. According to similar test cases,

the non-equilibrium originates from the Knudsen layer near the walls, and thus the

DSMC domain has been established as 15% of the domain next to each of the walls,

as suggested by those test cases [83, 134]. Fixing these domains independently of flow

properties may affect the number of simulators required for the hybrid solver and thus

its total computational requirements. For this reason, the accuracy of the solution,

but not the computational requirements, are the subject to study for the Couette flow.

The CFD domain, that includes the two buffers and the CFD region, is the region

in between the two DMSC regions. The domain, boundary conditions, and CFD and

DSMC domains can be seen in Figure 4.3.

The initial temperature for all the species has been set to 2000 K, and the density

of each has been chosen so that the body-length Knudsen number KnBL is 0.05, to

have the gas near non-equilibrium conditions. Unless otherwise stated, the generalised

Chapman-Enskog distribution is used for the creation of the simulators. In addition,

the LTS technique has been used for the CFD portion of the all the simulations.

4.2.1 Argon

Argon (Ar) has no internal degrees of freedom, as it is a monoatomic gas. This

results in only translational energy, making monoatomic gases the simplest gas to con-

sider. Figures 4.4 and 4.5 show the comparison between the CFD, DSMC, and hybrid
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T1 = 3000K; U1 = 300m/s

T0 = 2000K; U0 = 0

a) Couette flow domain and boundary conditions

DSMC CFD

b) CFD and DSMC zones

Figure 4.3: Boundary conditions and zones for the Couette flow
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results for the translational temperature and velocity respectively. On both figures it

can be observed that the hybrid solver manage to adapt the solution so it resembles

the DSMC results with greater accuracy than the CFD results.

In addition, a study of the importance of the distribution used while resetting the

particles can be seen in Figures 4.6 and 4.7. An equilibrium distribution (Max in the

plots) provides inaccurate particle properties thus causing the disparity in the results.

For the other two distributions, due to the fact that Ar possess no internal degrees of

freedom, the Generalised Chapman-Enskog distribution (GCE) collapses into the stan-

dard Chapman-Enskog distribution (CE), and therefore both provide the same results.
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Figure 4.4: Translational temperature comparison, for Ar

4.2.2 Vibrationless Nitrogen

The next step is to simulate a gas with translational and rotational energy. For

the continuum solver this wouldn’t represent much of a difference, as two-temperature

models treat translational and rotational temperatures as one and the same. But the
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Figure 4.5: Velocity comparison, for Ar
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Figure 4.6: Influence of different distributions in the translational temperature, for Ar
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Figure 4.7: Influence of different distributions in the velocity, for Ar

particle solver does distinguish between the two temperatures and as such this needs to

be taken into account when sending information into the continuum solver. However,

it is not possible to have a real fluid with rotational degrees of freedom that at the

same time present no vibrational energy. Therefore, a fictitious gas must be used for

this test. This is a simple task to do computationally, and N2 has been chosen for this

test case due to it being the predominant component of air.

The results from the three solvers for transrotational temperature and velocity can

be observed in Figures 4.8 and 4.9 respectively. The hybrid solver continues to approx-

imate to the DSMC solution better than the CFD solution, meaning that the coupling

between DSMC translational and rotational temperatures and CFD transrotational

temperature has been successfully implemented.

Another study was performed using the equilibrium, Chapman-Enskog, and gener-

alised Chapman-Enskog distributions for this case. It can be observed in Figure 4.10

that the results for transrotational temperature based on a Chapman-Enskog distribu-

tion differs slightly from the results based on a Generalised Chapman-Enskog distribu-
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tion. This difference is due to the fact that whereas the Chapman-Enskog distribution

includes the departure from equilibrium due to translational temperature gradients, it

does not take into account the effects of the rotational temperature. Figure 4.11 shows

that both the CE and GCE distributions provide the same results for velocity, as both

distributions consider the effects of the velocity gradients on the departure from equi-

librium. The equilibrium distribution does not capture any of this phenomena and thus

the results it provides are quite inaccurate.
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Figure 4.8: Transrotational temperature comparison, for vibrationless N2

4.2.3 Molecular Nitrogen

The simplest scenario where the gas under consideration has all three energy modes

active is obtained using diatomic gases. N2 has been chosen as an example due to

its predominance in air. The inclusion of a vibrational temperature test both the

two-temperature capabilities of the continuum solver as well as the coupling mecha-

nism between all energy modes. Good agreement can be seen between the hybrid and

DSMC results for transrotational and vibrational temperatures, as well as velocities,

on Figures 4.12 to 4.14.
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Figure 4.9: Velocity comparison, for vibrationless N2
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Figure 4.10: Influence of different distributions in the transrotational temperature, for
vibrationless N2
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Figure 4.11: Influence of different distributions in the velocity, for vibrationless N2

A distribution comparison can be seen in Figures 4.15 to 4.17. This case presents

the same trend for transrotational temperature and velocity as the vibrationless N2

case. For the vibrational temperature comparison, both the standard Chapman-Enskog

and the equilibrium distributions don’t include vibrational temperature in their formu-

lations, and thus both results are similar and compare poorly with the Generalised

Chapman-Enskog distribution results.
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Figure 4.12: Transrotational temperature comparison, for N2
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Figure 4.13: Vibrational temperature comparison, for N2
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Figure 4.14: Velocity comparison, for N2
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Figure 4.15: Influence of different distributions in the transrotational temperature, for
N2
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Figure 4.16: Influence of different distributions in the vibrational temperature, for N2
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Figure 4.17: Influence of different distributions in the velocity, for N2
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4.2.4 Argon mixture

Similarly to single-species gases, the simulation of multi-species gas mixtures has

been performed in increasing complexity. The simplest possible two-species case is

again a monoatomic gas, and thus Ar has been used again. This artificial Ar−Ar test

case, in which both species possess the exact same properties, allow for the test of the

effects of the diffusion fluxes only. As the results provided by the three solvers should

in theory be the same as the single-species simulations, any difference in them should

come from the diffusive fluxes. Comparison between the three solvers for translational

temperature and velocity can be seen in Figures 4.18 and 4.19. Figures 4.20 and 4.21

show the number density of each species. It can be seen that that the hybrid profiles

differ slightly from the DSMC results. The CFD fluxes do not take into account the

diffusion due to the temperature gradient, and thus the macroscopic state used to reset

the particles at the frontier of the rarefied domain is not completely accurate. Nonethe-

less, the multispecies results are still within reasonable agreement with respect to the

DSMC results. This can also be observed in Figures 4.22 and 4.23, where the results

from the single-species, multispecies, and DSMC simulations are compared, with small

differences between each other.

4.2.5 Atomic Nitrogen and Oxygen

Atomic nitrogen and oxygen provide a different example of a multispecies gas mix-

ture that lacks internal degrees of freedom. This mixture, that consists of 75% of N ,

25% of O in number of molecules, show reasonable agreement concerning translational

temperature and velocity, as can be seen in Figures 4.24 and 4.25. Figures 4.26 and

4.27 show the number density for N and O respectively, where some disagreement on

the number density of O can be observed, especially at the top of the channel. This

disagreement, however, represent a small percentage on the DSMC solution, and thus

the accuracy on the other quantities are not extremely affected.

93



Chapter 4. hyperFoam

1.0 1.1 1.2 1.3 1.4 1.5

Ttra/T0

0.0

0.2

0.4

0.6

0.8

1.0

y/
L

DSMC zone

DSMC zone

CFD zone

CFD DSMC Hybrid

Figure 4.18: Translational temperature comparison, for an Ar −Ar mixture
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Figure 4.19: Velocity comparison, for an Ar −Ar mixture
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Figure 4.20: Number density comparison, for an Ar −Ar mixture, Ar1
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Figure 4.21: Number density comparison, for an Ar −Ar mixture, Ar2
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Figure 4.22: Comparison between Ar and Ar −Ar gas mixture, for translational tem-
perature
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Figure 4.23: Comparison between Ar and Ar −Ar gas mixture, for velocity
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Figure 4.24: Translational temperature comparison, for a N −O mixture
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Figure 4.25: Velocity comparison, for a N −O mixture
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Figure 4.26: Number density comparison, for a N −O mixture, N
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Figure 4.27: Number density comparison, for a N −O mixture, O
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4.2.6 Vibrationless Nitrogen and Oxygen

A vibrationless mixture of two diatomic molecules has also been simulated, using

N2 and O2 in 79% and 21% respectively, as they are found in air. Transrotational tem-

perature and velocity results from the hybrid solver agree fairly well with the solution

obtained by dsmcFoam, and this can be seen in Figures 4.28 and 4.29. Good agreement

can also be seen in the number density plots in Figures 4.30 and 4.31.
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Figure 4.28: Transrotational temperature comparison, for a vibrationless N2−O2 mix-
ture

4.2.7 Molecular Nitrogen and Oxygen

As the last test case for the Couette flow, a N2 − O2 gas mixture has been sim-

ulated, with the same 79% − 21% configuration as with the vibrationless case. Good

correspondence can be seen between the hybrid and DSMC solver for transrotational

and vibrational temperatures, as well as velocity, as can be seen in Figures 4.32 to 4.35.

Taking a look at the number density comparisons in Figures 4.36 and 4.37, it can be

seen that whereas the number density of N2 for the hybrid solver is sufficiently accurate
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Figure 4.29: Velocity comparison, for a vibrationless N2 −O2 mixture
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Figure 4.30: Number density comparison, for a vibrationless N2 −O2 mixture, N2
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Figure 4.31: Number density comparison, for a vibrationless N2 −O2 mixture, O2

with respect to the DSMC results, the O2 profile differs from the DSMC number density

plot more than usual. The fact that this difference can be identified in this case but not

in the vibrationless N2 −O2 mixture indicates that this may have to do with how the

solvers model the vibrational temperature and the translational-vibrational tempera-

ture exchanges. The quantum Q-K model from DSMC and the Millikan-White-Park

CFD model are not completely consistent with each other. As such, it is expected

that a new implementation that matches both CFD and DSMC energy transfer more

accurately can reduce, or even negate, these effects. For this reason, vibrationless sim-

ulations are still of interest, and will be included in the hypersonic cylinder test cases.
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Figure 4.32: Transrotational temperature comparison, for a N2 −O2 mixture

1.0 1.1 1.2 1.3 1.4 1.5

TvN2
/T0

0.0

0.2

0.4

0.6

0.8

1.0

y/
L

DSMC zone

DSMC zone

CFD zone

CFD DSMC Hybrid

Figure 4.33: Vibrational temperature comparison, for a N2 −O2 mixture, N2
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Figure 4.34: Vibrational temperature comparison, for a N2 −O2 mixture, O2
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Figure 4.35: Velocity comparison, for a N2 −O2 mixture
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Figure 4.36: Number density comparison, for a N2 −O2 mixture, N2
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Figure 4.37: Number density comparison, for a N2 −O2 mixture, O2
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Hypersonic cylinder

Further validation is required in order to assess the full capabilities of the hybrid solver,

both in terms of accuracy and computational time. A hypersonic cylinder has been in-

cluded for this purpose. This simulation takes into account not only a shock wave which

thickness heavily depends on the local mean free path, but also a Knudsen layer around

the cylinder that can provide the wrong surface properties if it is not properly captured.

Finally, the correct capture of the properties in the wake region is of great importance,

as this would affect any other object downstream. Section 5.1 establishes the compu-

tational domain of the simulation, common to all of the configurations. Section 5.2

details the results of a simulation with vibrationless N2, which would be the simplest

case in this analysis. Section 5.3 shows the effects of having a multispecies gas mixture

on the simulation. Both species lack vibrational capabilities for simplicity. Finally, in

Section 5.4 the effects of vibrational energy modes are studied by using molecular O2

as the gas species.

5.1 Computational domain

The domain of the simulation has been defined in the proximity of a cylinder with

a 0.04 cm radius. Only the top half of the domain needs to be considered, thanks to

the symmetry of the geometry and initial and boundary conditions. Whereas the exact
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values of the boundary conditions are case dependent, and will be detailed in each of

them, all of these test cases present a similar configuration that can be seen in Figure

5.1.

p∞

T∞
U∞

Tcyl
Ucyl

Figure 5.1: Hypersonic cylinder domain and boundary conditions

5.2 Vibrationless N2

This test case has been taken from Ref. [47], case M6. The gas used for this

simulation is nitrogen, without considering energy transfer to vibrational modes. The

freestream flow travels at Mach 6, with a temperature of 217.45 K and a number den-

sity of 1.61·1021 particles/m3. These conditions translate to a pressure of 4.8336 Pa, a

velocity of 1803.9 m/s, and a Knudsen number based on the cylinder diameter of 0.01,

using the VHS model for the mean free path. The cylinder wall is stationary and at a

fixed temperature of 500 K.

Initially, KnGLL had been the breakdown criterion used for the identification of the

different domains. However, due to some poor results in the cylinder surface, the

Knbreakdown criterion was also studied. At present, the hybrid solver lacks an algo-

rithm that would allow for a reasonably inexpensive update of the domains. For this
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reason, results using these two breakdown criteria are analysed without recalculating

the initial domain partitions. Nonetheless, this simulation has also been performed

using the Knbreakdown criterion on the final DSMC solution to identify the different

domains (called KnDSMC from now own), as a proof of concept for when the updating

algorithm is properly implemented. Regardless of how the domains had been deter-

mined for these three hybrid simulations, all of them have been initialised using the

results from the CFD simulations. The different domains can be seen in Figure 5.2. On

the left, the KnGLL and Knbreakdown domains are compared, and it can be observed

that for the KnGLL criterion only a few cells around the cylinder are considered to be

in non-equilibrium, specially near the stagnation point. In addition, a great portion

of the wake is also identified as continuum using the KnGLL criterion. On the right

half of figure 5.2, the Knbreakdown criterion domain decomposition is compared with

the domains obtained from KnDSMC . Whereas KnGLL and Knbreakdown portray a

similar determination of non-equilibrium cells in the shock region, the KnDSMC non-

equilibrium cells at the shock is quite wider than the DSMC domain the other two

generate. This is mainly due to the difference between translational and rotational

temperatures in the DSMC solution. Schwartzentruber recommends to also consider a

cell as belonging to the DSMC domain when the translational temperature is at least

1% higher than the rotational temperature [47]. These temperatures are calculated as

one and the same in the CFD solver, therefore the KnGLL and Knbreakdown criteria

cannot identify a priori any new cells using this new condition. The difference in CFD

and DSMC regions between these three domain decompositions is responsible for the

difference in the results that will be seen in the following Figures.

Figures 5.3 to 5.5 show a contour plot comparison between the CFD and hybrid

solvers (top half of the image) with the DSMC results (bottom half), for pressure,

transrotational temperature, and velocity. The isocontour lines show a big difference

between the CFD and DSMC results, as expected. Regarding the hybrid solver so-

lutions, Knbreakdown appears to have better agreement with the DSMC solution than

KnGLL in the near-wake region, but seems to behave slightly worse after the shock.
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(a) KnGLL (top) and Knbreakdown (bot-
tom)

(b) Knbreakdown (top) and KnDSMC (bot-
tom)

Figure 5.2: Hypersonic cylinder CFD (in blue) and DSMC (in red) zones for different
criteria, N2 case.

The CFD and the aforementioned hybrid solutions all fail to fully capture the thicken-

ing of the shock due to rarefied effects and thus the contour lines before the shock do

not match those from the DSMC solution. On the other hand, hybrid results from the

KnDSMC case show a great agreement with the DSMC solution, which indicates that

with the right domain decomposition the quality of the hybrid results is comparable to

those from the DSMC simulation.

Figures 5.6 to 5.8 show the density, transrotational temperature, and velocity com-

parison between the solvers along the stagnation line. The rarefied regions for the three

hybrid cases are also indicated. Whereas the DSMC region is bigger for the Knbreakdown
case, a greater error than the KnGLL case can be distinguished, specially on the tem-

perature plot, in the CFD region between the shock and near-body DSMC regions,

although better concordance can be seen in the near-body region for the former case.

The DSMC domain for the Knbreakdown simulation extends longer near the cylinder,

and thus the hybrid solution follows the DSMC results with better agreement in this

area. However, as the KnDSMC domains show, the continuum-rarefied interface for the

Knbreakdown scenario is located still in what should be part of the DSMC region, so the

continuum solver is unable to accurately predict the behaviour in what should be a non-
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown) (d) Hybrid solver (KnDSMC)

Figure 5.3: Pressure contour comparison, in Pa, between the DSMC solver (bottom
half) and other solvers (top half), N2 case.
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown) (d) Hybrid solver (KnDSMC)

Figure 5.4: Transrotational temperature contour comparison, in K, between the DSMC
solver (bottom half) and other solvers (top half), N2 case.
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown) (d) Hybrid solver (KnDSMC)

Figure 5.5: Velocity magnitude contour comparison, in m/s, between the DSMC solver
(bottom half) and other solvers (top half), N2 case.
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equilibrium region, leading to this error. The CFD solver, on the other hand, returns

by itself a reasonable solution in that region. This is why the KnGLL case, presenting

only a handful of non-equilibrium cells at the cylinder boundary, has a wider area to

adapt this CFD solution and provide more accurate post-shock estimations. The ef-

fect that a misplaced interface can have on the global solution have been previously

observed specially on 1D shockwaves [47]. When the regions are correctly determined

and thus the interfaces are located in an equilibrium region, the continuum and rar-

efied solvers reach the same value with similar gradients and thus the hybrid solution

match the DSMC solution almost perfectly, as can be observed from the KnDSMC case.
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Figure 5.6: Density plot along the stagnation line, N2 case.

The accuracy of the different solvers in the wake along the symmetry plane can be

observed in Figures 5.9 to 5.11, where density, temperature and velocity are compared.

Similarly to the region near the stagnation point, the Knbreakdown case present a wider

rarefied domain just after the cylinder. This case presents more accurate results than

the KnGLL case when compared to the DSMC values while in this region. After it,
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Figure 5.7: Transrotational temperature plot along the stagnation line, N2 case.
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Figure 5.8: Velocity plot along the stagnation line, N2 case.
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however, the Knbreakdown separates from the DSMC solution. It can be appreciated

that in this continuum portion of the domain, whereas the KnGLL criterion follows

the DSMC profile more closely for density, it is Knbreakdown which matches better for

temperature, and both behave similarly for velocity. On the other hand, the hybrid

solution using the KnDSMC criterion matches the DSMC solution with great precision.

It is important to note the sudden change in properties at the end of the domain for

both the DSMC and the KnDSMC solutions, which occurs due to the vacuum boundary

condition. As the Mach number in this region should be around 1.1, some simulators

should still enter the domain from that boundary, and failure to take these particles

into account lead to the shown results. However, this region is far enough away and

does not influence the results near the cylinder. This phenomenon will be found in the

other cases as well.
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Figure 5.9: Density plot along the symmetry plane, in the wake. N2 case.

To finish the accuracy comparisons, results at the surface of the cylinder can be seen

in Figures 5.12 to 5.16, where all of the cylinder belongs to the DSMC region. In partic-
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Figure 5.10: Transrotational temperature plot along the symmetry plane, in the wake.
N2 case.
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Figure 5.11: Velocity plot along the symmetry plane, in the wake. N2 case.
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ular, Figures 5.12 and 5.13 show the accuracy of the slip conditions. It can be observed

that both the temperature jump and the velocity slip cannot be accurately represented

for this phenomenon. The hybrid solution on the other hand matches significantly well

with the DSMC plots for all three cases, showing that due to this Knudsen layer next

to the body the results are better captured when considering non-equilibrium effects.

Figures 5.14 to 5.16 show the pressure (cp), friction(cf ), and heat transfer (cq) coef-

ficients respectively. Both KnGLL and Knbreakdown behave similarly for these three

magnitudes as well, underpredicting the cp at the stagnation point and overpredicting

the cq in the same location. It is important to note that the KnGLL case presents a

higher error on the cq, whereas the Knbreakdown error is comparable to the CFD solu-

tion. Further along on the cylinder and away from the stagnation point, both hybrid

cases match the DSMC profiles quite well. Following the same behaviour that has been

observed so far, the KnDSMC case show the most accurate results. One fundamental

observation, however, is that the CFD solver show quite reasonable agreement for cp
and cq.
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Figure 5.12: Transrotational temperature plot along the cylinder surface, N2 case.
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Figure 5.13: Slip velocity plot along the cylinder surface, N2 case.

Finally, Table 5.1 shows the computational resources needed for all the solvers. It

is important to note that the individual time per iteration has been obtained by using

the average for a 10-iteration simulation using a single processor. In addition, the fi-

nal times for the hybrid cases include the time of the CFD simulation as well, which

provides the initial state for the hybrid algorithm. As expected, the CFD solutions is

significantly faster than the DSMC approach due to its multiple simplifications. For

the hybrid cases, it can be seen that the speedup decreases accordingly to the size of

the DSMC domain, from a value of 2.51 for the KnGLL case to a still reasonable but

not as good 1.8 for the KnDSMC criterion. It would be expected, however, that during

a run-time domain modification simulation, the DSMC region would be increasing in

size from the initial domain from Knbreakdown to the final domains of KnDSMC , which

would situate the speedup between the 1.8 and 2.27 values obtained during this study.
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Figure 5.14: Pressure coefficient plot along the cylinder surface, N2 case.
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Figure 5.15: Friction coefficient plot along the cylinder surface, N2 case.
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Figure 5.16: Heat transfer coefficient plot along the cylinder surface, N2 case.

DSMC CFD
Hybrid

KnGLL Knbreakdown KnDSMC

CFD DSMC CFD DSMC CFD DSMC
Seconds 4.2525 0.8950 1.3750 1.1725 1.4325 1.3363 1.4425 1.8243per it.

no it. 1 · 106 2 · 105 2.5 · 105 1 · 106 2.5 · 105 1 · 106 2.5 · 105 1 · 106

Total 1181h 49h 470h 54min 520h 13min 656h 55mintime 15min 43min
Speedup - 23.76 2.51 2.27 1.80

Table 5.1: Time comparison among the different solvers, N2 case
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5.3 Vibrationless N2 −O2

The idea behind this test case is to analyse the multispecies capabilities of hyper-

Foam. The gas used for this simulation is a mixture of 29% O2, 71% N2 to try to

emulate air, without considering energy transfer to vibrational modes. Keeping the

same freestream temperature, total number density, and velocity of 217.45 K, 1.61·1021

m-3, and 1803.9 m/s respectively, this returns a freestream Mach number of 6.09, less

than a 1.5% increase from the N2 test case. Finally, the cylinder wall keeps its tem-

perature and velocity of 500 K and 0 m/s respectively.

Similarly to the previous test case, the results from the domain decomposition for

both KnGLL and Knbreakdown criteria have been studied. These domains can be seen

in Figure 5.17. In the same fashion than with the N2 case, the Knbreakdown criterion

identify more rarefied cells in the near-cylinder area than the KnGLL criteria, as well

as in the wake, which will again be reflected in the results.

Figures 5.18 to 5.20 show the contour plot comparison for pressure, transrotational

temperature, and velocity respectively. Following a similar trend, the solution in the

wake are better represented by the Knbreakdown, whereas the post-shock region is more

accurately calculated using the KnGLL criterion. It can also be appreciated that nei-

ther of these two hybrid solutions, nor the CFD simulation, is capable of fully capturing

the shock wave thickening, as neither of the hybrids cases extend enough their rarefied

domains upstream of the shock.

The plots along the stagnation line, Figures 5.21 to 5.24, again show the better

agreement for Knbreakdown in the rarefied regions, but poor continuation of these re-

sults in the in-between continuum region, where both the CFD and the KnGLL-based

hybrid solutions return a smaller error when compared with DSMC.

The Knbreakdown region shows remarkable results in the rarefied region of the wake,
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Figure 5.17: Hypersonic cylinder zones using KnGLL (top) and Knbreakdown (bottom)
as criteria, N2 −O2 case.
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown)

Figure 5.18: Pressure contour comparison, in Pa, between the DSMC solver (bottom
half) and other solvers (top half), N2 −O2 case.
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown)

Figure 5.19: Transrotational temperature contour comparison, in K, between the
DSMC solver (bottom half) and other solvers (top half), N2 −O2 case.
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown)

Figure 5.20: Velocity magnitude contour comparison, in m/s, between the DSMC solver
(bottom half) and other solvers (top half), N2 −O2 case.
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Figure 5.21: N2 density plot along the stagnation line, N2 −O2 case.
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Figure 5.22: O2 density plot along the stagnation line, N2 −O2 case.
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Figure 5.23: Transrotational temperature plot along the stagnation line, N2−O2 case.
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Figure 5.24: Velocity plot along the stagnation line.
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as can be seen in Figures 5.25 to 5.28. Past this region, the accuracy of the differ-

ent solvers can be observed to be property dependent, showing that for both densities

KnGLL provides the most accurate solution, whereas for the transrotational temper-

ature it is the Knbreakdown solution, and comparable results between both criteria for

velocity.
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Figure 5.25: N2 density plot along the symmetry plane, in the wake. N2 −O2 case.

For the surface properties, both solvers provide with a similarly accurate solution

when compared to the DSMC results for transrotational temperature and velocity, as

can be seen in Figures 5.29 and 5.30, where the CFD solver is unable to capture the

right velocity slip, and more notoriously, the temperature jump. Regarding the pres-

sure, friction, and heat transfer coefficients, theKnGLL solution shows better agreement

for cp, whereas Knbreakdown match the DSMC solution for cf and cq respectively. As

with the N2 case, CFD results for cp, cf , and cq are a suitable first approximation to

the real value of these magnitudes.
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Figure 5.26: O2 density plot along the symmetry plane, in the wake. N2 −O2 case.
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Figure 5.27: Transrotational temperature plot along the symmetry plane, in the wake.
N2 −O2 case.
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Figure 5.28: Velocity plot along the symmetry plane, in the wake. N2 −O2 case.
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Figure 5.29: Transrotational temperature plot along the cylinder surface, N2−O2 case.
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Figure 5.30: Slip velocity plot along the cylinder surface, N2 −O2 case.
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Figure 5.31: Pressure coefficient plot along the cylinder surface, N2 −O2 case.
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Figure 5.32: Friction coefficient plot along the cylinder surface, N2 −O2 case.
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Figure 5.33: Heat transfer coefficient plot along the cylinder surface, N2 −O2 case.
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The time comparison for the N2 − O2 case on Table 5.2 shows a major difference

to the N2 case previously analysed: The DSMC solution takes up to 4.33 times more.

The reason for this increment in time is due to an increase in the number of simulators.

To decrease the scatter of the simulations, good DSMC practice require more than the

minimum of 2.17 particles on average found on one cell, that would be obtained by

keeping the same real-particle-to-simulator equivalence. To obtain low scatter on the

results for the O2 species, this equivalence was modified, increasing the number of sim-

ulators by a factor of 4.76, which in turn increased the total number of the simulated

particles by a similar ratio. The increase in computational time for the CFD solver is

due to the addition of a second species and therefore the inclusion of new equations

to solve. However, this increase is by a factor of 2.2, about half of the increase in

computational resources due to DSMC particles. For this reason, the CFD solver sees

an impressive speedup when compared to DSMC, albeit the lack of accuracy of the

solution. Unfortunately, for the hybrid solver this multispecies test case increases the

sizes of the DSMC domains for both KnGLL and Knbreakdown criteria, increasing the

DSMC time per iteration to an even higher factor. On the other hand, the CFD time

per iteration is also increased to more than 2.2 times due to the new cells that require

resetting. For these reasons, the speedup of the hybrid solver drops when compared

to those of the N2 case. However, a speedup of 1.83 for the Knbreakdown simulation is

more than an acceptable result.

DSMC CFD
Hybrid

KnGLL Knbreakdown
CFD DSMC CFD DSMC

Seconds 18.436 1.940 3.226 6.964 3.269 8.875per it.
no it. 1 · 106 2 · 105 2.5 · 105 1 · 106 2.5 · 105 1 · 106

Total 5121h 107h 2266h 15min 2800h 5mintime 7min 47min
Speedup - 47.5 2.26 1.83

Table 5.2: Time comparison among the different solvers, N2 −O2 case
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5.4 Molecular O2

To be able to test the vibrational capabilities, a new single species test case was

simulated. The gas used for this simulation is oxygen, due to its lower characteristic

vibrational temperature. However, the temperatures achieved with the previous test

cases are too low to obtain accurate vibrational temperature estimations within a rea-

sonable computational time. For this reason, the temperatures for this simulation are

set to 869.8 K for the freestream flow and 2000 K at the cylinder wall, which is exactly

four times those temperatures of the N2 test case. The flow still travels at Mach 6,

which results in a freestream velocity of 3375.5 m/s. The pressure has been chosen so

that the freestream mean free path remains in the order of 0.01, giving a value of 21 Pa.

Similarly to the previous test cases, the results from the domain decomposition for

both KnGLL and Knbreakdown criteria have been studied. However, for this test case

all cells where the vibrational temperature was higher than the transrotational tem-

perature were included into the DSMC domain. The reason for this new imposition is

the fact that in these conditions the CFD model for vibrational-translational energy

transfer provides a relaxation rate quite different than that of the quantum Larsen-

Borgnakke model [8]. These domains can be seen in Figure 5.34. Keeping the same

trend as the previous cases, the Knbreakdown criterion identify more rarefied cells in

the near-cylinder area than the KnGLL criteria. In addition, the wake region of the

Knbreakdown criterion becomes almost entirely rarefied, due to the new temperature

condition.

Figures 5.35 to 5.38 show the contour plot comparison for pressure, transrotational

and vibrational temperatures, and velocity. For the pressure it seems that the KnGLL
case provides with a better approximation of the DSMC solution. Nonetheless it is the

Knbreakdown case the one that follows the DSMC contour lines of velocity and transro-

tational temperature more precisely. Despite the agreement on these properties, none

of the hybrid cases nor the CFD solution seem to come close to the DSMC results for
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Figure 5.34: Hypersonic cylinder CFD (in blue) and DSMC (in red) zones using KnGLL
(top) and Knbreakdown (bottom) as criteria, O2 case.
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the vibrational temperature. The reason for this is the evident disagreement between

the CFD and DSMC results. The DSMC solver is capable of returning a more accurate

solution when the initial CFD state is slightly inaccurate, as have been shown in the

previous cases. However, for this simulation the error from the CFD solver is quite sig-

nificant and hyperFoam cannot overcome it, and therefore returns a solution far from

the expected DSMC values.

Figures 5.39 to 5.42 continue to show the vibrational temperature error along the

stagnation line. Whereas the position of the shock can be identified in some of the

plots, it can be observed especially on the density and velocity plots that this position

have been translated downstream. Figure 5.41 shows the vibrational temperature plot.

Whereas there is quite good agreement between the hybrid and DSMC solutions on the

near-shock rarefied domain, the vibrational energy is overestimated in the post-shock

continuum region, which translates in a similar behaviour for the vibrational temper-

ature itself. Besides these two effects, the behaviour of the hybrid solutions is similar

to that of the vibrationless N2 and N2 − O2 cases, with quite good agreement on the

near-cylinder rarefied domain for the Knbreakdown, followed by a too-steep gradient for

the transrotational temperature which is therefore overestimated in this post-shock re-

gion.

The results in the wake region for the O2 simulations, which can be seen in Figures

5.43 to 5.46, vary from what have been seen in previous cases. First of all, it can be ob-

served that the KnGLL criterion now returns two rarefied zones along this line, instead

of only one as previously seen. This helps the KnGLL solution to keep good accuracy

further down the wake. In addition, it can be observed that the Knbreakdown criterion is

less accurate for the density along the wake than the KnGLL criterion, and that neither

of the solvers match the DSMC results regarding the vibrational temperature.

Figures 5.47 to 5.52 show the results along the cylinder. It can be seen in Figures

5.47 and 5.49 that the hybrid solver matches the transrotational temperature and ve-
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown)

Figure 5.35: Pressure contour comparison, in Pa, between the DSMC solver (bottom
half) and other solvers (top half). O2 case.
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown)

Figure 5.36: Transrotational temperature contour comparison, in K, between the
DSMC solver (bottom half) and other solvers (top half), O2 case.
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown)

Figure 5.37: Vibrational temperature contour comparison, in K, between the DSMC
solver (bottom half) and other solvers (top half), O2 case.
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(a) CFD solver (b) Hybrid solver (KnGLL)

(c) Hybrid solver (Knbreakdown)

Figure 5.38: Velocity magnitude contour comparison, in m/s, between the DSMC solver
(bottom half) and other solvers (top half), O2 case.
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Figure 5.39: Density plot along the stagnation line, O2 case.
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Figure 5.40: Transrotational temperature plot along the stagnation line, O2 case.
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Figure 5.41: Vibrational temperature plot along the stagnation line, O2 case.
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Figure 5.42: Velocity plot along the stagnation line, O2 case.
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Figure 5.43: Density plot along the symmetry plane, in the wake. O2 case.
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Figure 5.44: Transrotational temperature plot along the symmetry plane, in the wake.
O2 case
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Figure 5.45: Vibrational temperature plot along the symmetry plane, in the wake. O2
case
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Figure 5.46: Velocity plot along the symmetry plane, in the wake. O2 case.
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locity quite well when compared to the DSMC results. For vibrational temperature,

however, the trend seen so far continues and hyperFoam is unable to approach the right

solution. Finally, for the pressure, friction, and heat transfer coefficients, it can be seen

that all the cases follow the same trend as before, where the hybrid using the KnGLL
criterion matches well except for the cq, whereas the Knbreakdown matches reasonable

well in all, and the CFD solver provided a quite good approximation for these quan-

tities. It is important to notice that even with a more significant disagreement on the

vibrational temperature values, these coefficients are found to be quite similar to the

previous cases. The error in terms of vibrational energy is quite small in comparison

with the energy transferred at the wall, returning a less inaccurate measure for the heat

transfer.
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Figure 5.47: Transrotational temperature plot along the cylinder surface, O2 case.

The computational time required by the simulation behaves similarly, regardless of

the accuracy of the solution. However, the effects of the new temperature condition

for the calculation of the domains are evident. Whereas the CFD speedup is similar to
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Figure 5.48: Vibrational temperature plot along the cylinder surface, O2 case.

0 20 40 60 80 100 120 140 160 180

θ

0.02

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

u
sl
ip
/U

∞

CFD DSMC Hybrid-KnGLL Hybrid-Knbreakdown

DSMC zone

Figure 5.49: Slip velocity plot along the cylinder surface, O2 case.
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Figure 5.50: Pressure coefficient plot along the cylinder surface, O2 case.
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Figure 5.51: Friction coefficient plot along the cylinder surface, O2 case.
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Figure 5.52: Heat transfer coefficient plot along the cylinder surface, O2 case.

that of the N2 case, the hybrid speedup drops from 2.51 and 2.27 on the N2 case for

KnGLL and Knbreakdown respectively to 2.16 and 1.5.

DSMC CFD
Hybrid

KnGLL Knbreakdown
CFD DSMC CFD DSMC

Seconds 5.6563 1.1523 2.5230 1.7550 2.6738 2.8714per it.
no it. 1 · 106 2 · 105 2.5 · 105 1 · 106 2.5 · 105 1 · 106

Total 1571h 64h 726h 45min 1047h 19mintime 12min 1min
Speedup - 24.5 2.16 1.5

Table 5.3: Time comparison among the different solvers, O2 case
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Conclusions

A new CFD-DSMC hybrid code has been developed for the open-source framework

OpenFOAM. This code, called hyperFoam, uses a mixture between Boyd’s Gradient-

Length-Local Knudsen numberKnGLL and Stephani’s multispecies modified Chapman-

Enskog parameter B to distinguish between continuum and rarefied portions of the

domain, which are then solved using a CFD and DSMC solver respectively. hyperFoam

takes advantage of the capabilities of the recently developed hy2Foam solver to sim-

ulate the continuum cells of the domain, that allow for multispecies simulations and

two-temperature models. In addition, the hybrid code borrows from the widely em-

ployed dsmcFoam solver to calculate the solution in the rarefied parts of the domain.

State-based coupling is used between both type of domains, generating particles in the

vicinity of the DSMC domain using a Generalised Chapman-Enskog distribution, and

using the averaged DSMC-generated macroscopic fields as the state of the continuum

variables for the cells surrounding the CFD domain.

The first step towards accomplishing the objectives was conducted in Chapter 2,

where the suitability of rhoCentralFoam for hypersonic test cases was analysed, compar-

ing its results with other state-of-the-art solvers such as DLR-TAU. This analysis also

led to the implementation of two techniques, local time stepping (LTS) and adaptive

mesh refinement (AMR), to accelerate the convergence for the simulations performed

with rhoCentralFoam. These two techniques proved effective for the cases studied in
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this work. Consequently, LTS and AMR were also incorporated into hy2Foam during

its development and thus used as well for the hybrid simulations. Even with a very

conservative time-step chosen for the LTS method during the hybrid solver simulations,

the coupling time would be reached with less than a tenth of the iterations required if

LTS was not used.

The most important aspect of this research was included in Chapter 4, where the full

details for the methods and algorithm of hyperFoam are explained. Later in the chapter

the hybrid solver displayed satisfactory results for cases of different complexities for the

Couette flow with heat transfer simulations. In Chapter 5 the more complex hypersonic

cylinder test case was studied. It was observed that a continuum vibrational model that

is consistent with the quantum Larsen-Borgnakke procedure from the rarefied solver

is needed to obtain a better agreement between the CFD and DSMC results, specially

on cases with high temperatures. As these two solutions are quite different from each

other, a hybrid that employs both methods will not reach a good approximation of the

real solution. In addition, with the vibrationless N2 cylinder case it could be observed

that an algorithm to change the continuum and rarefied domains while the solution is

evolving would greatly improve the overall results of the hybrid solver. However, even

without a zone modification algorithm, the use of both the KnGLL and B parameters

to distinguish between continuum and rarefied zones, the Knbreakdown criterion, proved

to provide accurate approximations for the real solution.

6.1 Future work

Further test cases should be analysed with hyperFoam, the final goal being the

simulation of a real spacecraft during reentry. To reach this point, new capabilities

would need to be implemented into the solver. This opens new lines for future research,

some of which are:

• automatic nsteps calculation: using Hadjiconstantinou’s relations, an automatic
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estimation of ncases could be calculated and imposed to the simulation.

• energy exchange: new continuum models for the transfer between different en-

ergy modes would need to be developed to capture the same behaviour for the

vibrational energy exchange as the quantum Larsen-Borgnakke energy distribu-

tion procedures.

• chemical reactions: once the modelling of vibrational energy rates match, simu-

lations with chemical reactions could be performed.

• automatic domain recalculation: state-of-the-art sampling methodologies would

need to be introduced to be able to diminish the number of iterations required to

efficiently adapt the rarefied domain at run-time.

• unsteady simulations: a new treatment of the time-steps of each of the individ-

ual solvers could be employed to combine the intrinsic unsteady capabilities of

hy2Foam with an unsteady variant of dsmcFoam to allow for the simulation of

full reentry trajectories.
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Derivation of the

temperature-jump conditions

Using Zahmatkesh et al. derivation [124], but including vibrational energies on the

formulation, it can be obtained that

Ei = 1
4
∑
s

[
ρsv̄

γs + 1
2 (et−r + es,vib)

]
+ 1

2ρ
∑
s

[
ρs

(
κs,t−r

∂Tt−r
∂n

+ κs,vib
∂Ts,vib
∂n

)]
(A.1)

Ew = 1
4
∑
s

[
ρsv̄

γs + 1
2 (et−r,wall + es,vib,wall)

]
(A.2)

Ei − Er = 1
ρ

∑
s

[
ρs

(
κs,t−r

∂Tt−r
∂n

+ κs,vib
∂Ts,vib
∂n

)]
(A.3)

α = Ei − Er
Ei − Ew

(A.4)

where Ei is the energy flux of the incoming molecules, Ew is the energy flux of the

reflected molecules assumed to be at the wall temperature, Er is the energy flux of

the reflected molecules, α is the thermal-accommodation coefficient, and v̄ is the mean

velocity of the gas mixture. It can be considered as a first approximation that

1
ρ

∑
s

[
ρs

(
κs,t−r

∂Tt−r
∂n

)]
≈ κt−r

∂Tt−r
∂n

(A.5)
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resulting in the following equation for the energy at the boundary

∑
s

(
ρsv̄

γs + 1
2

)
(et−r − et−r,wall) +

∑
s

(
ρsv̄

γs + 1
2

)
(es,vib − es,vib,wall) =

= 22− α
α

κt−r
∂Tt−r
∂n

+ 22− α
ρα

∑
s

(
ρsκs,vib

∂Ts,vib
∂n

)
(A.6)

A further simplification is to assume that the terms that depend on the transro-

tational temperature and the vibrational temperature of each species are decoupled,

resulting in the following sets of equations:

(∑
s

ρsv̄
γs + 1

2

)
(et−r − et−r,wall) = 22− α

α
κt−r

∂Tt−r
∂n

(A.7)

ρsv̄
γs + 1

2 (es,vib − es,vib,wall) = 22− α
α

ρs
ρ
κs,vib

∂Ts,vib
∂n

(A.8)

for all species s.

Taking into account that Pr = µCp,t−r

κt−r
, γ = Cp,t−r

Cv,t−r
, and approximating

∑
s (ρsγs) ≈

ργ, Equation A.7 can be rewritten as

et−r − et−r,wall = 2− α
α

2γ
γ + 1

2µ
Prρv̄

Cv,t−r
∂Tt−r
∂n

(A.9)

On the other hand, considering that κvib = µCv,vib, Equation A.8 results in

es,vib − es,vib,wall = 2− α
α

2
γs + 1

2µ
ρv̄
Cv,vib,s

∂Ts,vib
∂n

(A.10)

The partial derivatives of the energies and their respective temperatures can be

related as follows
∂et−r
∂n

= det,r
dTt−r

∂Tt−r
∂n

= Cv,t−r
∂Tt−r
∂n

(A.11)

∂evib
∂n

= devib
dTvib

∂Tvib
∂n

= Cv,vib
∂Tvib
∂n

(A.12)

Using several kinetic relations [124] and the relations from Equations A.11 and A.12,

the final form of the boundary conditions for transrotational and vibrational energies
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can be obtained:

et−r − et−r,wall = 2− α
α

2γ
γ + 1

λ

Pr

∂et−r
∂n

(A.13)

es,vib − es,vib,wall = 2− α
α

2
γs + 1λ

∂es,vib
∂n

(A.14)
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