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Abstract  

The formation of small molecule aggregates in aqueous solution is troublesome in the process 

of drug discovery. A high percentage of false positives during the phase of enzyme inhibition 

assay has been shown to be caused by aggregate formation in the test solution, leading to 

adsorption of the tested enzyme on aggregate surface; this in turn causes non-specific 

inactivation of that enzyme. In this study, we utilize molecular dynamics simulations at 

atomistic and coarse-grained resolutions to investigate the molecular basis of aggregate-based 

inhibition. We study the process in which the enzymes PTP1B and β-lactamase adsorb on to 

the surface of an aggregate of the drug miconazole in aqueous solution. Molecular dynamics 

simulations, in the same manner as experiments, exhibit the self-assembly of miconazole 

molecules to form an aggregate before spontaneous association with the two test enzymes 

PTP1B and β-lactamase. Both enzymes PTP1B and β-lactamase did not display significant 

modifications in their dynamics or alterations in their tertiary structures throughout the one 

microsecond duration of the simulations. However, the active site of both enzymes was 

occluded by miconazole aggregate for the reminder of the microsecond after initial aggregate 

attachment. The results also indicate the possibility of active site occlusion via enzyme 

engulfment by miconazole aggregate in addition to occlusion via surface interaction. Studying 

the nature of the aggregate in terms of polarity suggest that its heterogeneity plays an essential 

role its nonspecific inhibition activity. In light of these findings, we have performed initial 

studies with molecular dynamics simulations at course-grained resolution in order to study 

enzyme-aggregate systems with much larger aggregate size. Clearer insight into these enzyme-

aggregate systems is of great value to drug design and analytical biochemistry. The possibilities 

of utilization as tools in drug delivery makes them of significance in that field as well. 
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1 Introduction 

1.3 Background 

1.3.1 Overview 

Molecular aggregates formed by small organic compounds in aqueous solution is problematic 

in the process of drug discovery. A great deal of false positives in enzyme inhibition assay has 

been attributed to aggregate formation in the test solution, leading to adsorption of the tested 

enzyme on aggregate surface. This in turn causes non-specific inactivation of that enzyme1-4. 

Aggregate formation by small molecules not only inactivates test enzymes5,2, but was also 

found to have an effect on cell-based assays as well as interfering with drug distribution 6-8. 

 

A number of small molecule aggregates were found to have shared characteristics amongst 

each other; for example, they seem to all lack a clear and logical inhibition structure-activity 

relationship (SAR), and the inhibition they exert is time dependent3. Several experimental and 

spectroscopic approaches were previously employed to structurally study those compounds, 

such as small-angle X-ray scattering (SAXS), nuclear magnetic resonance (NMR), surface 

plasmon resonance (SPR), and dynamic light scattering (DLS).9-11. These compounds were 

found to have varying tendencies to aggregate in aqueous solution and the ones with higher 

inclinations were found to form a somewhat spherical aggregate on the nanomolar scale11,12,5 

and in some instances the size of the said aggregate could reach 1 mm, according to dynamic 

light scattering findings13. 

 

The aggregates formed were also found to be polydisperse in nature with experimental data 

confirming the continuous existence of aggregates of varying sizes in solution9. Other 

experimental work also confirmed the instability and polydispersity of formed small molecule 
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aggregates – their tendency to precipitate13 in solution makes the task of studying the structure 

and molecular level characteristics of those aggregates problematic. 

 

Molecular dynamics simulation techniques are very suitable for the task of studying these small 

molecule aggregates in atomistic detail and closely dissecting the mechanism by which they 

exert their non-specific effect on enzymes. In our previous work (when I was a research 

assistant at AlAin University), we used MD simulation to study the aggregation behavior of 

miconazole and nicardipine, which are two known aggregators using the known non-

aggregator fluconazole as negative control14 (Figure 1). In that work, the two aggregators 

formed filled colloidal spheres when simulated under enzyme assay conditions, in line with 

previous spectroscopic data4; the non-aggregator fluconazole did not show any tendency to 

aggregate throughout the entirety of the 500 ns simulation. These findings pointed out the larger 

amphiphilic moments that the two drug aggregators miconazole and nicardipine possess 

compared to that of the non-aggregator fluconazole14. Amphiphilic moment is an algorithm 

that involves calculation of ClogP contributions (octanol/water partition coefficient) for the 

atoms in the structure and then produces a moment value by summing the product of the ClogP 

value for the atom and the vector from the positive center of the structure to the atom. 
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Figure 1. 2D structures of fluconazole (left), miconazole (middle) and nicardipine (right). 
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Further investigations of the nature of these aggregates, aggregate-enzyme complexes and the 

mechanism by which they exert their non-specific interference in enzyme assays and other 

types of assays is essential, not just because of their involvement in the drug discovery process 

but also because of the possibilities of using these aggregates in the fields of biochemistry and 

drug delivery. Up until now, however, studying these aggregates and their interaction with 

enzyme presented a difficulty because of the nature of those aggregates (instability, 

polydispersity), making the mechanism of their non-specific enzyme inhibition not fully clear 

to date.  

 

1.3.2 Drug discovery process 

Developing a new drug from idea to finished product is a complex process which can take 

multiple years and cost hundreds of millions of dollars. The selection of a suitable drug target 

is the starting point to this arduous process15. 

 

 

Figure 2. Overview of the drug development process (adapted from15). 
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Generally, once a drug target has been identified, the process of drug discovery starts with the 

validation of the function and activity of the chosen drug target (Figure 2). The target should 

be involved in a vital process that is directly or indirectly responsible for a certain disease, and 

modulation of the function of the chosen target should be possible through its medication. A 

target should also be as distinctive as possible to enhance the selectivity of drug-like 

modulators. If these requirements are fulfilled, the next step involves the search for drug-like 

molecules that can interact with the target and modify its function15,16. 

 

For receptor targets, drugs can be classified as agonists or antagonists. Agonists produce the 

same or elevated effects as the natural substrate, whereas antagonists inhibit the effect of the 

natural ligand. The discovered new drug should be able to reproduce activity in multiple 

biological essays. A lead series comprises a set of related molecules that usually share some 

common structural feature, and which show some variation in the activity as the structure is 

modified. These structural modifications are aimed to enhance the potency and decrease 

toxicity of the drug candidate16. 

 

Generally, drug candidate discovery and lead optimization can take years and only a small 

number of the resulting molecules can pass to the next stage to be promising drugs. High 

throughput screening and virtual screening techniques are generally used at this stage to speed 

up the process, which precedes the pharmacological studies and the human clinical trials.16 

Presently, new tools and techniques have been developed in order to improve the identification 

of new lead compounds in drug discovery17. These are generally grouped into two separated 

groups: non-specific drug design and rational drug design methodologies17 (Figure 3). 
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Figure 3. Present strategies to develop new lead compounds. 

 

1.3.3 Small molecule aggregation 

Aggregates of small molecules were found to resemble micelles18-20,6. Generally, micelle-

forming monomers are amphiphilic molecules composed of a hydrophilic or polar moiety and 

a hydrophobic or nonpolar moiety. In analogy to micelle formation, the critical aggregation 

concentration (CAC) controls the assembly and disassociation of small molecule aggregates to 

their monomeric small molecule form. When micelle monomers are dissolved in aqueous 

solution at concentrations above the critical micelle concentration (CMC), they form 

aggregates known as micelles (Figure 4). 

 

In a micelle, the hydrophobic part moves to the interior in order to minimize their contact with 

water, and the hydrophilic part remains on the outer surface in order to maximize their contact 

with water21,22. The micellization process in water results from the balance of intermolecular 

forces, including hydrophobic, steric, electrostatic, hydrogen bonding and van der Waals 

interactions. The main attractive force results from the hydrophobic effect associated with the 
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nonpolar monomer region, and the main opposing repulsive force results from steric 

interactions and electrostatic interactions between the monomer polar region. Micellization 

occurs when the attractive and the repulsive forces balance each other21. 

 

 

Figure 4. Scheme representing the reversible equilibrium of monomer and micelle forms. The 

blue circles represent the hydrophilic segment and the yellow lines represent the hydrophobic 

segment. 

 

Micelles are delicate entities formed by the noncovalent aggregation of individual monomers 

and can present in various shapes depending on the chemical structure of the micelle monomer 

and temperature amongst other factors.21 

 

 

1.1.4 Colloidal aggregation in drug discovery 

1.1.4.1 Understanding the mechanism of promiscuity 

Coan et al.5 outlined three possible mechanisms to explain aggregate-based inhibition (Figure 

5): (1) binding to the aggregate results in small-scale unfolding; (2) aggregate binding reduces 

enzyme flexibility and restricts the necessary enzyme dynamical motions required for catalysis; 

and (3) the aggregate blocks the active site and keeps the enzyme away from substrate. 5 
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Figure 5. Scheme representing the three suggested mechanisms of aggregation-based 

inhibition (adapted from reference5). 

 

To investigate the possibility of these mechanisms of inhibition, Coan et al.5 used hydrogen-

deuterium exchange mass spectrometry (HDX MS), to measure changes in solvent accessibility 

when an enzyme, β-lactamase, binds to an aggregator, rottlerin. This aggregate binding 

increased deuterium and proton accessibility, consistent with denaturation. To detect if 

enzyme-aggregate complexes are more susceptible to proteolysis than uninhibited enzyme, the 

interaction of selected aggregators (rottlerin, Congo Red and nicardipine, Figure 6), with the 

enzyme β-lactamase were examined, in absence and present of trypsin. In the presence of 

aggregates, without trypsin there were no change in band representing β-lactamase; but adding 
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trypsin resulted in significant digestion and made the band representing β-lactamase weaker or 

completely disappear. In the absence of aggregates, by adding trypsin, the β-lactamase band 

was observed. This finding suggested that interaction of aggregate-enzyme results in partial 

unfolding of the enzyme’s tertiary structure and inhibition of activity. 
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Figure 6. 2D structures of examined aggregators. 

 

In 2017, Blevitt et al.23, suggested an interdependent mechanism of aggregation-based 

inhibition where smaller inhibitor aggregates bind to the enzyme’s surface displacing enzyme 

monomers resulting in the inhibition of the enzyme activity without sequestration or partial 

unfolding. The authors used x-ray crystallography to study a TNF-α-aggregate complex and 

the x-ray crystal structure of the complex showed a small aggregate replacing one of the three 

TNFα subunits.23 
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In 2019, Torosyan24 and co-author discussed the effects of enzyme stability on the enzymes 

binding affinities to colloidal aggregates. In short, they compared inhibition potency and 

binding affinities of destabilized multiple mutants of TEM-1 β-lactamase and its stable variants 

and concluded that destabilized enzymes bind colloidal aggregates with higher affinities and 

are more potently inhibited compared to their stable counterparts where the most destabilized, 

D179G β-lactamase, binds the colloids most tightly.24 

 

In 2019, Boulton10 and co-authors were investigating the molecular basis of aggregation-based 

inhibition and aggregation based-attenuation using NMR when they discovered a class of 

aggregators that exhibit no interaction with proteins upon aggregate formation. In their work, 

solutions of two aggregate-forming inhibitors of the exchange protein directly activated by 

cAMP (EPAC), CE3F4R and ESI-09 (Figure 7) along with the protein EPAC were studied. 

DLS and heteronuclear single quantum coherence (HSQC) titration results clearly showed that 

aggregates of the inhibitor CE3F4R do not interact with the protein in solution as opposed to 

aggregates of  the other inhibitor ESI-09, which exhibited typical colloidal aggregate behavior 

in that they adsorb protein at the surface. 10,25 
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Figure 7. 2D structures of aggregate-forming prototypical hydrophobic inhibitors of EPAC, 

CE3F4R and ESI-09. 
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Differences between colloidal aggregates of the two drugs appeared when they first aggregated. 

The aggregation of CE3F4R and ESI-09 was studied by DLS and transmission electron 

microscopy (TEM) and the results identified the formation of sub-micrometer aggregates for 

both inhibitors, with sizes in the range of 90−600 nm and an average diameter of 250 nm. 

Interestingly, the morphology of CE3F4R aggregates differed significantly from those of ESI-

09. ESI-09 aggregates exhibited a spherical micellar morphology which is typical of 

aggregation-prone inhibitors previously reported, while CE3F4R aggregates displayed a more 

amorphous morphology (Figure 8). 

 

To investigate the types of interactions between EPAC and inhibitors they monitored the 

inhibitor titrations through chemical shift changes and intensity losses in the NH-HSQC spectra 

of the uniformly 15N-labeled cAMP-binding domain (residues 149-318) of EPAC1 

(EPAC1CBD). 

 

Figure 8. Type A and B aggregate forming inhibitors. 

 

In this method and because the aggregates were of the nanometer size, all interactions of 

aggregate with EPAC1CBD, even unstable ones, would be the reason for profound line 
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broadening and intensity losses of EPAC1CBD peaks. This was not observed at any time with 

inhibitor CE3F4R aggregates. 

 

While in the case of ESI-09 inhibitor aggregates, the EPAC1CBD signal losses became more 

prominent and not as much residue dependent, suggesting nonspecific interactions of 

EPAC1CBD with the ESI-09 aggregates. This non-specific interaction with aggregates of type 

B inhibitors leads to non-specific inhibition of protein resulting in false positives in drug 

screens while aggregates of type A inhibitors compete with specific interactions for free 

inhibitor resulting in false negatives in drug screens (Figure 8). These findings revealed the 

existence of various mechanisms of aggregation-based interferences and raised the need to 

study those mechanisms further. 

 

1.1.4.2 In vivo utilization of colloidal drug aggregates  

In 2019, Ganesh and co-workers20 discussed the pharmacokinetic benefits of stabilized 

colloidal drug aggregates. The authors designed a strategy to study colloidal drug aggregate 

stability in serum-containing media in vitro in an effort to demonstrate the potential of turning 

the issue of colloidal drug aggregation into an opportunity for drug-rich formulations since 

colloids comprise drug-rich particles. 

 

The work included examining the effects of dilution and various media excipients on the CAC 

and stability of colloids of the estrogen receptor antagonist, fulvestrant, and the investigational 

anthracycline prodrug, pentyloxycarbonyl-(p-aminobenzyl) doxazolidinylcarbamate (PPD) 

(Figure 9), in high-serum conditions, which mimic the in vivo environment. The work 

concluded that excipients, such as polysorbate 80, stabilize fulvestrant colloids in 90% serum 



27 
 

in vitro for over 48 h and that the in vivo plasma half-life for stabilized colloids is greater than 

their respective monomeric forms.20 
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Figure 9. 2D structures of colloid-forming chemotherapeutics investigated. (A) Fulvestrant 

and (B) pentyloxycarbonyl-(paminobenzyl) doxazolidinylcarbamate (PPD). 

 

Recently, McLaughlin13 and co-authors were exploring ways to tackle the polydispersity and 

transient stability of colloidal aggregates through the addition of azo-dyes. The experiment 

included co-aggregation of Congo Red with sorafenib or vemurafenib (Figure 10) which 

resulted in significantly improved homogeneity and stability of co-aggregates which had the 

ability to be suspended in buffer for up to 3 days without detectable precipitation. 
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Figure 10. 2D structures of the dye Congo Red, the drug sorafenib and vemurafenib. 

 

The stabilized co-aggregates adsorbed and inhibited enzymes like β-lactamase, malate 

dehydrogenase and trypsin which is typical aggregate behavior but unlike traditional 

aggregates, the stabilized co-aggregate-enzyme complexes could be centrifuged and 

resuspended multiple times and from re-suspended particles, active enzyme could be released 

up to 72 h after adsorption. Interestingly, enzymes in the stabilized colloid-enzyme complexes 

retained much more activity than those free in solution, suggesting that the colloids acted 

almost as chaperones.13 

 

Subsequently, Duan4 and co-authors studied the previously mentioned dye-stabilized colloidal 

aggregates to investigate their internal structure and whether or not they possess any sort of 

macromolecule binding preference. In that work, they examined the dye-stabilized colloids 

using small-angle X-ray scattering and multiangle light scattering, revealing that they are filled 
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spheres and that they exhibit a somewhat uniform radius. These drug/Congo-Red co-

formulated colloids assume a radius of around 33 nm at varying concentrations of drug-dye 

formula. In terms of preference for binding DNA, peptides, or folded proteins, and their ability 

to purify one from the other, the authors concluded that the dye-stabilized colloids showed little 

ability to bind DNA. Correspondingly, the colloids preferentially sequestered protein from 

even a 1600-fold excess of peptides that are themselves the result of a digest of the same 

protein.4 

 

Interestingly, the dye-stabilized colloids were shown to have preferences of up to 90-fold for 

particular proteins over others4; such findings can assist the selectivity of any effort to use those 

dye-stabilized colloids as protein carriers. The authors speculated that these protein preferences 

are attributed to different concentrations of the proteins in the assays, different assay 

conditions, the relatively low folded stability in solution of some of the favorable proteins or 

the relatively large hydrophobic surface of those proteins, stating that this differential protein 

binding needs further, more focused investigation.  

 

1.1.5 Experimental and computational approaches to characterizing aggregation 

A range of methods have been used to detect aggregation behavior: in the context of aggregator 

detection, recently, Tomohara et al.26, developed a DMSO-perturbed assay protocol to detect 

aggregators in their natural product drug-like group. The authors state that the addition of 

DMSO to the assay mixture leads to conformational changes in the protein, and the formation 

of two different protein populations; one functional and the other non-functional (partly 

unfolded). In the presence of an aggregator, nonspecific binding to the non-functional enzyme 

occurs leading to a decrease in the effective concentration of ligand in solution and, 

consequently, its inhibitory activity against the folded (functional) population.26,27 
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Cai28 and co-authors have also been able to identify aggregators experimentally through rapid 

fluorescence measurement of liquid surface curvature changes. The method explores the 

surface tension changes in solvents as a function of colloidal alterations in solution. Formation 

of aggregates in solution significantly affects the shape of the meniscus and the fluorescence 

intensity when detected by a top-read fluorescence plate reader.28,27 

 

1.1.5.1 Nuclear magnetic resonance (NMR) 

Nuclear magnetic resonance (NMR) spectroscopy is an analytical chemistry technique able to 

quantify and monitor intermolecular interactions with high sensitivity. Pellecchia et al.29 

introduced a set of NMR techniques based on “solubility, purity and aggregation of the 

molecule” (SPAM), for detecting the state of hit compounds in terms of purity, identity, 

solubility and aggregation. NMR can detect ligand binding to targets by investigating binding 

between compounds, targets (proteins) and related parameters of binding, i.e. kinetics, 

thermodynamics, stoichiometry and any conformational changes.30  

 

NMR is sensitive to small-to-medium sized ligands, from Å to nm in size, but also can detect 

large aggregates if detergent is added to the system as detergent addition can reduce the size of 

ligand aggregates. However, some ligands exhibit no NMR resonance signal because of their 

poor solubility and detergents are often not tolerated in assays and might not fully eliminate 

aggregation.27 

 

Dlim et al.11 used a range of methods to study aggregate formation of the drugs, sorafenib, 

lapatinib, gefilinib and clofazimine in solution. The NMR spectra of these four compounds 

were then compared in three different conditions as follows: in DMSO at 200 µM, in buffer at 
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200 µM and in the presence of Tween 80, all in aqueous buffer. In the first two solvents, NMR 

resonances of aggregates were not observed but adding detergent to the sample gave significant 

rise to NMR resonance signal via breaking up large aggregates to smaller sizes. However, 

NMR did not show an observable resonance for sorafenib because of its limited solubility; it 

was found that sorafenib aggregates at low micromolar concentration. 30-32 

 

1.1.5.2     Dynamic Light Scattering (DLS) 

Random movements of particles in solution is due to Brownian motion. Small particles move 

more rapidly, and large particles have slower Brownian motion. Dynamic light scattering 

(DLS) is a technique for measuring the size of particles in the sub-micron size range. Using a 

suitable and stable temperature, to ensure random movement of the particles, is essential for 

obtaining accurate size measurements by DLS.33 The diameter of particle that is measured by 

DLS is referred to as the hydrodynamic diameter and is a value that explains diffusion of the 

particle in solvent. 

 

DLS works by measuring the intensity rate of scattered light fluctuation using a suitable optical 

arrangement, the intensity of scattered light depends on the size of the particles, and by using 

a laser to illuminate the particles-containing cuvette, a speckled pattern is observed. The 

position of each speckle is in constant motion. The small particles exhibit more fluctuation than 

the large particles.33,4,27 

 

1.1.5.3     Detergent-based assay 

Feng and Shoichet3 used a detergent-based assay for identifying aggregate-based inhibitors, by 

monitoring inhibition of the enzyme β-lactamase in the absence and presence of detergent 

(0.01% Triton X-100) at 5 and 30 µM concentration in simple biological buffer. If the small 
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molecule inhibits the enzyme in the absence of detergent, they considered the molecule to be 

an aggregator or a non-aggregator3,4,2,7. 

 

Out of predicted ‘drug-like’ aggregator molecules, at 30 µM concentration, 39% showed 

detergent-sensitive inhibition and, out of all predicted non-aggregators, 6% showed sensitivity. 

At 5 µM concentration, 1-2% of drug-like molecules showed aggregation, which is still 

significant and could cause complications in compound screening assay. They noted that the 

result showed a steep concentration dependence.12 

 

The sensitivity of inhibition to non-ionic detergents is one of the most characteristic features 

of aggregate-based inhibition; a 0.01 - 0.1% concentration of non-ionic detergent interferes 

with the formation of the aggregate and dissociates the enzyme-aggregate interaction, reversing 

inhibition. Though there is still a lack of knowledge about how exactly formation of aggregates 

leads to inhibition of enzymes, this method became very popular in detecting small molecule 

aggregators due to how easy it is to implement. 1-2, 5-8     

 

We now turn to consider computational approaches as a promising tool in medicinal chemistry 

for predicting aggregate formation and characterizing aggregation. 

 

1.1.5.4      Aggregator Advisor 

Aggregator Advisor is a useful computational tool developed by Shoichet et al.38 designed for 

early stage of drug discovery. It is based on physical properties and chemical similarity38. 

Aggregator Advisor compares topological similarities, lipophilicity and the binding affinity 

range of a desired library of compounds with a set of known aggregators, to detect aggregation 

prone compounds. However, in a recent performance evaluation of in-silico aggregator 
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detection tools, Aggregator Advisor was found to have significant precision issues caused by 

the fact that evaluation relies only on similarity searching.27 

 

1.1.5.5     Hit Dexter 

Hit Dexter is a computational filter used to flag compounds with bad behavior such as 

aggregators, reactive compounds, pan-assay interference compounds (PAINS) and detect 

compounds that potentially fit pharmacophores of multiple drug targets in its database39. Hit 

Dexter 2.040 was introduced as a predictive machine learning tool to identifying lead 

compounds and is also used for characterizing the compounds with specific biological and 

physiochemical properties, including aggregators, potential PAINS, natural products, approved 

drugs and druglike compounds. Hit Dexter supports primary screening assay, confirmatory 

dose-response assays and can classify compounds as promiscuous or non-promiscuous.40 in a 

performance evaluation the Hit Dexter webserver flagged only 65% of known aggregators in 

the test set27. 

 

1.2 Aims and objectives 

In this work, we aim to computationally model the molecular-level interaction of drug 

aggregate with enzymes, using atomistic molecular dynamics simulations to probe the 

underlying mechanisms of how the self-assembled colloid is capable of nonspecifically 

inhibiting enzyme activity and the nature of the interaction of enzyme with the drug aggregate. 

We also seek to develop a coarse-grained model of these systems for MD simulations to allow 

study of aggregates of the nanometer size. 

 

We plan to first simulate the formation of a drug aggregate at atomistic resolution. Then, we 

will simulate and analyze the interaction of this aggregate with our model enzymes, ß-
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lactamase and PTP1B. Additionally, we aim to construct a coarse-grained model of our 

aggregator drug miconazole and ß-lactamase. This will allow us to subsequently model a larger 

drug aggregate in the nanometer size at coarse-grained resolution and study its interaction with 

the test enzyme. 

 

Investigations of the nature of these aggregates, aggregate-enzyme complexes and the 

mechanism by which they exert their non-specific interference in enzyme assays and other 

types of assays is essential, not just because of their involvement in the drug discovery process 

but also because of the possibilities of using these aggregates in the fields of biochemistry and 

drug delivery.  

 

1.3 Molecular dynamics simulation 

As previously discussed, small molecule aggregate systems are very unstable. This poses a 

major challenge to any effort aimed at studying them via experimental techniques. 

Computational methods are suited to enhance the efficiency of experimental techniques in 

terms of investigating those systems in atomistic details and analyzing the structure and 

dynamics of these ligand aggregates in solution. Computational simulation is an appropriate 

technique to simulate these systems and investigate their nature and the mechanism of their 

nonspecific inhibitory activity. 

 

1.3.1 Overview 

The theory of the molecular dynamics (MD) method is straightforward. The motion of 

molecules is governed by Newton’s equations of motion in classical mechanics specifically 

Newton’s second law. In MD simulations, a computer simulates the motion of particles in 
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keeping with Newton’s equations. Applying the equations of motion to the movement of a 

single molecule would be simple to solve and would not require a computer. However, a real 

system consists of many molecules that interact with one another, making mathematical 

analysis much more difficult. In these cases, computer simulation is best for detailed analysis.41 

 

In MD simulation, the position of each particle at each time is evaluated through various 

methods. In the main procedure, the initial positions and velocities of all simulated system 

components are first specified. Then, the forces acting on all molecules of the system are 

calculated. And finally, the positions and velocities of system components in the next time step 

is evaluated. These steps are repeated for a given number of time steps. 

 

1.3.2 Basic concepts  

1.3.2.1 Force fields 

In molecular modeling, a force field is a group of equations and constants that describes the 

potential energy of a system of molecules and reproduce the molecular geometry of the 

simulated system components. In doing that, the force field handles molecules in the simulated 

system in two ways, an all-atom and/or a united-atom one. The all-atom force field provides 

the mentioned information for each and every atom in a molecule of the simulated system; 

however, a united atom force field deals with groups of atoms in a molecule as one interaction 

centre, providing a lower resolution representation of system components. While the former 

provides a more detailed outlook of the simulated system, the latter however, increases the 

computational efficiency of the simulation; some of the most common force fields are listed in 

Table 1 along with their compatible software like the Assisted Model Building with Energy 

Refinement (AMBER) and the Groningen machine for chemical simulations (GROMACS). 
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Table 1. Some of the most common force fields and their uses. 

Force field Compatible 

software 

Usage 

ff14SB42 AMBER 

GROMACS 

protein force field 

gaff243 AMBER 

GROMACS 

organic molecules like ligands 

GROMOS44 GROMACS protein force field 

Lipid force 

field.ff45 

GROMACS All-atomistic force field for 

phosphatidylcholine lipids 

MARTINI 

force field46 

GROMACS coarse-grained force field 

OL1547 AMBER DNA force field 

OL348 AMBER RNA force field 

lipid1449 AMBER  Lipids force field  

GLYCAM0650 AMBER carbohydrate force field 

 

A force field is a set of energy functions. The basic form of a force field includes bonded terms 

for atoms that are linked by covalent and nonbonded terms describing electrostatic and van der 

Waals forces. Figure 11 shows a schematic representation of the most common energetic terms 

contributing to the force field. Different force fields use different specifications of the energetic 

terms, but a general form for the total energy in an additive force field can be written as: 

E𝑡𝑜𝑡𝑎𝑙 = E𝑏𝑜𝑛𝑑𝑒𝑑 + E𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑   (1) 

where the components of these covalent and noncovalent contributions are given by the 

following summations: 
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E𝑏𝑜𝑛𝑑𝑒𝑑    =  E𝑏𝑜𝑛𝑑    +  E𝑎𝑛𝑔𝑙𝑒    +  E 𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙   (2) 

E𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑    =  E𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐    +  E𝑣𝑎𝑛𝑑𝑒𝑟𝑊𝑎𝑎𝑙𝑠   (3) 

 

 

 

Figure 11. Description of the energetic terms present in the force field for biomolecular 

simulation. Only polar hydrogen atoms are shown. 

 

1.3.2.2 Ensemble  

In molecular dynamics simulation, an ensemble is the assembly of all possible systems that 

may differ in microscopic states but have the same macroscopic state and thermodynamic 

properties. In a given simulated system consisting of a number of particles N, figure 12 shows 

a 2D slice through the simulation box where the size of the particles is exaggerated. Statistical 

thermodynamics is not concerned with the individual values of each property for each particle; 

it is concerned with the average value of the main properties over all particles in the system. 

These properties are number of particles N, the temperature T, and the volume of the container 

V, shown in the right-hand box in Figure 12. 41 
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Figure 12. A box of particles.  

 

A collection of copies of this system is called an ensemble, and there are different types of 

ensembles that differ in what is kept constant and what is changed from the mentioned 

properties N, T, V and P. 

 

1.3.2.3 Thermostat 

In an ensemble, the calculated instantaneous temperature Tc, which is calculated from 

averaging the assigned velocities of particles, does not equal the desired system temperature T 

for various reasons relating to energy exchange in the system. The thermostat ensures the 

constant adjustment of instantaneous temperature by scaling all velocities through the 

equipartition theorem to balance the energy entering and leaving the boundaries of simulated 

system and prevent large temperature fluctuations.41 

 

1.3.2.4 Boundary conditions 

Simulating a real system through molecular dynamics does not require the direct representation 

of the whole system. In reality, a system the size of 1 mole contains approximately 6 × 1023 

particles, making real representation impractical. By implementing periodic boundary 

conditions, a much smaller system (typically on the order of ~10,000 particles) could be 

simulated to achieve reasonable results in representing the original much larger system.41 
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Figure 13 schematically illustrates the concept of the periodic boundary condition for a two-

dimensional system composed of a protein and ligands. The square in the centre is the smaller 

simulation system, and the surrounding blocks are virtual simulation boxes made by replicating 

the central simulation box. As Figure 13 shows, the dimensions of the simulation area are 

denoted by Dx and Dy. 

 

 

Figure 13. Periodic boundary conditions. 

 

In periodic boundary conditions, a simulated particle approaching the edge of the main 

simulation box and crossing the boundary surfaces, in the Figure 13 example, exiting from the 

right has to enter from the left replicated simulation box. This compensation and the calculation 

of interaction energies with particles in the replicated simulation boxes allows the accurate 

representation of the real system. 
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1.3.3 Molecular dynamics methodology 

A global flow for the MD algorithm is given in figure 14. Each MD run requires as input a set 

of initial coordinates and initial velocities of all particles involved. 

 

Figure 14. The MD algorithm (adapted from reference41). 

 

1.3.4 Molecular dynamics models 

Simulation of materials can be performed at different scales (Figure 15) including at a coarse-

grained approach to a fully atomistic model. 
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Figure 15. Levels of resolutions available for simulating the dynamics of a molecular system 

 

1.3.4.1 All-atom MD model 

All-atom molecular dynamics is a somewhat detailed molecular simulation method (Allen and 

Tildesley51) which includes the motions of individual atoms in their molecules in calculations, 

via the molecular mechanics force field. As discussed above, in this method, Newton’s 

equations of motion are solved for all individual particles that make up the simulated system 

using periodic boundary conditions to allow the accurate simulation of a realistically sized 

system. 

 

1.3.4.2 Coarse-grained MD model 

While the fully atomistic model provides a more detailed and realistic outlook of the simulated 

system, it is computationally intensive. The coarse-grained CG model, however, increases the 

computational efficiency of the simulation because of approximations it makes. Within the 

coarse-grained model, various detail levels can be chosen depending on the system simulated 

and the aims of the simulation52,53. 
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Figure 16. Early coarse-grained models. 

 

The coarse-grained model dates back to the thirties of the twentieth century when a CG model 

named the dumbbell was developed54. Figure 16 displays the representation of organic 

molecules using that model. Another model was developed thereafter to represent larger 

chainlike macromolecules named the bead-spring with the backbone of the macromolecules 

represented by a spring. Figure 17 illustrates the representation of linear polymers represented 

by these models. 

 

 

Figure 17. The two freely jointed CG models, the bead-rod and the bead-chain. 
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1.3.4.2.1 MARTINI force field 

The MARTINI force field is a CG force field developed at the University of Groningen46. It 

uses a building block approach to map a given system into CG resolution by dividing the system 

into simple chemical units (building blocks). This reduces the complexity of the simulated 

system and considers groups of atoms as building blocks and from those building blocks 

molecules are then formed. Each building block is made of four heavy atoms on average plus 

associated hydrogens; those are mapped into one computationally efficient bead. (Figure 18). 

 

Figure 18. The building block approach used to map a given molecule into CG resolution in 

the MARTINI force field.  

 

To be able to optimally represent various types of molecules and their chemical nature, there 

are different types of these building blocks (beads) that vary in polarity, charge, and size. The 

MARTINI model’s latest version, MARTINI355, considers seven chemical types of CG bead 

according to polarity and charge (Table 2): polar (P), intermediate/nonpolar (N), apolar (C), 

halo-compounds (X), monovalent ions (Q), divalent ions (D) and water (W). Five types of the 

seven beads have several subtypes that are distinguished by a number indicating the relative 

degree of polarity from 1, representing low polarity, to 6, being the high polarity subtype, which 

adds up to 29 different building blocks. 
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These subtypes enable the more accurate representation of the chemical nature of the 

underlying atomistic system. MARTINI355 also included special labels for beads as a means to 

fine tune the chemical nature of the CG beads. Five special labels can be added to the beads 

being hydrogen bonding labels (d,a) for hydrogen bond donor and hydrogen bond acceptor 

respectively. Electron polarizability labels (v,e) are for electron poor and electron rich 

properties respectively. Positive and negative ion labels are (p,n). Self-interaction labels (h,r) 

indicate higher and reduced self-interaction respectively. A partial charge label (q) can also be 

added to slightly modify the LJ potential of a bead. Each one of those 29 types of beads can 

come in three different sizes to represent various levels of resolution and preserve a certain 

shape for the mapped molecules. These sizes are N (standard size), S (small) and T (tiny). Table 

2 shows the different types of CG beads. 

 

Table 2. Building block types in the MARTINI force field latest version. 

Bead type Bead subtype Comment  

Charged (Q) 1, 2, 3, 4, 5 ions 

divalent ions (D) - ions 

Polar (P) 1, 2, 3, 4, 5,6 1: low polarity to 6: high 

polarity 

Intermediate (N) 1, 2, 3, 4, 5,6 1: low polarity to 6: high 

polarity 

Apolar (C) 1, 2, 3, 4, 5,6 1: low polarity to 6: high 

polarity 

halo-compounds (X) 1, 2, 3, 4 - 
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To keep the molecules intact, the bonded interactions are parameterized based on reference 

atomistic simulations to match the conformations of the all-atom model. The nonbonded 

interactions are described by the Lennard Jones potential, which depends on the hydrophobic 

nature of the beads. All the potentials are short ranged, with a cut-off of 1.1 nm between two 

neighboring beads, which accelerates simulations.  

 

One of the key features of the MARTINI model is that it should be capable of retaining enough 

chemical specificity. Chemical specificity here refers to the atomistic molecular groups of the 

modelled biomolecule, in terms of structural properties, interactions of the molecule and its 

thermodynamic properties. These properties cannot be all reproduced in CG resolution, and the 

retention of such characteristics depends on the CG mapping scheme the model is using, which 

in the case of the MARTINI model is a 1:4 scheme. Different mapping schemes retain different 

levels of chemical specificity; thus, one must consider the molecular properties of interest 

before choosing a CG model.56 

 

In addition, simulations using the MARTINI CG model are faster (103 times more than all-

atom simulations) because there are fewer particles to compute. The ability to use a longer time 

step than 2 fs, since the CG potential energy surface is smoother, is also a key advantage of the 

model. Compatibility with popular MD software and versatility has also contributed to the 

popularity of this model, since it can map various types of biomolecules like proteins, sugars, 

nucleotides, and non-biomolecules including polymers and other nanoparticles. For more 

information on parameterizing small molecules and proteins, refer to section 2.4 in Methods. 
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1.3.5 Molecular dynamics software  

1.3.5.1 Overview  

Every MD software package works by a specific flow of information and accepts particular 

data formats. Information that a simulation program needs includes the coordinates for each 

atom in the system: these usually come from X-ray crystallography, NMR spectroscopy, or 

model-building; and also the atom-atom connectivity; atom names; atom types; residue names; 

and charges; the force field to be used; and the commands the user provides which specifies 

the procedural options desired. 

 

1.3.5.2 AMBER software 

AMBER is the collective name for a group of programs that allow users to carry out molecular 

dynamics simulations, particularly on biomolecules57. The general process of MD in the 

AMBER software is illustrated in Figure 19. 

 

Figure 19. General process of MD in AMBER. 

 

1.3.5.3 GROMACS software 

Groningen machine for chemical simulations (GROMACS) is a molecular dynamics package 

mainly designed for simulations of proteins, lipids, and nucleic acids. It is free and supports 
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various force fields (atomistic and CG)58,59. The general process of MD in the GROMACS 

software is illustrated in Figure 20. 

 

Figure 20. General process of MD in GROMACS. 

 

 

1.3.5.4 Analysis of MD trajectories 

After a MD simulation, trajectories of the simulated particles (coordinates and velocities over 

the simulation time) are analyzed to study the structural and dynamical properties of the 

simulated system. Thereafter, these data are compared with experimental data from various 

sources. Figure 21 highlights the main experimental techniques which are complemented by 

data from other techniques used less frequently. 
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Figure 21. Summary of the main sources of experimental data that can be used to compare 

with the results of MD simulations. 

 

To describe and compare structural properties and the folding state of proteins in simulated 

systems, a number of descriptors could be calculated. Amongst others, the root mean square 

deviation (RMSD) about a reference structure60, the radius of gyration, and the secondary 

structure60 are some of the commonly used descriptors. The visualization of single 

conformations or the entire MD trajectory is also a fast way to analyze the overall structural 

behavior of the simulated system. For this purpose, many programs for molecular visualization 

are available e.g. VMD61. Dynamical properties are normally analyzed using root mean square 

fluctuations, (RMSF)60, and principal component analysis (PCA). PCA is used to separate the 

different independent modes of the protein motion and elicits large scale slow motions from 

fast local fluctuations of the molecule. 
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2 Methods 

2.1 Construction and MD simulation of miconazole aggregate 

The MOE software package62 was used for building and energy minimization of the R and S 

enantiomers of the miconazole molecule. The two enantiomers were built in both neutral and 

protonated forms because this molecule has a basic imidazole ring and a chiral center (Figure 

1). The antechamber program63 was used to assign force field parameter for the four forms of 

the generated molecule using the Generalized AMBER  Force Field (GAFF)43 and AM1-BCC64 

partial charges. 

 

The miconazole aggregate initial model was created with the xleap module of AMBERTools 

consisting of 99 miconazole molecules (Table A1) neutralized with Na+ or Cl− ions then 

solvating the created system in an octahedral box of TIP3P water.65 The known critical 

aggregation concentration (CAC) of the drug miconazole is 3 µM5,66 making the concentration 

of miconazole in the simulated system much higher than CMC. The degree of ionization of the 

drug miconazole at pH 7.4 was calculated and taken into consideration in the process of 

building the simulated system since it has a basic imidazole group with a pKa of 7.2 (Table 

A1). 

 

Energy minimization was performed using the pmemd program from the AMBER 18 molecular 

dynamics package67 in multiple steps. First, all miconazole molecules were restrained at a force 

constant of 500 kcal mol−1 Å−2 in the minimization phase. Then, the system was optimized 

without the application of restraints.  

 

The simulated system was heated gradually through MD simulation using the NVT ensemble 

from 0 to 300 K applying a 10 kcal mol−1 Å−2 restraint on miconazole atoms over 20 ps. The 
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SHAKE algorithm was used on bonds involving hydrogen atoms, with the Langevin thermostat 

and a collision frequency equal to 1.0 ps-1.68 Finally, a molecular dynamics production phase 

was allowed to run for 100 ns under NPT conditions with a stable temperature at 300 K and 

pressure at 1 atm, saving coordinates every 2 ps throughout the trajectory run. 

 

2.2 Construction and simulation of miconazole aggregate-enzyme systems 

The centroid of the top ranked cluster from clustering based on RMSD of the previous 

miconazole simulation was then used to construct the aggregate-enzyme systems. The ions, 

water and any miconazole molecule that did not aggregate was removed from the centroid of 

the top ranked cluster leaving 97 miconazoles in the large drug aggregate. For the two test 

enzymes, the crystal structures of TEM-1 β-lactamase Enzyme Data Bank entry 1ZG469 and 

PTP1B Enzyme Data Bank entry 5K9V70 with the WPD loop of the enzyme PTP1B in open 

state. The MOE protein preparation module62 was used to prepare both crystal structures and 

predict protonation states. Afterwards, each one of the selected enzymes was placed in six 

different simulated systems differing in the orientation of the enzymes in reference to the drug 

aggregate via rotation and translation in MOE with distances between the two entities (drug 

aggregate and test enzyme in a certain orientation) in the range of 15 - 26 Å (Tables A2 – A5). 

 

For the two negative control simulations, the same crystal structures of the two enzymes used 

in the aggregate-enzyme complex simulations were simulated in the same conditions but 

without the presence of the miconazole aggregate in the simulation box. For an additional two 

negative control simulations, two other crystal structures of the enzymes β-lactamase and 

PTP1B were simulated in the same manner, PDB entries 1BTL71 and 4Y1472 respectively. 
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Additionally, two simulated systems were built to investigate the solvation of enzyme by 

approximately 500 molecules of miconazole. These two simulated systems were built by 

evenly distributing eight layers of miconazole around the enzyme and solvating with a water 

layer in-between each layer of drug until reaching the desired volume of miconazole. All 18 

simulated systems mentioned used a truncated octahedron box of TIP3P water model and the 

last two simulations had a water box of 3-fold the size of the other systems (Tables A3 and 

A4). The miconazole molecules in all simulations were modelled using the GAFF force field43 

and the two enzymes using the ff14SB force field.42 

 

Minimization of the 18 systems was performed only on water with restraints on atoms of 10 

kcal mol−1 Å−2 at the first phase then no restraint on any part of the system were applied in the 

second phase of minimization. Two stages were used to heat the simulated systems from 0 to 

300 K over the course of 700 ps under NVT conditions with the use of the Langevin thermostat. 

Firstly, all systems were heated for 200 ps while applying 10 kcal mol−1 Å−2 restraints on 

aggregate and enzyme atoms; later, the entire system was heated for the additional 500 ps 

without any restraints. MD production was allowed to run for 1 µs for all 18 simulations with 

a timestep of 4 fs using the hydrogen mass repartitioning73 (HMR) method that repartitioned 2 

amu to hydrogen from neighboring heavy atoms. Coordinates were saved every 2 ps throughout 

the trajectory run. 

 

2.3 Clustering and analysis of atomistic simulations 

Clustering based on backbone RMSD was carried out via DBSCAN37 using the cpptraj 

module of AMBERTools60. For the simulation of the miconazole aggregate formation, we 

stripped the frames of the last 50 ns of the 100 ns simulation from ions and water molecules 

and the distance cutoff between points to distribute clusters, ε, was set to 3.0 and the centroid 
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of the top ranked cluster was utilized in all succeeding MD simulations. For 12 enzyme-drug 

aggregate simulations and the 4 negative controls, we stripped frames of the last 0.5 µs of the 

1 µs of simulation out of water and ion molecules and for the two enzyme-miconazole solvation 

runs the last 100 ns of the 1 µs simulation was stripped. The distance cutoff between points to 

distribute clusters, ε, was set to 5.0. All secondary structure analysis and various geometric 

analysis of the two enzymes were performed using the cpptraj module60 of AMBERTools. The 

t-test was carried out using GraphPad Prism 8.4. 

 

2.4 Parameterization and refinement of coarse-grained model of the non-aggregator 

fluconazole and the aggregator miconazole 

As previously mentioned, the MARTINI CG force field uses a building block approach to map 

atomistic molecules into CG resolution. The first step is therefore to split the molecule into 

reasonable building blocks and then assign a bead type and size for each of the molecular 

fragments, taking into account the chemical nature of that fragment. This process is governed 

by a set of constraints, such as keeping a chemical group in one bead and not dividing it 

between two; preserving the symmetry in the molecule and shape of it as much as possible by 

using the smaller sized beads for rings and other challenging groups. The recently published 

MARTINI 355 force field parameters was used in the generations and refinement of all the CG 

models in this work. A mapping for a CG model of aggregator miconazole and non-aggregator 

fluconazole is shown in Figure 22. 
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Figure 22 Mapping and CG models of non-aggregator fluconazole (a), and aggregator 

miconazole (b). 3D representaion of each model shown below. 

 

To build the MARTINI topologies for both drugs, a short 50 ns atomistic simulation of each 

drug in water was performed, where the GAFF forcefield was used to generate the atomistic 

topologies. A mapping of the atomistic models of both drugs to coarse grained beads was 

carried out using the CGbuilder tool74, which allowed us to pick which atoms/number of atoms 

that are intended to be mapped into each coarse-grained bead and outputs a GROMACS CG 

configuration file and an index file detailing the all-atom to coarse-grained mapping based on 

the mapping choices made. The short atomistic simulation was then converted to CG resolution 

using the mapping index file. All the bonded parameters that are needed to write the CG 

topology file for each drug was extracted from the mapped trajectory following the GROMACS 

default format. With the preliminary CG topology file and the CG configuration file, a short 

50 ns CG simulation of each drug in CG water was carried out using GROMACS and the 

MARTINI force field parameters. 
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To refine the CG models of each drug, we compared the distributions for every bonded 

parameter added to the CG topology file (angles, bonds, and dihedrals) from both, the mapped 

trajectory and the CG trajectory. All distributions from the CG simulation that did not display 

acceptable agreement with the distribution from the mapped trajectory were modified in terms 

of value of force constant. A 50 ns CG simulation was performed after each modification to re-

compare the particular bonded parameter distribution until a satisfactory agreement was 

reached. An example of some bonded parameters distribution comparison is shown in Figure 

23. All bonded parameters and selected bead chemical types are detailed in the appended 

topology files for fluconazole, neutral miconazole, and protonated miconazole. 

 

 

Figure 23 Selected bonded parameters distributions used for the optimization of the 

miconazole and fluconazole CG model topologies. a, distribution of angle 5-4-7 from 

fluconazole. b, distribution of angle 6-4-7 from fluconazole. c, distribution of bond 5-4 from 

miconazole. d, distribution of bond 1-4 from miconazole. 

 

To evaluate the packing agreement of the CG models of the two drugs, the shape and volume 

agreement of the CG models was examined. The solvent accessible surface area was calculated 
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for each drug throughout the MD simulations for the all-atom model and the coarse-grained 

one to evaluate agreement (Figure 24). In addition, the surface of both AA and CG models 

was superimposed to inspect the molecular volume agreement achieved by the generated CG 

model (Figure 24). 

 

 

Figure 24 Solvent accessible surface area calculated throughout the MD simulation for the AA 

miconazole model (a) and the CG miconazole model (b). (c) Superimposed surfaces of the 

fluconazole AA model in yellow and CG model in blue with the energy minimized AA 

fluconazole structure in red. 

 

At last, the agreement of drug behavior from experimental data (aggregator/no-aggregator) was 

inspected from the 100-molecule coarse-grained MD simulation of each drug in enzyme assay 

solution. 

 

In addition to the method described here, the software package auto-MARTINI is an automated 

tool for parametrization (mapping into CG resolution) of small organic molecules using the 

MARTINI model; however, this tool still uses MARTINI 2 version75  of the forcefield 

parameters and was not updated to the newer MARTINI 355 at the time of writing this 
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dissertation. This tool was used to generate CG models and topologies for both drugs, 

miconazole, and fluconazole. Models generated with this tool are shown in Figure 25. 

 

Figure 25. CG models generated with the tool Auto-MARTINI for fluconazole (a) and 

miconazole (b).  

 

To compare the models generated with this automated tool (Figure 25) to the ones where we 

determined the mapping and the chemical bead types (Figure 22), the first difference you 

notice is the atom-bead assignment. In the models generated with Auto-MARTINI, the 2,4-

difluorophenyl group in fluconazole and the two 2,4-dichlorophenyl groups in miconazole 

were all mapped into 3 S (small) sized CG beads of the same chemical type. However, in our 

models, the difference in size, shape, and chemical properties of those substituted rings was 

accounted for by using two size S beads and 1 size T bead with varying chemical type for 

enhanced representation of those substituted rings. 

 

One other issue with the bead assignment in Auto-MARTINI is the handling of the two triazole 

rings in fluconazole and the imidazole ring in miconazole. Auto-MARTINI mapped those three 

five membered rings into two S sized beads of the same chemical type, again, ignoring any 

asymmetry in the shape because of the ring substituents. In both of our CG models, those three 

rings were mapped into three size T beads with appropriate chemical type for each bead 

depending on the position of the substituent. 

Additionally, a major comparison point is the agreement of the chemical behavior of the 

course-grained models generated via auto-MARTINI with the experimental data on each drug. 

a b
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The fluconazole (a non-aggregator) Auto-MARTINI model actually aggregated during a 100-

molecule MD simulation in enzyme assay solution. This indicates that this Auto-MARTINI 

model appears unable to capture adequately the chemical behaviour of the all-atom model. One 

important advantage of our CG models is that MARTINI 3 introduced new, more chemically 

specific types of beads compared to that of MARTINI 275. The MD simulations using our 

models are detailed further in the Results section. 

 

2.5 Parameterization and optimization of coarse-grained model of test enzyme β-

lactamase 

 

For mapping the test enzyme, β-lactamase, the software package MARTINIze version 2 was 

used. This tool generates MARTINI protein topology and structure files based on an atomistic 

structure of the protein following the aforementioned rules. The generated CG model of β-

lactamase is shown in Figure 26. 

 

Figure 26. Atomistic (a) and CG (b) models of test enzyme ß-lactamase. Backbone in pink 

and sidechain in cyan. 

 

To stabilize the tertiary structure of the resulting CG model, extra harmonic bonds (elastic 

network) were added to the enzyme topology between all non-bonded beads based on a 

a b



58 
 

distance limit from the bead participating in the bond. The root mean square deviation from 

initial conformation of the backbone atoms of the CG ß-lactamase with and without the use of 

elastic bonds (Figure 27) reveals how these bonds preserves the tertiary and secondary 

structures of ß-lactamase throughout the MD simulation. 

 

Figure 27 RMSD from initial conformation for backbone beads of test CG enzyme ß-lactamase 

throughout a 50ns MD simulation in CG water. With the use of the elastic network bonds (red) 

and without (black). 

 

 

The distance cutoff for the formation of these harmonic bonds was set to a maximum of 0.9 

nm. This value results in a level of restriction that preserves the native fold while also allowing 

the enzyme to experience transient structural transitions during a simulation. Different values 

of elastic bond force constant were tested to obtain proper behavior of enzyme compared to the 

atomistic model generated with Amber ff19SB parameters. The final CG model of ß-lactamase 

was simulated in CG water for 100 ns and compared to a 100 ns simulation of the all-atom ß-

lactamase model. Backbone RMSD throughout both simulations are shown in Figure 28. 
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Figure 28 RMSD from initial conformation for backbone atoms and backbone beads of test 

enzyme ß-lactamase throughout a 100 ns MD simulation in water. CG ß-lactamase in red and 

all-atom ß-lactamase in black. 

 

 

The reasonable agreement in the RMSD backbone behavior of the all-atom enzyme model and 

our CG model is apparent in Figure 28 taking into consideration the placement of the CG 

backbone beads. In MARTINI 3, the backbone atoms of one amino acid residue are mapped 

into one CG bead which is placed regardless of the nature of that residue’s side chain. The 

backbone bead is placed exactly between the α-carbon and the carbonyl carbon of the backbone 

atoms (Figure 29) whereas the RMSD calculation of the all-atom model averages all the 

backbone atoms. Hence, there is a slight shift in RMSD seen in Figure 28.  
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Figure 29 All-atom backbone of ß-lactamase (pink) superimposed on the backbone beads of 

the CG ß-lactamase (green) represented in rods. On the lower right is the placement of the 

backbone CG bead (green) in regard to the atomistic backbone of a residue of ß- lactamase. 

 

 

 

2.6 Construction of the CG miconazole aggregate and the CG fluconazole simulation 

systems 

To simulate the formation of a relatively larger miconazole aggregate in CG resolution 

(compared to the atomistic 97 molecules of miconazole), the generated CG models of 

miconazole were solvated with neutral and protonated CG miconazole molecules and CG water 

as solvents using the INSANE.py76 software package. This distributed 100 miconazole 

molecules (35 protonated and 65 neutral because the protonated form of the imidazole group 

is found at a ratio of 1:2 at experimental conditions) uniformly in the simulation box 20 

Ångstroms apart. Miconazole molecules were then solvated with standard CG water and ions 

were added to give a final salt concentration of 50 nM using the INSANE.py package. The 

same method was used for the CG fluconazole system placing 100 molecules of fluconazole 
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20 Ångstroms apart throughout the simulation box. Using the GROMACS software, the system 

was minimized and heated to 300 K with the temperature control achieved via the velocity 

rescale thermostat using a coupling constant of 1 ps. Pressure was controlled with the 

Parrinello-Rahman barostat using a coupling constant of 20 ps and a compressibility of 3 x 10-

4 bar-1. MD production was allowed to run 50 ns for each simulation with a timestep of 10 fs, 

saving coordinates every 2 ps throughout the trajectory run. 

 

2.7 Construction of the CG ß-lactamase and CG miconazole aggregate simulated 

system 

The refined CG model of ß-lactamase was solvated with 10,000 molecules of CG miconazole, 

6500 of which were neutral miconazole molecules, the rest being of the protonated model using 

the INSANE.py software package. The lactamase-miconazole system was solvated with 

standard CG water and ions were added to a final salt concentration of 50 nM. Using the 

GROMACS software, the system was minimized and heated to 300 k with the temperature 

control achieved via the velocity rescale thermostat using a coupling constant of 1 ps. Pressure 

was controlled with the Parrinello-Rahman barostat using a coupling constant of 20 ps and a 

compressibility of 3e-4 bar-1. MD production was allowed to run 200 ns with a timestep of 10 

fs. Saving coordinates every 2 ps throughout the trajectory run. 

 

3 Results and discussion 

The known aggregator miconazole, which was studied in our previous work14, was chosen to 

investigate the interaction of colloidal drug aggregates with different enzymes. Firstly, an 

atomistic simulation of a system of 99 miconazole molecules distributed evenly in aqueous 

solution was simulated for 100 ns (Figure A1)77. 97 of these molecules formed a single 
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aggregate almost instantaneously at the beginning of the simulation, reproducing the results of 

our previous work on a smaller scale miconazole system and also experimental work, 

confirming this molecule’s tendencies to aggregate in aqueous solution.13782 

 

Molecular dynamics simulations in coarse-grained resolution were also applied to increase the 

size and time scales of the simulated systems, in order to better represent the realistic behaviour 

of those drug aggregates. Experimentally such aggregates are detected in the size range of 30–

400 nm. A coarse-grained model for aggregator miconazole and fluconazole, a known non-

aggregator, were developed in this work. To evaluate the two CG models, the MD simulations 

and analysis from our previous work were replicated14. In previous work, we conducted 

comparative molecular dynamics simulations of miconazole and fluconazole in atomistic 

resolution to study the nature of drug aggregates in atomistic detail. Both CG models 

reproduced the results of the atomistic models for the two drugs in our previous work and 

experimentally, i.e. miconazole aggregated and fluconazole did not (Figures 30, 31). 

 

Specifically, the CG model of miconazole completely aggregated by less than 50 ns into the 

production MD simulation whereas the fluconazole model remained suspended in solution for 

the entirety of the simulation (Figure 31). Analysis of some of the key structural descriptors 

of the two drugs as a function of time reflected these observations. First, the total surface area 

of miconazole exposed to water decreased rapidly as the miconazole aggregate was growing, 

reducing from 42,435 Å2 to 13,900 Å2 within 40 ns; whereas for fluconazole, the solvent-

accessible surface area values did not drop, indicating that fluconazole remained dissolved in 

solution (Figure 30). The radius of gyration was also calculated to describe the aggregation 

process. The radius of gyration is a better descriptor for the aggregation process compared to 

just the radius of the molecules because it is a mass weighted average distance from the center 
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of mass of molecules and is independent of the shape the molecules adopt. For miconazole, the 

radius of gyration began to stabilize by 28 ns as smaller aggregates of miconazole came 

together to form a large, more stable aggregate. The values plateaued at around 20 Å (Figure 

30) for the remainder of the simulation, where the miconazole aggregate acquired a rather 

spherical shape. 
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Figure 30 Total solvent-accessible surface area in Å2 (top) and radius of gyration in Å (bottom) 

calculated for CG miconazole and fluconazole during the whole production MD simulations. 
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Figure 31 Snapshots of the coarse-grained production MD simulations of a) miconazole and 

b) fluconazole at 0, 5, 10, 20, 40, 50, 75, and 100 ns. Solute molecules are shown in spheres. 

Solvent beads and ions are omitted for clarity. 

 

Miconazole aggregate-enzyme simulated systems in all-atom resolution 

To construct atomistic simulations of miconazole aggregate-enzyme complexes, the most 

populated cluster from geometric clustering of the part of the atomistic simulation trajectory of 

miconazole in water after aggregate formation was used. Two test enzymes were used in those 

simulated systems, β-lactamase and PTP1B. ß-lactamase was chosen because it has been used 

with drug aggregates in previous experimental work. PTP1B was chosen to enhance the 

detection of aggregation effects on enzyme dynamics since it has a large loop which movement 
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is important for catalysis. Each enzyme was placed in six different initial positions in reference 

to the miconazole aggregate (Figure 32) in order to improve the sampling of the simulations. 

This resulted in a total of 12 enzyme-aggregate systems, built with an equal enzyme-aggregate 

separation. Exact distances are shown in Table A4, plus two control simulations of only the 

enzymes without the aggregate, one for each enzyme. 
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Figure 32.  Six initial orientations of the two test enzymes, β-lactamase in yellow (a) PTP1B 

in green (b) in drug-aggregate solution. Active site residues in both enzymes are colored in red 

to highlight the differences initial orientation of the replicates, from β-lactamase they are S70, 

E166 and N170 and from PTP1B they are D181, R221, C215, Q262 and Y46. 

 

The 14 systems were solvated with enough water to minimize interaction with other system 

images in the periodic boundary conditions and all other system components were added to 

mimic experimental enzyme assay conditions. Detailed composition of each system can be 

found in Table 3. 

 

Table 3. Numbers of chemical entities in all atomistic aggregate-enzyme MD simulation 

systems. The miconazole aggregate consists of 66 (neutral) and 31 (protonated) miconazole 

molecules. Note, as well as having added salt, these systems were neutralized by counter ions. 

System miconazole  water  Cl
-
 Na

+
 

Lactamase-orientation #1 97 60161 144 144 

Lactamase-orientation #2 97 60282 144 144 

Lactamase-orientation #3 97 60116 144 144 

Lactamase-orientation #4 97 60287 144 144 

Lactamase-orientation #5 97 60270 144 144 

Lactamase-orientation #6 97 60720 144 144 

Lactamase (no aggregate) - 60154 144 144 

PTP1B-orientation #1 97 61154 144 144 

PTP1B-orientation #2 97 61033 144 144 

PTP1B-orientation #3 97 61628 144 144 

PTP1B-orientation #4 97 61117 144 144 

PTP1B-orientation #5 97 61118 144 144 

PTP1B-orientation #6 97 61515 144 144 
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PTP1B (no aggregate) - 61049 144 144 

 

All 14 systems (the enzyme-aggregate complexes and the two enzyme controls) were simulated 

for one µs. In all the simulations of the enzyme-aggregate orientations, the enzyme adsorption 

on aggregate surface occurred spontaneously, conforming to pervious experimental data 

proving the enzyme association with drug aggregate in solution78,12. Figure 33 shows the 

enzyme-aggregate adsorption process and the approximate time of first contact between 

enzyme and miconazole aggregate is shown in Table A4. 
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Figure 33. Snapshots of the production MD simulations of (a) replicate #4 of β-lactamase 

(yellow) and (b) replicate #1 of PTP1B (green) along with the miconazole aggregate (pink). 

Solvent and ions omitted for clarity. 

 

Although the moment of first aggregate adsorption varied between different initial complex 

orientations, all orientations for both enzymes β-lactamase and PTP1B formed a stable complex 

with miconazole aggregate by approximately 300 ns77. These stable complexes maintained 

association for the reminder of the microsecond of the simulation and the miconazole aggregate 

did not dissociate and kept its size and rough shape throughout as well. An example time series 

of globularity, solvent-exposed surface area and radius of gyration of miconazole aggregate 

over the 1 µs MD simulation are shown in Figure 34.  
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Figure 34. Example time series of (a) globularity, (b) solvent-exposed surface area and (c) 

radius of gyration of miconazole aggregate (from PTP1B replicate #5) over 1 µs MD 

simulation. 

 

The three possible mechanisms to explain aggregate-based inhibition outlined in previous 

work5 (Figure 5) were then examined for each complex simulation. The three mechanisms are 

(1) binding to the aggregate results in small-scale unfolding; (2) aggregate binding reduces 

enzyme flexibility and restricts the necessary enzyme dynamical motions required for catalysis; 

and (3) the aggregate blocks the active site and keeps the enzyme away from substrate. 

 

Alteration of the enzyme’s tertiary structure 

To investigate this possibility, we studied the ramifications of the attachment of enzyme to 

drug aggregate surface on the backbone RMSD of both enzymes in reference to the initial 

structure79 using the two simulations of the enzymes β-lactamase and PTP1B in the absence of 

drug aggregate as negative control for each one of the two sets of enzyme orientations. For the 

two enzymes in the absence of miconazole aggregate, the average values of RMSD were 

approximately 1.0 Å for β-lactamase and 1.2 Å for PTP1B (Figure 35). 
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Figure 35. Backbone RMSD values with running average of the two test enzymes β-lactamase 

(a) and PTP1B (b) from 1 µs MD simulations for 6 initial orientations of enzyme-aggregate 

systems, and the free enzymes as negative control. Orientations #1, #2, #3, #4, #5 and #6 are 

represented in red, yellow, violet, turquoise, orange and green respectively with both free 

enzymes represented in black. 

 

For most enzyme-aggregate complex simulations, the two enzymes displayed backbone RMSD 

values close to that of the free enzyme simulations. On the other hand, the backbone RMSD of 

enzyme PTP1B orientation number 3 exhibited a somewhat higher value than the rest of the 

PTP1B replicates, with a value of approximately 1.4 Å (Figure 35). Accordingly, further 

investigations on the composition of the secondary structure and its variance throughout the 

entirety of the 1 µs simulation was carried out on replicate #3 and compared to the calculated 

secondary structure composition of the enzyme in the control simulation (Figure 36). The 

secondary structure analysis of replicate #3 after complexation with drug aggregate showed 

minor differences compared to that of the free PTP1B, with some observable differences in 

turn and α-helix (Figure 36). 
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Figure 36. Plot of secondary structure composition of the PTP1B enzyme over the course of 

MD simulation for (a) replicate #3, compared to (b) the aggregate-free enzyme. Elements are 

parallel (black) and antiparallel -sheet (red); - (blue), 310- (green) and -helix (yellow); turn 

(pink) and bend (gray).  

 

To study the effects of enzyme-aggregate complexation on active site residues of the two test 

enzymes, we calculated average RMSD of important catalytic residues in all complex 

simulations and compared it to that of the negative control simulations; results shown in figure 
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37 indicate comparable values, suggesting that enzyme-aggregate complexation does not 

significantly affect the structure of the active site in β-lactamase or PTP1B. 

 

 

In previous experimental work5, it was suggested that enzyme adsorption on drug aggregate 

surface induces local unfolding throughout the adsorbed enzyme. They reached that conclusion 

after measuring accessibility of solvent to enzyme via hydrogen-deuterium exchange mass 

spectrometry (HDX MS) and the results showed higher proton accessibility after enzyme-

aggregate complexation. In that same study, they pointed out that they faced incomplete 

deuteration and low signal-to-noise in the experiment5. 

Some other studies previously mentioned in Section “1.1.4 Colloidal aggregation in drug 

discovery” suggested that adsorption of enzyme on drug aggregate surface could be used in a 

targeted delivery formulation13,80, because drug aggregates have the ability to adsorb and 

release enzyme with it still in active form. This is consistent with our findings regarding the 

conservation of the tertiary structure of both model enzymes upon aggregate adsorption.  
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Figure 37.  Per residue backbone RMSD (in Å), averaged over residue, for (a) PTP1B and (b) 

β-lactamase; and per residue all-atom RMSD, averaged over residue, for catalytic residues of 

(c,e) PTP1B (resides 215–222 and WPD-loop respectively) and (d,f) β-lactamase (S70, K73 

and E166) replicates from the 1 µs MD simulations. MD replicates #1, #2, #3, #4, #5 and #6 

are shown in red, yellow, violet, turquoise, orange and green respectively (free enzyme in 

black). 

 

 

Alteration of enzyme dynamics 

To investigate the possibility of alteration of enzyme dynamics, we studied the effect of the 

attachment of enzyme to drug aggregate surface on the average root mean square fluctuation 

RMSF of each residue of both enzymes β-lactamase and PTP1B in all simulated orientations. 
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RMSFs were calculated for the last 0.5 µs of the 1 µs complex simulations to study residue 

fluctuations after aggregate attachment only, comparing it to that of the last 0.5 µs of the 

negative control simulations (free enzyme)79. The results showed that the normal overall 

dynamics of both enzymes was relatively uninfluenced by aggregate complexation (Figures 

38, 39 and A3). 

 

 

 

Figure 38. RMSF in Å of the β-lactamase (a) and PTP1B (b) backbone from the second 0.5 

µs of simulation of all initial orientations of enzyme-aggregate complexes, with free enzyme 

as negative control. Orientations #1, #2, #3, #4, #5 and #6 are represented in red, yellow, violet, 

turquoise, orange and green respectively with free enzyme represented in black. 
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Figure 39. RMSF in Å of the β-lactamase (left) and PTP1B (right) backbone from the second 

0.5 µs of simulation of all initial orientations of enzyme-aggregate complexes, with free 

enzyme as negative control. Enzyme residues represented as dots. 

 

To further analyze the effect on dynamics of the aggregate-bound enzymes, RMSFs were 

calculated for the residues whose movement is important for catalysis in both enzymes. These 

residues are S70, K73 and E166 in β-lactamase 81,82; and resides 164–179 in PTP1B that make 

up the Ω-loop, in addition to the segment important for phosphorylation of substrate for PTP1B 

called the WPD-loop83. The dynamics of these sections are believed to be essential in substrate 

binding84–89. Comparing with residues from the negative control simulation in those regions, 

the native dynamics of these active site residues seemed to be uninfluenced by aggregate 

complexation (Figure 30-33). However, this is not true for some other segments non-essential 

for activity of both enzymes81,82,84,85; these do show variations in residue fluctuations compared 

to the negative control enzymes (Figure 38 and 39). After visual inspections of those regions, 

they were found to all be surface loops (Figures 40 and 41). 

 

To study those cases further, the negative control simulations were performed again, but for 

two different crystal structures of the enzymes β-lactamase and PTP1B for 1 µs (details in 

Methods section). Having two negative control simulations facilitates the detection of any 

significant alterations in enzyme dynamics and differentiates the normal deviations from the 

effect of aggregate adsorption. Upon comparison with the two free enzyme simulations, the 

aforementioned variations in residue fluctuations in certain non-essential regions 81,82,84,85 were 

found to be within the range of normal loop dynamics of the free enzymes and not a result of 

aggregate adsorption (Figures 40 and 41). 
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Figure 40. (a) RMSF values of each β-lactamase residue obtained from the final 500 ns MD 

simulations of replicate #2 (yellow) along with two free enzyme forms belonging to two crystal 

structures (PDB: 1ZG4, black) and (PDB: 1BTL, pink); with two highlighted region 1 (residues 

78 – 82) and region 2 (residues 189 –194). (b) β-lactamase crystal structure showing regions 1 

and 2 labeled in red.  
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Figure 41. (a) RMSF values of each PTP1B residue obtained from the final 500 ns MD 

simulations of replicate #3 (purple) and #4 (blue) along with two free enzyme forms belonging 

to two crystal structures (PDB: 5K9V, black) and (PDB: 4YI4, pink); with two highlighted 

region 1 (residues 110 – 125) and region 2 (residues 200 – 210); (b) PTP1B crystal structure 

showing regions 1 and 2 along with the WPD loop are all labeled in red. The WPD loop seems 

to be more fluctuating in the additional free form (PDB: 4YI4) compared to the original free 

form and the six replicates, however, this is probably due to their initial configuration, where 

the loop shown adopts closed or open conformation, respectively. 

 

A t-test was then performed for the calculated RMSFs averaged for each residue, for the #6 

replicate groups and the two negative control groups, for both enzymes β-lactamase and 

PTP1B; this was to detect any statistically significant difference between the means in RMSF 

of the two groups. Again, the residues showing statistically significant variation (residues with 

significant p-values shown in Table 4) are not in the segments essential for catalysis. The p-

values of all residues for both enzymes β-lactamase and PTP1B are appended in Table A8. 

 

β-lactamase PTP1B 

Residue 

number 

P value Residue 

number 

P value 

160 <0.000001 99 <0.000001 

125 0.000007 183 0.000002 

126 0.000013 55 0.000019 

(a) (b)
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130 0.000042 38 0.000103 

123 0.000047 39 0.000194 

124 0.000058 95 0.000198 

129 0.000071 100 0.000245 
127 0.000072 91 0.000253 
159 0.000158 94 0.000330 
132 0.000171 92 0.000338 
43 0.000189 123 0.000365 

131 0.000206 182 0.000384 
245 0.000304 265 0.000448 
164 0.000316 184 0.000473 
246 0.000469 98 0.000490 
158 0.000669 269 0.000492 
161 0.000673 266 0.000573 

  37 0.000591 
 

Table 4. Residues with the lowest p-values for RMSF in β-lactamase and PTP1B. 

 

Occlusion of enzyme active site 

To investigate the possibility and degree to which miconazole aggregate could physically 

occlude the active site of the enzyme and hinder interaction with substrate, we studied the 

region of enzyme where aggregate adsorption occurs. During the course of simulation of all 

enzyme orientations for both enzymes, the region at which attachment initially occurred did 

not significantly alter, from the time of attachment until the end of the 1 µs simulation (Figure 

42). 

 

After clustering based on RMSD was performed for the enzyme-aggregate complexes (see 

Methods), in two of the 12 simulations, the aggregate attachment region was directly facing 

the active site of the enzyme, one case for each of the two enzymes. These are orientation #4 

of β-lactamase and orientation #6 of PTP1B. There was also partial occlusion of the active site 

in other replicates (Figure 42 shows the centroid structure of most populated clusters). 

However, in the initial coordinates of enzyme and drug aggregate at the beginning of the 

simulations, only in orientation #2 was the aggregate directed in the direction of the enzyme’s 
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active site (Figure 32). This indicates that in the cases of orientation #4 of β-lactamase and 

orientation #6 of PTP1B and during simulation, the enzyme was adsorbed on the aggregate 

surface in a manner that blocks access to its active site. 

 

 

 

Figure 42. Centroids of most populated clusters of (a) β-lactamase represented in yellow and 

(b) PTP1B represented in green with the aggregate represented in pink. Active site is marked 

Replicate #1 Replicate #3

Replicate 4 Replicate #5

Replicate #2

Replicate #6

a

Replicate #3

Replicate 4 Replicate #5

Replicate #2

Replicate #6

Replicate #1

b
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in maroon surface.  β-lactamase (residues S70, E166 and N170) and PTP1B (residues D181, 

R221, C215, Q262 and Y46). 

 

To further explore physical sequestration of enzyme upon interaction with drug aggregate, two 

additional systems were built, one for each enzyme β-lactamase and PTP1B. In both systems, 

the enzymes were solvated in a large number of miconazole molecules (approximately 500 as 

opposed to the 97-molecule aggregate in the original simulations); these molecules were evenly 

distributed throughout the simulation box which was five times larger than previous replicates 

around the enzyme. The systems were solvated with water and adding the same system 

components to mimic experiment (Table A2). 
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Figure 43. Snapshots of the MD simulations of (a) β-lactamase (yellow) and (b) PTP1B (green) 

in the presence of ~500 miconazole molecules (pink). Solvent and ions omitted for clarity. 
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Simulations for the additional two systems were allowed to run for 1 µs and as anticipated, the 

drug molecules aggregated with one another and with the enzyme in solution (Figure 43); one 

entire side of PTP1B was almost completely covered by a large drug aggregate and β-lactamase 

attached to a few large drug aggregates (Figure 45). 

 

To investigate the difference in distribution of miconazole molecules in these two simulations, 

we calculated the fraction of non-polar and polar solvent-exposed surface area of both 

enzymes, using the centroids of top clusters from the second 0.5 µs of the 1 µs enzyme-

aggregate simulations (Table A7). The two enzymes appeared to have a comparable balance 

of hydrophilic/hydrophobic surface area, and this amphiphilicity was found to be evenly spread 

throughout the surface of both enzymes (Figure 44) with both having comparable shape (Table 

A7). 

 

Figure 44. Representative MD snapshots of (a) β-lactamase, (b) PTP1B (green) and (c) 97-

miconazole aggregate, prior to complexation. Surfaces are colored yellow (hydrophobic), blue 

(hydrophilic) and white (neutral). 

 

 

 

 

   

(b) 

 

(a) 

 

(c) 

 



84 
 

The observed differences in distribution of miconazole molecules in these two simulations 

might only be because of inadequate sampling of the two cases, since drug aggregation and 

enzyme adsorption took a significant portion of the 1 µs simulations. The fact that one side of 

PTP1B was almost completely embedded in the drug aggregate in this simulation supports this 

possibility; this was suggested previously since experimentally, the drug aggregates consist of 

as many as 108 molecules66. Both cases of β-lactamase and PTP1B here (Figure 45) are 

suggestive of the possibility of inhibition by physical occlusion of the active site. 

 

 

Figure 45. The centroids of top clusters from clustering the last 0.1 µs of the 1 s simulations 

of (a) β-lactamase represented in yellow and (b) PTP1B represented in green. Partial 

engulfment of these enzymes by initially scattered miconazole molecules represented in pink 

is observed. Active site is marked with maroon surface in both enzymes. 

 

 

Aggregate-enzyme interface 

To analyze the origin of the observed interaction between enzyme and drug aggregate, we 

examined the nature and composition of the interaction interface (Figure 46). To study the 

types of interactions at this interface, we inspected ten snapshots equally spaced throughout the 

ba
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second 0.5 µs of the 1 µs simulations for each one of the 12 enzyme replicates (Table 1). Upon 

visual examination, we observed the presence of around 20 miconazole molecules at that 

interface contributing to interactions with enzyme. These interactions were found to be mostly 

non-polar contacts, aromatic interactions, hydrogen bonding and ionic interactions (Figure 

46). It was also found that the aggregate surface at the interaction interface consists of non-

polar and polar regions containing dichlorobenzyl groups and imidazole groups of miconazole 

(Figure 46). 

 

This distribution of non-polar and polar regions is apparent in the number of nonpolar and polar 

contacts between aggregate and enzyme at the interface (Table 5). This indicates that the 

unique amphiphilicity of miconazole itself enables it to offer an amphiphilic surface to the 

enzyme at the adsorption interface which is essential in the formation of the types of 

interactions found at the interface. 

 

Table 5. Average number of miconazole-enzyme interactions per replicate of each aggregate-

enzyme system from MD simulation, for nonpolar (nnp), hydrogen bonding (nhb), aromatic 

(naro) and ionic interactions (nion).  

 

nnp nhb naro nion 

aggregate/-lactamase complex replicate 

#1 5.9 (1.7) 2.7 (1.0) 1.6 (1.3) 1.4 (0.9) 

#2 7.7 (2.4) 5.7 (2.1) 0.8 (0.7) 1.9 (1.4) 

#3 5.9 (2.0) 5.3 (2.3) 1.4 (0.6) 2.4 (1.6) 

#4 4.8 (1(.3) 3.7 (2.3) 0.6 (0.6) 3.4 (2.2) 

#5 10.0 (2.1) 5.7 (2.0) 2.4 (1.9) 4.7 (2.0) 

#6 6.6 (2.3) 4.8 (1.8) 0.4 (0.4) 2.4 (1.0) 
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av  6.8 (1.8) 4.7 (1.2) 1.2 (0.7) 2.7 (1.1) 

aggregate/PTP1B complex replicate 

#1 8.3 (1.8) 4.9 (2.1) 1.4 (1.3) 2.4 (1.6) 

#2 6.3 (1.9) 4.2 (2.3) 1.8 (1.4) 1.7 (1.1) 

#3 6.7 (2.0) 4.2 (1.5) 0.5 (0.8) 3.4 (1.6) 

#4 7.6 (2.6) 2.2 (1.0) 1.7 (0.6) 1.6 (1.2) 

#5 8.1 (1.9) 4.9 (2.1) 1.4 (1.3) 2.4 (1.6) 

#6 7.8 (3.3) 6.0 (1.9) 0.8 (0.6) 1.3 (1.2) 

av 7.5 (0.7) 4.4 (1.2) 1.3 (0.5) 2.2 (0.7) 

 

 

 

 

Figure 46. (a) Aggregate-PTP1B complex of replicate #1. Adsorption interface of (b) PTP1B 

(transparent surface with blue cartoon and stick), and (c) miconazole aggregate (transparent 

surface with pink sticks). Surface is colored yellow (hydrophobic), blue (hydrophilic) and 

white (neutral). (d) Example interactions between miconazole and enzyme residues. 
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Miconazole aggregate-enzyme simulated systems in coarse-grained resolution 

Coarse-grained MD was then applied to overcome the two obstacles facing atomistic 

simulations of enzyme interaction with molecules of miconazole, namely, the inadequate 

sampling and the impracticality of simulating a much larger miconazole aggregate. Simulations 

at coarse-grained resolution were used to further explore the possibility of physical 

sequestration of enzyme upon interaction with a larger drug aggregate. Coarse-grained models 

of enzyme β-lactamase and miconazole were derived (see Methods) and used to build a CG 

miconazole aggregate-enzyme system. β-lactamase was solvated in a large number of CG 

miconazole molecules (a little over 10,000 molecules as opposed to the 500 molecules in the 

equivalent atomistic simulation); these molecules were evenly distributed throughout the 

simulation box. The system was solvated with CG water and ions were added to mimic 

experiment5. 

 

The simulation for this system was run for 200 ns. During the simulation, the miconazole 

molecules rapidly and almost completely aggregated into one aggregate with the enzyme in the 

centre of the aggregate. The enzyme was completely engulfed by aggregate for a period of 

time. After ~10 ns, it begins to diffuse to the surface of the miconazole aggregate (Figure 47). 

β-lactamase reaches the aggregate surface in less than 100 ns, where it then forms a stable 

complex at the surface, with part of the enzyme embedded within the aggregate. This complex 

remains stable for the reminder of the 200 ns simulation. The active site of ß-lactamase was 

found to be completely buried into the interaction interface with the miconazole aggregate in 

the resulting stable complex (Figure 47). 
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Figure 47 Orientation of active site residues of ß-lactamase (red) after CG simulation with the 

large miconazole aggregate (transparent blue). ß-lactamase is represented in pink and cyan 

beads. 

 

These initial observations from this CG model supports the theory of possible inhibition by 

physical occlusion of the active site through interaction with the drug aggregate at the surface 

but not the complete engulfment inside the drug aggregate. However due to time constraints, 

these are preliminary studies. Future work will need to confirm the adequate sampling of this 

particular system by simulating more replicates of this CG system with different initial 

positions of the enzyme; in this way, we hope to obtain more confidence regarding this theory. 

 



89 
 

 

Figure 48 Snapshots of the coarse-grained production MD simulations of β-lactamase 

(backbone beads in pink spheres and sidechain beads in yellow spheres) with 10,000 

miconazole molecules (in blue dots) at 0, 5, 20, 40, 80, 100, 150, and 200 ns. Solvent beads 

and others are omitted for clarity. 

 

0ns 5ns

20ns 40ns

80ns 100ns

200ns150ns
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4 Conclusions 

In this work, extensive molecular dynamics simulations of two different approaches indicate 

that physical occlusion of enzyme active site is a plausible mechanism by which aggregation-

based inhibition of enzymes β-lactamase and PTP1B occurs. Also, our simulations suggest that 

other possible mechanisms such as alterations in enzyme dynamics or tertiary structure are less 

likely to be the cause of aggregation-based inhibition in the case of miconazole aggregates. 

 

Furthermore, rather than a superficial occlusion of the active site at the aggregate surface, our 

simulations also suggests that the enzyme is submerged into the aggregate to a significant 

degree. However, we note that the details of the mechanism and extent of aggregation-based 

inhibition is most likely influenced by the type of aggregator forming the aggregate and the 

type of enzyme adsorbed. For miconazole, its compact and highly amphiphilic nature is well 

suited to aggregation and solvation of both polar and nonpolar regions of an enzyme surface. 

That is thought to apply for drugs with similar properties. 

 

As mentioned earlier in Section “1.1.4 Colloidal aggregation in drug discovery”, this 

phenomenon has the potential to be exploited in drug formulations for specialized drug 

delivery90,91,11, given the ability of aggregate to release active enzyme. Other work has also 

suggested that drug aggregate is able to differentiate between various enzymes in their 

adsorption4. These findings suggest that understanding the phenomenon of aggregation-based 

inhibition on a molecular level does not only aid in reducing false positives in enzyme assays, 

but also presents new and improved tools in biological chemistry. 
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5 Future Work 

In this work, we performed simulations of systems of the two enzymes β-lactamase and PTP1B 

with aggregate of the small molecule aggregator miconazole. Miconazole is a “type B” 

inhibitor according to the classification of Boulton et al.10; they classified aggregate-forming 

inhibitors into two classes, one that interacts with enzyme by adsorbing the enzyme on its 

aggregate surface (type B); and type A compounds that do not interact with enzyme upon 

aggregate formation (Figure 8). Our simulations suggest that the amphiphilicity of miconazole 

plays an important role in its behavior as an aggregator of type B. Further MD simulations of 

similarly amphiphilic inhibitors could confirm this. 

 

We also used molecular dynamics at CG resolution to access a larger scale of system, since 

experimental data suggests that the aggregates can be composed of as many as 108 molecules 

and can bind up to 10,000 enzymes per aggregate19,4,5,58 . We were able to simulate a drug 

aggregate of 30 nm in diameter which is comparable to the lower range of drug aggregate sizes 

detected experimentally which are of the 30-400 nm size80. Advances in computational power 

in recent years have had a positive impact on the ability of coarse-graining to simulate large 

systems, consisting of 107 atoms, for times of up to seconds. Also, CG allows simulation of 

systems of biomolecules in the concentration of millimoles93. To obtain further insight into 

enzyme-aggregate systems on the nanoscale size, we intend to perform more CG simulations 

similar to the preliminary work reported here, exploring structure and dynamics. 

 

In addition, future work could explore the other type of colloidal aggregate forming inhibitors, 

namely type A10, in order to understand their lack of interaction with enzyme after forming 

aggregate. Thus, one could simulate systems composed of aggregates of the type A inhibitor 
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CE3F4R, a hydrophobic inhibitor that specifically targets the protein EPAC (the exchange 

protein directly activated by cAMP) as monomer, but does not aggregate. 
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Table A1. Numbers of chemical entities in miconazole aggregate MD simulation system. 

miconazole molecules water molecules Cl-  Na+  

Ions added to 

neutralize 

99, of which 67 neutral; 32 

protonated 

40717 96 96 32 Cl- 
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Table A2. Numbers of chemical entities in aggregate-enzyme MD pre-incubation simulation 

systems. Note, as well as having added salt, these systems were neutralized by counter ions. 

System miconazole  water  Cl- Na+ 

Lactamase 

Pre-incubation 

519, of which 355 

neutral; 164 protonated 

171536 408 408 

PTP1B Pre-

incubation 

551, of which 374 

neutral; 177 protonated 

170231 408 408 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



105 
 

 

 

 

 

Table A3. Descriptors of the size of the aggregate-enzyme MD systems. 

Aggregate-enzyme MD system 

Average volume 

(Å3) 

Average number of 

atoms  

~100 miconazole systems 2.0 × 106 193000 

~500 miconazole systems 5.6 × 106 538000 
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Table A4. Estimated average distance (in Å) between enzyme and aggregate at the beginning 

of each MD simulation, values were obtained by averaging the distances between the closest 

atom pairs from three regions, center and two edges.  

MD System Average distance between enzyme and aggregate 

Lactamase-orientation #1 24.4  

Lactamase-orientation #2 23.0 

Lactamase-orientation #3 26.0 

Lactamase-orientation #4 21.4 

Lactamase-orientation #5 17.2 

Lactamase-orientation #6 15.2 

PTP1B-orientation #1 23.3 

PTP1B-orientation #2 19.3 

PTP1B-orientation #3 22.7 

PTP1B-orientation #4 20.2 

PTP1B-orientation #5 18.9 

PTP1B-orientation #6 16.9 
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Table A5. Fractional population of top-ranked cluster, from clustering of last 500 ns of MD 

trajectories of enzyme-aggregate configurations.  

MD System Fraction of top cluster 

Lactamase-orientation #1 0.54  

Lactamase-orientation #2 0.69    

Lactamase-orientation #3 0.71    

Lactamase-orientation #4 0.52    

Lactamase-orientation #5 0.59    

Lactamase-orientation #6 0.58    

PTP1B-orientation #1 0.64     

PTP1B-orientation #2 0.52     

PTP1B-orientation #3 0.50    

PTP1B-orientation #4 0.53    

PTP1B-orientation #5 0.56     

PTP1B-orientation #6 0.48    

 

 

 

 

 

 

 



108 
 

 

 

 

Table A6. Calculated fraction of non-polar (fAnp) and polar solvent-exposed surface area 

(fApol), and globularity of enzyme and aggregate, of top-ranked cluster from last 500 ns of one 

microsecond enzyme-aggregate simulations. 

component fAnp fApol globularity 

~100 miconazole simulations 

PTP1B 0.48 0.51 0.35 

β-lactamase 0.47 0.53 0.38 

miconazole aggregate 0.74 0.26 0.68 

~500 miconazole simulations 

miconazole aggregate 

(in β-lactamase system) 

0.76 0.24 0.16 

miconazole aggregate 

(in PTP1B system) 

0.74 0.25 0.43 
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Table A7. Calculated fraction of non-polar (fAnp) and polar solvent-exposed surface area 

(fApol), buried on complexation of enzyme with miconzaole aggregate, based on structure of 

top-ranked cluster (~500 miconazole simulations) or replicate average of top-ranked clusters 

(~100 miconazole simulations); clustering performed on last 500 ns of the one microsecond 

simulations.    

system fAnp fApol 

~100 miconazole simulations 

β-lactamase  0.62 ± 0.02 0.38 ± 0.02 

PTP1B  0.65 ± 0.03 0.35 ± 0.03 

~500 miconazole simulations 

β-lactamase  0.68 0.32 

PTP1B  0.68 0.32 
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Table A8. Calculated p-values for RMSF of all enzyme residues in comparison with the 

negative control simulations for β-lactamase and PTPT1B.    

β-lactamase PTP1B 

Residue 

number  
p value  Significant? 

Residue 

number  
p value  Significant? 

1 0.133286 No 1 0.059981 No 

2 0.557207 No 2 0.102581 No 

3 0.606275 No 3 0.009188 No 

4 0.528868 No 4 0.039369 No 

5 0.678242 No 5 0.453711 No 

6 0.691535 No 6 0.428372 No 

7 0.547964 No 7 0.287895 No 

8 0.371140 No 8 0.564214 No 

9 0.228831 No 9 0.575253 No 

10 0.301649 No 10 0.358539 No 

11 0.349932 No 11 0.610966 No 

12 0.171045 No 12 0.676244 No 

13 0.232251 No 13 0.775454 No 

14 0.301974 No 14 0.651865 No 

15 0.151187 No 15 0.354551 No 

16 0.025626 No 16 0.610818 No 

17 0.002548 No 17 0.447355 No 

18 0.002020 No 18 0.623530 No 

19 0.016200 No 19 0.572681 No 

20 0.161331 No 20 0.464419 No 

21 0.315279 No 21 0.433217 No 

22 0.270525 No 22 0.340734 No 

23 0.481767 No 23 0.383217 No 

24 0.881197 No 24 0.371705 No 

25 0.777649 No 25 0.337427 No 

26 0.568267 No 26 0.282880 No 

27 0.538669 No 27 0.235076 No 

28 0.885748 No 28 0.294260 No 

29 0.830453 No 29 0.484106 No 

30 0.684521 No 30 0.543732 No 

31 0.494345 No 31 0.487110 No 

32 0.501034 No 32 0.645020 No 

33 0.624317 No 33 0.778937 No 

34 0.505384 No 34 0.198841 No 

35 0.134440 No 35 0.127570 No 

36 0.197879 No 36 0.025813 No 

37 0.147388 No 37 0.000591 Yes 

38 0.071837 No 38 0.000103 Yes 

39 0.008302 No 39 0.000194 Yes 

40 0.045379 No 40 0.002182 No 
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41 0.306423 No 41 0.004990 No 

42 0.024802 No 42 0.007624 No 

43 0.000189 Yes 43 0.029860 No 

44 0.003016 No 44 0.056554 No 

45 0.381775 No 45 0.014098 No 

46 0.595943 No 46 0.011574 No 

47 0.623848 No 47 0.005105 No 

48 0.937706 No 48 0.102533 No 

49 0.286315 No 49 0.266723 No 

50 0.057474 No 50 0.366425 No 

51 0.208045 No 51 0.162915 No 

52 0.037133 No 52 0.583105 No 

53 0.137426 No 53 0.186372 No 

54 0.144326 No 54 0.000747 No 

55 0.923520 No 55 0.000019 Yes 

56 0.741676 No 56 0.083653 No 

57 0.587542 No 57 0.021021 No 

58 0.649082 No 58 0.026223 No 

59 0.204249 No 59 0.069932 No 

60 0.043059 No 60 0.231610 No 

61 0.034684 No 61 0.109197 No 

62 0.029099 No 62 0.156173 No 

63 0.003066 No 63 0.181326 No 

64 0.001995 No 64 0.621645 No 

65 0.005165 No 65 0.178595 No 

66 0.041137 No 66 0.505762 No 

67 0.242700 No 67 0.172025 No 

68 0.140802 No 68 0.008482 No 

69 0.380856 No 69 0.004140 No 

70 0.611542 No 70 0.010980 No 

71 0.535566 No 71 0.081547 No 

72 0.581110 No 72 0.003184 No 

73 0.353439 No 73 0.003532 No 

74 0.984662 No 74 0.800886 No 

75 0.628231 No 75 0.144230 No 

76 0.778206 No 76 0.834133 No 

77 0.365828 No 77 0.068853 No 

78 0.018440 No 78 0.556687 No 

79 0.024058 No 79 0.496226 No 

80 0.210278 No 80 0.041976 No 

81 0.927214 No 81 0.128058 No 

82 0.280075 No 82 0.029078 No 

83 0.405837 No 83 0.115072 No 

84 0.464624 No 84 0.288000 No 

85 0.505271 No 85 0.038107 No 

86 0.963721 No 86 0.014858 No 

87 0.387620 No 87 0.011608 No 

88 0.501071 No 88 0.115402 No 
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89 0.668926 No 89 0.238857 No 

90 0.020699 No 90 0.012718 No 

91 0.167743 No 91 0.000253 Yes 

92 0.763522 No 92 0.000338 Yes 

93 0.203923 No 93 0.002833 No 

94 0.550326 No 94 0.000330 Yes 

95 0.686271 No 95 0.000198 Yes 

96 0.622060 No 96 0.001766 No 

97 0.476766 No 97 0.005303 No 

98 0.996311 No 98 0.000490 Yes 

99 0.765443 No 99 <0.000001 Yes 

100 0.760418 No 100 0.000245 Yes 

101 0.275385 No 101 0.019231 No 

102 0.275608 No 102 0.051085 No 

103 0.549652 No 103 0.200436 No 

104 0.163967 No 104 0.083084 No 

105 0.138788 No 105 0.002644 No 

106 0.317564 No 106 0.001140 No 

107 0.714706 No 107 0.467218 No 

108 0.165473 No 108 0.669450 No 

109 0.330961 No 109 0.398731 No 

110 0.413585 No 110 0.959665 No 

111 0.089444 No 111 0.970842 No 

112 0.148942 No 112 0.214039 No 

113 0.019504 No 113 0.189607 No 

114 0.011445 No 114 0.238784 No 

115 0.243433 No 115 0.278585 No 

116 0.051660 No 116 0.297830 No 

117 0.009016 No 117 0.261352 No 

118 0.423689 No 118 0.239699 No 

119 0.225086 No 119 0.079109 No 

120 0.010727 No 120 0.058563 No 

121 0.002180 No 121 0.035105 No 

122 0.000796 No 122 0.010932 No 

123 0.000047 Yes 123 0.000365 Yes 

124 0.000058 Yes 124 0.016569 No 

125 0.000007 Yes 125 0.173105 No 

126 0.000013 Yes 126 0.523303 No 

127 0.000072 Yes 127 0.050648 No 

128 0.001845 No 128 0.085270 No 

129 0.000071 Yes 129 0.044883 No 

130 0.000042 Yes 130 0.046502 No 

131 0.000206 Yes 131 0.009671 No 

132 0.000171 Yes 132 0.028162 No 

133 0.047478 No 133 0.088932 No 

134 0.002735 No 134 0.163575 No 

135 0.013216 No 135 0.772689 No 

136 0.068455 No 136 0.778292 No 
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137 0.533675 No 137 0.048551 No 

138 0.746550 No 138 0.059575 No 

139 0.093970 No 139 0.028728 No 

140 0.982102 No 140 0.011562 No 

141 0.713701 No 141 0.001254 No 

142 0.982791 No 142 0.006097 No 

143 0.949807 No 143 0.123944 No 

144 0.585397 No 144 0.075463 No 

145 0.799565 No 145 0.785321 No 

146 0.262444 No 146 0.224453 No 

147 0.466364 No 147 0.854344 No 

148 0.865259 No 148 0.467391 No 

149 0.452902 No 149 0.025377 No 

150 0.814100 No 150 0.192420 No 

151 0.275858 No 151 0.066792 No 

152 0.332171 No 152 0.051141 No 

153 0.425510 No 153 0.001577 No 

154 0.330746 No 154 0.007660 No 

155 0.075797 No 155 0.127370 No 

156 0.019132 No 156 0.012870 No 

157 0.001711 No 157 0.099751 No 

158 0.000669 Yes 158 0.008747 No 

159 0.000158 Yes 159 0.012550 No 

160 <0.000001 Yes 160 0.018667 No 

161 0.000673 Yes 161 0.080783 No 

162 0.108996 No 162 0.219651 No 

163 0.064985 No 163 0.665296 No 

164 0.000316 Yes 164 0.959937 No 

165 0.007247 No 165 0.861061 No 

166 0.430066 No 166 0.055898 No 

167 0.004216 No 167 0.012331 No 

168 0.013956 No 168 0.019705 No 

169 0.560685 No 169 0.001495 No 

170 0.791769 No 170 0.012284 No 

171 0.719511 No 171 0.011405 No 

172 0.935688 No 172 0.077064 No 

173 0.251205 No 173 0.002893 No 

174 0.603276 No 174 0.006484 No 

175 0.160767 No 175 0.069547 No 

176 0.609182 No 176 0.289417 No 

177 0.806716 No 177 0.099458 No 

178 0.688380 No 178 0.018441 No 

179 0.910339 No 179 0.045401 No 

180 0.969555 No 180 0.046345 No 

181 0.368744 No 181 0.007303 No 

182 0.247623 No 182 0.000384 Yes 

183 0.985118 No 183 0.000002 Yes 

184 0.436555 No 184 0.000473 Yes 
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185 0.120704 No 185 0.031330 No 

186 0.311111 No 186 0.423534 No 

187 0.944076 No 187 0.162667 No 

188 0.631651 No 188 0.093925 No 

189 0.622574 No 189 0.065377 No 

190 0.374572 No 190 0.035606 No 

191 0.818343 No 191 0.045245 No 

192 0.408821 No 192 0.011194 No 

193 0.447788 No 193 0.012765 No 

194 0.173640 No 194 0.027480 No 

195 0.015973 No 195 0.137975 No 

196 0.002838 No 196 0.087467 No 

197 0.006647 No 197 0.060796 No 

198 0.022053 No 198 0.120163 No 

199 0.000864 No 199 0.091556 No 

200 0.024653 No 200 0.256008 No 

201 0.470276 No 201 0.278685 No 

202 0.603868 No 202 0.295288 No 

203 0.464135 No 203 0.305024 No 

204 0.564331 No 204 0.293095 No 

205 0.800674 No 205 0.275263 No 

206 0.910150 No 206 0.259120 No 

207 0.795423 No 207 0.230713 No 

208 0.212933 No 208 0.239910 No 

209 0.099478 No 209 0.708942 No 

210 0.299577 No 210 0.779020 No 

211 0.068895 No 211 0.585834 No 

212 0.001271 No 212 0.003027 No 

213 0.000892 No 213 0.125826 No 

214 0.020298 No 214 0.171079 No 

215 0.179134 No 215 0.120789 No 

216 0.137715 No 216 0.554051 No 

217 0.040053 No 217 0.942422 No 

218 0.002774 No 218 0.109577 No 

219 0.065097 No 219 0.355855 No 

220 0.214613 No 220 0.316772 No 

221 0.234325 No 221 0.099270 No 

222 0.361726 No 222 0.259831 No 

223 0.781150 No 223 0.004663 No 

224 0.855803 No 224 0.696123 No 

225 0.852116 No 225 0.373609 No 

226 0.897747 No 226 0.895414 No 

227 0.424097 No 227 0.087310 No 

228 0.351205 No 228 0.577639 No 

229 0.767689 No 229 0.981373 No 

230 0.322121 No 230 0.523389 No 

231 0.825215 No 231 0.385407 No 

232 0.708942 No 232 0.843053 No 
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233 0.347837 No 233 0.231577 No 

234 0.141251 No 234 0.108778 No 

235 0.072245 No 235 0.725757 No 

236 0.117561 No 236 0.930991 No 

237 0.041266 No 237 0.886964 No 

238 0.009696 No 238 0.763954 No 

239 0.097979 No 239 0.293945 No 

240 0.129310 No 240 0.081598 No 

241 0.136334 No 241 0.062218 No 

242 0.021536 No 242 0.115159 No 

243 0.005893 No 243 0.116166 No 

244 0.001461 No 244 0.449213 No 

245 0.000304 Yes 245 0.947126 No 

246 0.000469 Yes 246 0.404342 No 

247 0.021066 No 247 0.364175 No 

248 0.007994 No 248 0.442875 No 

249 0.001068 No 249 0.343027 No 

250 0.053802 No 250 0.282705 No 

251 0.669324 No 251 0.242051 No 

252 0.986909 No 252 0.194051 No 

253 0.779701 No 253 0.265820 No 

254 0.572032 No 254 0.230440 No 

255 0.419566 No 255 0.110987 No 

256 0.449273 No 256 0.345064 No 

257 0.301991 No 257 0.230069 No 

258 0.151301 No 258 0.005117 No 

259 0.190273 No 259 0.029979 No 

260 0.160211 No 260 0.625840 No 

261 0.072880 No 261 0.990928 No 

262 0.025571 No 262 0.076330 No 

263 0.016419 No 263 0.022787 No 

 264 0.001823 No 

265 0.000448 Yes 

266 0.000573 Yes 

267 0.005229 No 

268 0.000944 No 

269 0.000492 Yes 

270 0.007302 No 

271 0.079079 No 

272 0.043045 No 

273 0.019018 No 

274 0.185895 No 

275 0.920393 No 

276 0.101721 No 

277 0.000818 No 

278 0.933185 No 

279 0.145522 No 
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Figure A1. Snapshots of the production MD simulations of 99 miconazole molecules (pink) at 

0 ns, 5 ns, 10 ns, 15 ns, 25 ns, 50 ns, 70 ns and 100 ns. Solvent molecules and ions were omitted 

for clarity. 
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Figure A2. A heat map of the RMSF and residue number of each orientation of both enzymes 

β-lactamase and PTP1B.  
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CG fluconazole topology parameters 

[moleculetype] 
; molname       nrexcl 
   FLU                 1 
[atoms] 
; id    type    resnr   residue  atom    cgnr    charge 
1     TN1     1     FLU       C05     1         0 
2     TN6a   1     FLU       N07     2         0 
3     TN6a   1     FLU       N09     3         0 
4     TC5      1     FLU       C0B     4         0 
5     SX4      1     FLU       N0D     5         0 
6     SX4      1     FLU       C0G      6         0 
7     TP1      1     FLU       N0D     7         0 
8     TN1      1     FLU       N09     8         0 
9     TN6a    1     FLU       C0I       9         0 
10   TN6a    1     FLU       N07     10       0 
 
[bonds] 
; i j     funct     length    force.c. 
8 7      1         0.218    25000 
1 7      1         0.252    25000 
6 7      1         0.392    25000 
1 2      1         0.235    25000 
1 3      1         0.233    25000 
2 3      1         0.183    25000 
8 9      1         0.287    25000 
8 10    1         0.245    25000 
9 10    1         0.315    25000 
4 5      1         0.235    25000 
4 6      1         0.233    25000 
5 6      1         0.183    25000 
 
[constraints] 
;  i   j     funct   length 
 
[angles] 
; i j k         funct   angle     force.c. 
1 7 6         1          90.85     30.0 
1 7 8         1          82.89     30.0 
6 7 8         1          132.78   30.0 
 
[dihedrals] 
;  i     j    k    l   funct   angle  force.c. 
3     1    7    8    2         30.5   30 
10    8    7    4    2       -5.8     30 
5     6    7    1    2        165.1  30 
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CG protonated miconazole topology parameters 

[moleculetype] 

; molname       nrexcl 

  MIP           1 

 

[atoms] 

; id    type    resnr   residue  atom    cgnr    charge   

    1     TC5     1     MIP       C06     1         0    

    2     SX3     1     MIP       Cl2     2         0    

    3     SX3     1     MIP       C09     3         0    

    4     SN4a    1     MIP       H0S     4         0    

    5     TN2     1     MIP       C0E     5         0    

    6     TC5     1     MIP       C0K     6         0    

    7     TN6d    1     MIP       N0H     7         1    

    8     TC5     1     MIP       C09     8         0    

    9     SX3     1     MIP       C0N     9         0    

    10    SX3     1     MIP       C0Q     10        0    

 

[bonds] 

; i j     funct     length    force.c. 

  1 2      1         0.273    25000 

  1 3      1         0.311    25000 

  2 3      1         0.314    25000 

  8 9      1         0.273    25000 

  8 10     1         0.311    25000 

  9 10     1         0.314    25000 

  5 6      1         0.314    25000 

  6 7      1         0.258    25000 

  5 7      1         0.314    25000 

  8 4      1         0.279    25000 

  1 4      1         0.282    25000 

  5 4      1         0.305    25000 

 

[constraints] 

;  i   j     funct   length 

 

[angles] 

; i j k         funct   angle   force.c. 

  1 4 5         1       120.46  30.0 

  1 4 8         1       110.60  30.0 

  5 4 8         1       62.64   30.0 

 

[dihedrals] 

;  i     j    k    l   funct   angle  force.c. 

   3     1    4    8    2      80.78  30 

   10    8    4    5    2      -98.3  30 

   7     5    4    1    2      14.63  30 
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CG unprotonated miconazole topology parameters 

[moleculetype] 

; molname       nrexcl 

  MIP           1 

 

[atoms] 

; id    type    resnr   residue  atom    cgnr    charge   

    1     TC5     1     MIP       C06     1         0    

    2     SX3     1     MIP       Cl2     2         0    

    3     SX3     1     MIP       C09     3         0    

    4     SN4a    1     MIP       H0S     4         0    

    5     TN2     1     MIP       C0E     5         0    

    6     TC5     1     MIP       C0K     6         0    

    7     TN6a    1     MIP       N0H     7         0    

    8     TC5     1     MIP       C09     8         0    

    9     SX3     1     MIP       C0N     9         0    

    10    SX3     1     MIP       C0Q     10        0    

 

[bonds] 

; i j     funct     length    force.c. 

  1 2      1         0.273    25000 

  1 3      1         0.311    25000 

  2 3      1         0.314    25000 

  8 9      1         0.273    25000 

  8 10     1         0.311    25000 

  9 10     1         0.314    25000 

  5 6      1         0.314    25000 

  6 7      1         0.258    25000 

  5 7      1         0.314    25000 

  8 4      1         0.279    25000 

  1 4      1         0.282    25000 

  5 4      1         0.305    25000 

 

[constraints] 

;  i   j     funct   length 

 

[angles] 

; i j k         funct   angle   force.c. 

  1 4 5         1       120.46  30.0 

  1 4 8         1       110.60  30.0 

  5 4 8         1       62.64   30.0 

 

[dihedrals] 

;  i     j    k    l   funct   angle  force.c. 

   3     1    4    8    2      80.78  30 

   10    8    4    5    2      -98.3  30 

   7     5    4    1    2      14.63  30 
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