
 

 

Developing MAX Phases 

for Nuclear Fusion 

 

A thesis submitted to the University of Manchester  

for the degree of  

Doctor of Philosophy  

in the Faculty of Science and Engineering 

2022 

Maxwell T. P. Rigby–Bell 

Department of Materials 

School of Natural Sciences



2 

 

Contents 

List of  Figures ............................................................................................. 5 

List of  Abbreviations ................................................................................. 17 

Abstract .................................................................................................... 19 

Declaration ............................................................................................... 20 

Copyright .................................................................................................. 21 

Acknowledgements.................................................................................... 22 

Chapter 1: Introduction........................................................................... 23 

1.1 Project Overview .......................................................................... 23 

1.2 List of  Publications ...................................................................... 24 

Chapter 2: Background & Motivation ...................................................... 27 

2.1 Overview ..................................................................................... 27 

2.2 Nuclear Fusion ............................................................................. 28 

2.2.1 Fusion – The Basics ............................................................... 29 

2.2.2 The Road to Fusion ............................................................... 31 

2.2.3 Resistant Materials ................................................................. 33 

2.2.4 Developing Fusion Materials .................................................. 37 

Chapter 3: MAX Phases in Fusion .......................................................... 42 

3.1 Overview ..................................................................................... 42 

3.2 Solid Solutions ............................................................................. 44 

3.3 Polymorphs .................................................................................. 46 

3.4 Dislocations ................................................................................. 47 

3.5 Grain Boundaries ......................................................................... 47 

3.6 Mechanical Properties .................................................................. 48 

3.7 Thermal Properties ....................................................................... 50 

3.8 Chemical Stability ........................................................................ 52 

3.9 Nuclear Applications .................................................................... 53 

3.10 Ion vs Neutron Irradiation ............................................................ 55 

3.11 Radiation Damage in MAX phases ............................................... 56 

3.11.1 Modelling .............................................................................. 60 

3.11.2 Experimental Observations .................................................... 63 

3.11.3 Heavy Ions ............................................................................ 64 

3.11.4 Neutrons ............................................................................... 71 

3.11.5 Light Ions .............................................................................. 72 

3.11.6 Temperature Effects ............................................................... 76 

3.11.7 Compositional Effects ............................................................ 77 

3.11.8 Radiation Hardening.............................................................. 79 

3.11.9 Thermal Property Effects ....................................................... 80 

3.12 Summary ..................................................................................... 81 



3 

 

Chapter 4: Experimental Methods ........................................................... 85 

4.1 Synthesis ...................................................................................... 85 

4.2 X–Ray Diffraction ......................................................................... 89 

4.3 Scanning Electron Microscopy ...................................................... 94 

4.3.1 Energy Dispersive X–Ray Spectroscopy .................................. 96 

4.3.2 Focussed Ion Beam SEM ........................................................ 98 

4.4 Transmission Electron Microscopy ................................................ 99 

4.4.1 Selected Area Electron Diffraction ........................................ 101 

4.4.2 High–Resolution TEM ......................................................... 102 

4.4.3 Scanning TEM ..................................................................... 102 

4.5 Proton Irradiation ....................................................................... 108 

4.5.1 Calculations ......................................................................... 110 

4.6 High–Resolution Digital Image Correlation ................................. 114 

Chapter 5: Manuscript 1 – ‘High throughput relative stability predictions of  

211 and 312 (MI
2/3,M

II
1/3)n+1(A

I,AII)Xn phases for nuclear fusion’ ................ 121 

5.1 Abstract ...................................................................................... 121 

5.2 Introduction ................................................................................ 121 

5.3 Down–Selection .......................................................................... 123 

5.4 Methods ..................................................................................... 127 

5.5 Results ........................................................................................ 130 

5.6 Conclusions ................................................................................ 133 

5.7 Conflicts of  Interest .................................................................... 134 

5.8 Acknowledgements ..................................................................... 134 

Chapter 6: Manuscript 2 – ‘Synthesis of  new M–layer solid–solution 312 

MAX phases (Ta1–xTix)3AlC2 (x = 0.05, 0.1, 0.2, 0.33 or 0.5), and their 

corresponding MXenes’............................................................................ 135 

6.1 Abstract ...................................................................................... 135 

6.2 Introduction ................................................................................ 136 

6.3 Results ........................................................................................ 137 

6.4 Conclusions ................................................................................ 143 

6.5 Conflicts of  Interest .................................................................... 143 

6.6 Acknowledgements ................................................................... 143 

6.7 Supplementary Information ........................................................ 144 

6.7.1 Density Functional Theory ................................................... 144 

6.7.2 Synthesis .............................................................................. 146 

6.7.3 X–Ray Diffraction ................................................................ 150 

6.7.4 Electron Microscopy ............................................................. 154 

Chapter 7: Manuscript 3 – ‘Irradiation tolerance of  novel (TaxTi1–x)3AlC2 (x 

= 0, 0.25 or 0.32) MAX phases’ ................................................................ 158 

7.1 Abstract ...................................................................................... 158 

7.2 Introduction ................................................................................ 159 



4 

 

7.3 Experimental Methods ............................................................... 163 

7.3.1 Material ............................................................................... 163 

7.3.2 Proton Irradiation ................................................................ 164 

7.3.3 X–Ray Diffraction (XRD) .................................................... 167 

7.3.4 High–Resolution Digital Image Correlation (HRDIC) .......... 169 

7.4 Results ....................................................................................... 171 

7.4.1 HRDIC: Effect of  Proton Dose ............................................ 172 

7.4.2 HRDIC: Effect of  Irradiation Temperature ........................... 180 

7.4.3 XRD ................................................................................... 183 

7.4.4 Exfoliation ........................................................................... 189 

7.4.5 Comparison of  Materials ..................................................... 193 

7.5 Conclusions ............................................................................... 196 

7.6 Conflicts of  Interest .................................................................... 199 

7.7 Acknowledgements .................................................................... 199 

7.8 Supplementary Information ........................................................ 199 

Chapter 8: Summary ............................................................................. 210 

8.1 Conclusions ............................................................................... 210 

8.1.1 Stability Predictions of  Novel MAX Phases .......................... 210 

8.1.2 Synthesis of  Novel MAX Phases .......................................... 211 

8.1.3 Radiation Tolerance of  Novel MAX Phases .......................... 212 

8.2 Further Work ............................................................................. 214 

References ............................................................................................... 216 

 

Word count: 60,142



5 

 

List of Figures 

Fig. 2.1 – The tokamak: A simulation of a slice through an ITER–like tokamak. A 

neutron production probability distribution from the HERCULES code is overlaid, 

with a peak at 9 m from the central solenoid on the left (major radius) [462]. 

Reproduced from Fusion Science and Technology, 66, 1, M. R. Gilbert et al., 

Comparative Assessment of Material Performance in DEMO Fusion Reactors, p. 

9–17, Copyright (2014), with permission from Taylor & Francis [463]............... 30 

Fig. 2.2 – Radiation damage in materials: A schematic of a variety of fundamental 

radiation damage mechanisms at play in nuclear environments. ‘PKA’ is a primary 

knock–on atom – the atom to which an incoming particle transfers most of its 

energy. Reproduced from Nature Physics, 12, 5, J. Knaster et al., Materials research 

for fusion, p. 424–434, Copyright (2016), with permission from Springer Nature 

[464]. ..................................................................................................................... 34 

Fig. 2.3 – Operating temperature windows for fusion materials: The suitable 

operational temperature ranges of a selection of materials suggested as candidates 

for first–wall, divertor and/or structural component materials in future fusion 

devices. The abbreviations are titanium–zirconium–molybdenum (TZM), oxide 

dispersion strengthened (ODS), ferritic/martensitic (F/M) and stainless–steel (SS). 

Reproduced from Fusion Engineering and Design, 51–52, S. Zinkle and N. 

Ghoniem, Operating temperature windows for fusion reactor structural materials, 

p. 55–71, Copyright (2000), with permission from Elsevier [465]. ...................... 36 

Fig. 2.4 – Interstitial mobility thresholds: The temperature regimes associated with 

the onset of interstitial mobility and before the activation of vacancy migration in 

various single component metals, in addition to Al2O3 and SiC, proposed as 

candidates for components in fusion devices. Reproduced from Annual Review of 

Materials Research, 44, 1, S. Zinkle and L. Snead, Designing radiation resistance 

in materials for fusion energy, p. 241–267, Copyright (2014), with permission from 

Annual Reviews, Inc. [464]. ................................................................................. 37 

Fig. 2.5 – Experience, as of 2001, of radiation damage in nuclear materials: A 

comparison of normal operating conditions, in terms of displacement damage (dpa) 

and operational temperature (°C), for structural materials in a variety of fission 

reactors and proposed fusion reactor designs). The data is plotted as a function of 

operating years – a measure of the combined operational time of all relevant devices 

across the world. The pink ‘Fusion’ plot refers to the estimated environment in 

DEMO. Abbreviations are as follows: light water reactor (LWR), very high 

temperature reactor (VHTR), gas–cooled fast reactor (GFR), sodium fast reactor 

(SFR), molten salt reactor (MSR), lead–cooled fast reactor (LFR), supercritical 

water reactor (SCWR), Generation II (GEN II), and Generation IV (GEN IV) [466]. 

Reproduced from Annual Review of Materials Research, 44, 1, S. Zinkle and L. 

Snead, Designing radiation resistance in materials for fusion energy, p. 241–267, 

Copyright (2001), with permission from Annual Reviews, Inc. [464]. ................ 39 



6 

 

Fig. 2.6 – Helium and displacement damage: The correlation between the 

displacement damage (dpa) and helium concentration (in appm) in operational 

fission environments (both existing and simulated) and fusion reactor designs 

(simulated). Reproduced from Annual Review of Materials Research, 44, 1, S. 

Zinkle and L. Snead, Designing radiation resistance in materials for fusion energy, 

p. 241–267, Copyright (2001), with permission from Annual Reviews, Inc. [464]

 ............................................................................................................................... 40 

Fig. 3.1 – The MAX phase unit cell (top): Conventional ‘211’ (A), ‘312’ (B), and 

‘413’ (C) MAX phase unit cells, showing the hexagonal layered structure, 

interleaved by the A–layer element. Also shown are the c–lattice parameters as 

vertical dashed lines; the thickness, dx of the Mn+1Xn layers; the thickness, dα of the 

A–layers; and the various ‘z’ values (refer to Table 2.2 in reference [102] for further 

explanation). Reproduced from MAX Phases: Properties of Machinable Ternary 

Carbides and Nitrides, M. W. Barsoum, p. 14, Copyright (2013), with permission 

from John Wiley & Sons [102]. Elements of the MAX phases (bottom): a simplified 

periodic table highlighting the various elements which can be used to synthesise the 

currently known MAX phases [110]. .................................................................... 43 

Fig. 3.2 – MAX phase polymorphs: The only known 211 MAX phase structure (A), 

along with structural variations of the 312 (B, C) and 413 (D–F) MAX phases. The 

‘M’, ‘A’ and ‘X’ atoms are shown in red, blue, and black, respectively and dashed 

green lines are included as visual aids. Reproduced from MAX Phases: Properties 

of Machinable Ternary Carbides and Nitrides, M. W. Barsoum, p. 14, Copyright 

(2013), with permission from John Wiley & Sons [102]. ..................................... 45 

Fig. 3.3 – High temperature thermal conductivities of the MAX phases: A 

comparison of the thermal conductivities of Ti3SiC2, Ti2AlC, Ta4AlC3, Ta2AlC, 

Nb2AlC, Nb4AlC3, Cr2AlC, TiNbAlC and Ti4AlN2.9 at temperatures up to 1550 K. 

Reproduced from MAX Phases: Properties of Machinable Ternary Carbides and 

Nitrides, M. W. Barsoum, p. 112, Copyright (2013), with permission from John 

Wiley & Sons [102]. .............................................................................................. 49 

Fig. 3.4 – Radiation–induced swelling in ceramics: A comparison of the volumetric 

radiation damage induced swelling in some common ceramics over a range of 

temperatures up to 1200 °C. Reproduced from Annual Review of Materials 

Research, 44, 1, S. Zinkle and L. Snead, Designing radiation resistance in materials 

for fusion energy, p. 241–267, Copyright (2014), with permission from Annual 

Reviews, Inc. [464]. ............................................................................................... 51 

Fig. 3.5 – Irradiation induced phase transformation: X–ray diffraction (XRD) scans 

of Ti3Si0.9Al0.1C2 irradiated with 92 MeV Xe+23 ions to 1 × 1015 ions cm–2 at room 

temperature (RT), 300 °C and 500 °C. Peaks due to the original α–MAX phase and 

end–state β–polymorph are identified on the RT scan. Note the increasing basal 

peak shift to lower 2θ values at decreasing temperatures, indicated for the 0008 

peak by a vertical line, which corresponds to an increase in c–lattice parameter. 

Reproduced from Nuclear Instruments and Methods in Physics Research, Section 

B: Beam Interactions with Materials and Atoms, 268, 5, X. Liu et al., XRD 

investigation of ion irradiated Ti3Si0.90Al0.10C2, p. 506–512, Copyright (2010), with 

permission from Elsevier [270]. ............................................................................ 59 



7 

 

Fig. 3.6 – Evidence of the ‘modified β–phase’: Unit cell schematics of the 

conventional β–polymorph (A) and Huang et al.’s modified β–phase (E), in which 

A–atoms have been replaced with M–atoms. Corresponding electron diffraction 

patterns are shown in B and F, respectively. These are compared with high–

resolution TEM (HRTEM) micrographs and corresponding SAED patterns of 

Ti3SiC2 (C, G) and Ti3AlC2 (D, H), respectively, following 7 MeV Xe ion irradiation 

at room temperature to a fluence of 2 × 1015 ions cm–2. Reproduced from Journal 

of Nuclear Materials, 465, X. Liu et al., Irradiation resistance of MAX phases 

Ti3SiC2 and Ti3AlC2: Characterization and comparison, p. 640–647, Copyright 

(2015), with permission from Elsevier [246] ........................................................ 61 

Fig. 3.7 – Direct observation of ion irradiation–induced phase transformations in 

Ti3AlC2: HAADF–STEM micrographs (A, B) and corresponding SAED patterns 

(C, D) of Ti3AlC2 irradiated with Au ions at room temperature to fluences of (A) 2 

× 1016 cm–2 and (B) 4 × 1016 cm–2. The latter contains local examples of all three 

stages of the Ti3AlC2 – γ–(Ti3Al)C2 – FCC–(Ti3Al)C2 phase transformation, 

indicated by coloured boxes. Reproduced from Applied Physics Reviews, 7, 4, C. 

Wang et al., Radiation effects in Mn+1AXn phases, p. 1–28, Copyright (2020), with 

permission from AIP Publishing [265].................................................................. 62 

Fig. 3.8 – Amorphisation resistance in Ti3AlC2 and Cr2AlC: XRD diffractograms of 

(A) Ti3AlC2 at fluences from 0 (virgin) to 4 × 1016 Au ions cm–2 and (B) Cr2AlC at 

fluences ranging from 0 to 5 × 1015 Au ions cm–2. Peaks identified as the FCC–

(Mn+1A)Xn phase have been indicated by triangles. Note the almost total loss of 

crystallinity, indicated by a disappearance of all well–defined peaks, in Cr2AlC at 

an order of magnitude lower fluence than Ti3AlC2, which is still partially 

crystalline. Reproduced from Applied Physics Reviews, 7, 4, C. Wang et al., 

Radiation effects in Mn+1AXn phases, p. 1–28, Copyright (2020), with permission 

from AIP Publishing [265]. ................................................................................... 63 

Fig. 3.9 – Decomposition and transformations in irradiated MAX phases: The 

proposed mechanisms for high temperature phase decomposition (A), showing 

diffusion and loss of the A–layer (B), X–site rearrangement, and void formation 

(C), resulting in the formation of FCC–Mn+1Xn (D); and proposed ion irradiation 

induced transformations from α–Mn+1AXn – β–Mn+1AXn – γ–(Mn+1A)Xn – FCC–

(Mn+1A)Xn (E – H, respectively). Reproduced from Applied Physics Reviews, 7, 4, 

C. Wang et al., Radiation effects in Mn+1AXn phases, p. 1–28, Copyright (2020), 

with permission from AIP Publishing [265]. ........................................................ 65 

Fig. 3.10 – Dislocation loops in irradiated MAX phases: Ti3AlC2 following neutron 

irradiation to 0.1 dpa at 360 °C, with basal dislocation loops visible in TEM 

micrographs as viewed down the 112̅0 (A) and 0001 (B) zone axes. Reproduced 

from Acta Materialia, 85, D. Tallman et al., Effect of neutron irradiation on select 

MAX phases, p. 132–143, Copyright (2015), with permission from Elsevier [238].

 ............................................................................................................................... 66 

Fig. 3.11 – Phase transformations in Cr2AlC and Cr2GeC: TEM micrographs and 

associated SAED patterns of (A) Cr2AlC and (B) Cr2GeC, after irradiation with Xe 

ions to fluences of 1 × 1014 cm–2 and 5 × 1013 cm–2, respectively. Note the variation 

in the diffuse amorphous ring appearing in both figures, as well as the difference in 



8 

 

fluence, indicating a considerably lower amorphisation resistance of Cr2GeC. 

Reproduced from Journal of Nuclear Materials, 441, 1–3, M. Bugnet et al., 

Chemically sensitive amorphization process in the nanolaminated Cr2AC (A = Al 

or Ge) system from TEM in–situ irradiation, p. 133–147, Copyright (2013), with 

permission from Elsevier [236]. ............................................................................ 70 

Fig. 3.12 – Comparisons of lattice instabilities in Ti3SiC2 and Ti3AlC2 following 

various irradiation conditions. The references [i–v] are [238], [251], [257], [266], 

[467], respectively. ................................................................................................ 73 

Fig. 3.13 – Irradiation hardening in MAX phases: A comparison of the relative 

hardness increase as a function of fluence for Ti3(Si0.9Al0.1)C2 exposed to 92 MeV 

Xe ions (triangles) and 74 MeV Kr ions (stars). Reproduced from Journal of 

Nuclear Materials, 401, 1–3, X. M. Liu et al., Nanoindentation investigation of 

heavy ion irradiated Ti3(Si,Al)C2, p. 149–153, Copyright (2010), with permission 

from Elsevier [468]. ............................................................................................... 80 

Fig. 4.1 – MAX phase formation on the atomic scale: The proposed 312 MAX phase 

formation route, according to Barsoum et al. [165]: (A) Formation of FCC Mn+1Xn 

phase. Black/white circles are the M–atoms, small black circles are X–atoms. (B) 

A–atoms (white circles) intercalate into the MX lattice and agglomerate into single 

atom thick layers. This encourages a rearrangement of the adjoining MX atoms, 

representing a rotation about the horizontal axis of the region between the black 

lines. (C) The final Mn+1AXn structure, with A–layer mirror planes. .................... 85 

Fig. 4.2 – Pressure–less sintering of Mn+1AXn phases: (A) Starting powders are 

milled with ZrO2 balls in the desired Mn+1AXn ratio, with a 10% excess of Al. (B) 

The mixture is cold pressed at 250 MPa to form a compact pellet (C – green square). 

(D) Pellets are sintered in a flowing Ar tube furnace at 1600 °C for 8 hours. ...... 86 

Fig. 4.3 – Fresh out of the oven: Examples of starting powder mixtures cold pressed 

at 250 MPa and sintered for 8 hours at 1600 °C. The resulting primary MAX phases 

are (A) (W2/3Y1/3)2AlC2, (B) (Ta0.38Ti0.62)3Al0.81C2, (C) (Cr3/4Ta1/4)4AlC3, and (D) 

(Ta2/3Ti1/3)3AlC2. .................................................................................................... 87 

Fig. 4.4 – The production of X–rays: An X–ray spectrum from a Mo target 

bombarded with 35 keV electrons, showing characteristic Kα and Kβ peaks. 

Reproduced with permissions from Kumar et al. [469]. ....................................... 89 

Fig. 4.5 – XRD identification of (Ta0.38Ti0.62)3Al0.81C2: A freshly sintered 

(Ta0.38Ti0.62)3Al0.81C2 pellet after milling with a TiN coated steel bit, displaying the 

characteristic machinability of MAX phases (A). The subsequent powder was 

collected and analysed using XRD, with the spectrum shown in B. The miller 

indices of the five highest intensity MAX phase peaks are labelled. .................... 90 

Fig. 4.6 – Irradiation induced lattice instabilities: A comparison of the relative 

lattice strain exhibited in Ti3AlC2, following 2 MeV proton irradiation at ~350 °C 

to 0.0603(14) dpa and 0.121(3) dpa. The strain was determined using refinements 

of XRD data in Manuscript 3 (Chapter 7). The expansion in the c–axis and 

contraction in the a–axis seen here, which increases with increasing dose, is 



9 

 

characteristic of MAX phases under irradiation and is likely due to copious TiAl – 

AlTi antisite production. ......................................................................................... 91 

Fig. 4.7 – Electron interactions with matter: A schematic summary of the various 

interactions an electron beam has with a specimen during SEM. Approximate 

source depths for each emission have been included. ........................................... 95 

Fig. 4.8 – Atomic energy transitions: (A) A simplified schematic of an incident 

electron causing the emission of an X–ray via excitation and subsequent de–

excitation of discrete electronic energy levels within an atom. B) The various energy 

transitions and respective characteristic X–ray nomenclature. Reproduced from 

Williams & Carter (2009) [342]. ........................................................................... 96 

Fig. 4.9 – XRD, SEM + EDS characterisation of new MAX phases: A comparison 

of correlative data obtained for four trial compositions – (Ta0.38Ti0.62)3Al0.81C2 (A), 

(Ta2/3Ti1/3)2AlC (B), (W2/3Y1/3)2AlC (C) and (Cr3/4Ta1/4)4AlC3 (D). The micrographs 

were obtained using BSE–SEM, with the phases identified using EDS labelled on 

each. The line profiles are XRD scans of the respective compositions, used to 

determine the crystal symmetry and lattice parameters of the identified phases. The 

scale bars correspond to 20 µm. ............................................................................ 97 

Fig. 4.10 – The in–situ FIB–SEM lamella lift–out process: A BSE micrograph of a 

W needle fixed to a Ti3SiC2 lamella, before it is lifted out, welded to a suitable grid 

and thinned to electron transparency. Reproduced with permission from Ward, J. 

(2018) [470]. ......................................................................................................... 99 

Fig. 4.11 – The transmission electron microscope: A generalised and simplified 

schematic of the equipment configuration in CTEM: The setup in (A) projects an 

image onto the camera, whist (B) projects an electron diffraction pattern. A 

simplified schematic of the STEM configuration (C) with a probe aberration 

corrector (D). Additionally, the general locations and geometry of three common 

detectors are identified in (E): HAADF, ADF, and BF. Reproduced from 

Transmission Electron Microscopy, D. B. Williams, B. C. Carter, Copyright (2009), 

with permission from Springer [342], and from Developing Imaging and 

Spectroscopy Capabilities in Liquid–Phase Transmission Electron Microscopy, D. 

J. Kelly, Copyright (2019) [471]. ........................................................................ 100 

Fig. 4.12 – STEM–EDS of MAX phases: Examples of high–resolution STEM–EDS 

combined with atomic resolution HAADF STEM imaging of various MAX phases 

reported in the literature. (A) Mo2Ti2AlC3. (B) (Mo2/3Tb1/3)2AlC. (C) Mo2ScAlC2. 

Reproduced from: (A) Journal of Applied Physics, 118, 9, B. Anasori et al., p. 

094304(1–14), Copyright (2015), with permission from AIP Publishing [119]; (B) 

Chemistry of Materials, 31, 7, Q. Tao et al., p. 2476–2485, Copyright (2019), with 

permission from the American Chemical Society [125]; (C) Acta Materialia, 125, 

R. Meshkian et al., p. 476–480, Copyright (2017), with permission from Elsevier 

[359]. ................................................................................................................... 105 

Fig. 4.13 – Bragg peak depths of 2 MeV ions: A comparison of various ions, from 

H to U (not exhaustive) incident at 2 MeV in Ti3AlC2, as calculated using SRIM 

with displacement energies from Argarwhal et al. [368]. Note the almost order of 



10 

 

magnitude difference in Bragg peak depth between H (30 µm) and the next element 

in the periodic table, He (4.5 µm)........................................................................ 108 

Fig. 4.14 – A comparison of ion damage profiles: Calculated vacancy production, 

given as dose (dpa) as a function of depth, for a range of ions. Calculations were 

performed using SRIM–2013 with 1,000,000 ions. ............................................ 109 

Fig. 4.15 – Implantation profiles: A comparison of the penetration depths of various 

ions incident at 2 MeV in Ti3AlC2, as a function of implanted concentration in the 

target in appm, after a dose of 1 dpa at the Bragg peak. The profiles for H and He 

have been placed on a different plot (A) to the heavier ions (B), due to the difference 

in scale. ................................................................................................................ 114 

Fig. 4.16 – Remodelling gold: A schematic of the apparatus used for Au layer 

remodelling to form a speckled surface nanopattern. Reproduced from 

Experimental Mechanics, 53, 5, F. Di Gioacchino et al., Plastic Strain Mapping 

with Sub–micron Resolution Using Digital Image Correlation, p. 743–754, 

Copyright (2013), with permission from Springer Nature [374]. ....................... 115 

Fig. 4.17 – Full profile strain mapping: The relative strain across a variety of 

deformed specimens monitored using HRDIC: (A) Mg after 2% uniaxial tensile 

strain [384]. (B) Zircaloy–4 after 2% uniaxial tensile strain and 2 MeV proton 

irradiation to ~0.1 dpa at ~357 °C [385]. (C) (Ta0.38Ti0.62)3Al0.81C2 after 2 MeV 

proton irradiation to 0.06(1) dpa at 354(8) °C. All scale bars represent 30 µm. . 116 

Fig. 4.18 – The speckled nanopattern: (A) The distribution of particle sizes of the 

pattern used for experiments in Manuscript 3 (Chapter 7), demonstrating the 

homogeneity and size of the speckles. (B) a region of the nanopattern on 

(Ta0.38Ti0.62)3Al0.81C2, following 180 minutes of water vapour remodelling at 

350 °C. The image is a BSE–SEM micrograph, demonstrating the high contrast 

between the Au speckles and the substrate surface. The length of the scale bar is 1 

µm. ....................................................................................................................... 118 

Fig. 5.1 – A reduced periodic table of the MAX phase elements, colour coded with 

reference to their simulated cooling time to low level waste classification (the 

number above the element name) following 14 years of pulsed operation in a 

DEMO–like tokamak. Neutronics data courtesy of Gilbert & Sublet (2015) [77].

 ............................................................................................................................. 122 

Fig. 5.2 – Relaxed structures clockwise from top left: (A) (Ti2/3Ta1/3)2SiC [C m c 

m], (B) Ti2TaSiC2 [C m c 21], (C) (W2/3Cr1/3)2(Al0.5Si0.5)C [P m m n (2)], (D) 

W2CrSiC2 [C m c m]. The first row consists of the most stable 211 (A) and 312 (B) 

MAX phase structures, with the second row consisting of the least stable 211 (C) 

and 312 (D) phases. For each structure, the 010 (left) and 100 (right) projections, 

the order (bold) and comparative distances are labelled. .................................... 128 

Fig. 5.3 – Elemental formation enthalpies (x–axis), in meV, for all MAX phase 

compositions considered, grouped by their respective (MI, MII) pair (y–axis). The 

formation enthalpies of common binary carbide competing phases are indicated by 

dashed green lines for reference. If a competing phase, such as a parent binary 



11 

 

carbide, has a lower formation enthalpy than its respective target MAX phase, then 

it is likely to form instead.................................................................................... 129 

Fig. 6.1 – Ti/Ta fractions for target (diamonds) and actual (crosses) (Ta,Ti)3AlC2 

phases (a). (Ta,Ti)3AlC2 MAX phase concentrations in wt.% (b). The x–axis for (a) 

and (b) is the Ta concentration in at.%. XRD diffractograms of as–synthesised 

materials with variable nominal initial Ta concentrations (right y–axis) (c). The 

(0002) basal peaks have been identified for the (Ta1–xTix)3AlC2 phase in each 

composition, with the positions of (Ta,Ti)Cx (x ≤ 2) impurity peaks labelled with 

stars. Actual compositions have been colour coded across all plots. .................. 137 

Fig. 6.2 – STEM micrographs at varying magnifications of β–(Ta0.38Ti0.62)3Al0.81C2, 

viewed along the 101̅0 zone axis (a–c). (c) has been Fourier filtered, with the 

refined structural model overlaid and the unit cell outlined in white. Ti, Ta, Al and 

C atoms are represented by green, red, blue and brown spheres respectively. 

Additionally, an integrated HAADF intensity line profile has been overlaid. SAED 

micrograph obtained viewing along the same zone axis, with the (0008) and 

011̅0 lattice plane reflections identified by red arrows (d). HAADF STEM 

micrograph of (Ta0.38Ti0.62)3Al0.81C2, with a stacking fault near the centre, as viewed 

along the [112̅0] zone axis (e). Integrated horizontal line scan profile of (e) (black 

line), with compositional line profiles obtained from i), ii) and iii), representing 

EDS scans of Ti, Ta and Al in green, red and blue respectively (f). ................... 139 

Fig. 6.3 – XRD scans of Ti3C2Tx MXene partially intercalated with H2O (*), 

delaminated (Ta0.38Ti0.62)3C2Tx MXene (**), ML (Ta0.38Ti0.62)3C2Tx MXene (***), 

and (Ta0.38Ti0.62)3Al0.81C2. A variety of basal plane peaks have been identified, with 

(Ta,Ti)Cx impurity peaks labelled with stars. Additionally, portions of the central 

two scans have been rescaled to emphasise basal peaks (insets) (a). STEM 

micrograph of a (Ta0.38Ti0.62)3C2Tx MXene flake suspended on a holey C–film (b). 

Atomic resolution STEM micrograph of the surface of the flake in (b) viewed close 

to the [6410̅̅̅̅ 1] zone axis, with a magnified and filtered portion (inset) showing the 

interatomic spacing (c). SAED micrograph of a single flake, as viewed along the 

[0001] zone axis, with the (101̅0) and (112̅0) lattice plane reflections labelled (d). 

Atomic resolution HAADF STEM micrograph of pristine ML MXene as viewed 

along the [101̅0] zone axis, with a proposed structural model overlaid. Ti, Ta and 

C atoms are represented by green, red and brown spheres, respectively. 

Additionally, an integrated HAADF intensity line profile has been overlaid in black 

(e). STEM micrograph of a (Ta0.38Ti0.62)3C2Tx flake, with a monolayer edge curled 

up to align along the [101̅0] viewing axis. Inset: magnified and filtered view of the 

area in the white box with an integrated vertical line profile overlaid (f)........... 141 

Fig. 6.4 – Structural variations of TaTi2AlC2 for which total energy calculations 

were performed: (A) α–TaTi2AlC2 (o–MAX), (B) β–TaTi2AlC2 (o–MAX), (C) α–

TaTi2AlC2 (i–MAX–like), and (D) β–TaTi2AlC2 (i–MAX–like). ....................... 144 

Fig. 6.5 – The formation enthalpies (points), ΔHf in meV atom–1  of the four 

TaTi2AlC2 unit cells in Fig. 6.4, with those of common binary carbide impurities 

(dashed lines) included for reference. ................................................................. 145 



12 

 

Fig. 6.6 – (A) The unit cell volumes, (B) a–lattice parameters, and (C) c–lattice 

parameters of Ti3AlC2 (green), (Ta,Ti)3AlC2 materials from this work (blue) and 

Ta3AlC2 (red). The x–axis for all plots is the Ta concentration, in at. %. * Bei et al. 

[448], ** [128], [162], [182], [278], [448], [472]–[474], *** Lane et al. [472], **** 

Etzkorn et al. [446]. ............................................................................................. 151 

Fig. 6.7 – The (0002) basal peak (left axis) and corresponding c–lattice parameter 

(right axis) evolution from (Ta0.38Ti0.62)3Al0.81C2 as obtained from bulk XRD of 

delaminated (Ta0.38Ti0.62)3C2Tx (red), multilayer (Ta0.38Ti0.62)3C2Tx (blue), and 

Ti3C2Tx partially delaminated with H2O [452] (green). ...................................... 153 

Fig. 6.8 – XRD scans (red spots), with overlaid refinement profiles in black and 

difference between scan and the refined profiles below in blue, of samples with 

initial M–layer Ta concentrations of (A) 50 at.% – with phases included in the 

Pawley refinement displayed on the right hand side; (B) 33.3 at.% – with phases 

included in the Rietveld refinement profile listed under ‘Phase’. For both figures, 

the (0002) and (011̅4) peaks of the (Ta,Ti)3AlC2 phase have been labelled, with 

peaks representing (Ta,Ti)C2 impurity identified by black stars. ........................ 152 

Fig. 6.9 – (A) Backscatter electron SEM micrograph of the surface of as–

synthesised (Ta0.38Ti0.62)3Al0.81C2, with EDS scan regions ‘a’ to ‘f’ of the MAX 

phase identified by red squares, and a scan region with a typical impurity particle 

indicated by the red box. (B) Plot of SEM–EDS data from ................................ 156 

Fig. 7.1 – Local microstrain in Ti3AlC2: (A1–6) BSE micrographs of the central 

regions of the Ti3AlC2 samples following 2 MeV proton irradiation to ~0.06 dpa 

(lower dose, A1–3), and ~0.12 dpa (higher dose, A4–6). (B1–6) Corresponding 

phase maps for (A1–6) deduced from SEM–EDS. (C1–E6) HRDIC strain mapping 

for regions (A1–6) showing an 𝜀𝑥𝑥 (horizontal) strain map (C1–6), an 𝜀𝑦𝑦 (vertical) 

strain map (D1–6), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map (E1–6). Strain 

magnitudes, in %, are displayed as a colour map and range from –3.0% to 3.0% for 

𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are overlaid as black 

regions on D–O. All scale bars are 30 µm. .......................................................... 173 

Fig. 7.2 – Local microstrain in Ta–25: (A1–6) BSE micrographs of the central 

regions of the Ta–25 samples following 2 MeV proton irradiation to ~0.06 dpa 

(lower dose, A1–3), and ~0.12 dpa (higher dose, A4–6). (B1–6) Corresponding 

phase maps for (A1–6) deduced from SEM–EDS. (C1–E6) HRDIC strain mapping 

for regions (A1–6) showing an 𝜀𝑥𝑥 (horizontal) strain map (C1–6), an 𝜀𝑦𝑦 (vertical) 

strain map (D1–6), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map (E1–6). Strain 

magnitudes, in %, are displayed as a colour map and range from –3.0% to 3.0% for 

𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are overlaid as black 

regions on D–O. All scale bars are 30 µm. .......................................................... 175 

Fig. 7.3 – Local microstrain in Ta–38: (A1–6) BSE micrographs of the central 

regions of the Ta–38 samples following 2 MeV proton irradiation to ~0.06 dpa 

(lower dose, A1–3), and ~0.12 dpa (higher dose, A4–6). (B1–6) Corresponding 

phase maps for (A1–6) deduced from SEM–EDS. (C1–E6) HRDIC strain mapping 

for regions (A1–6) showing an 𝜀𝑥𝑥 (horizontal) strain map (C1–6), an 𝜀𝑦𝑦 (vertical) 



13 

 

strain map (D1–6), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map (E1–6). Strain 

magnitudes, in %, are displayed as a colour map and range from –3.0% to 3.0% for 

𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are overlaid as black 

regions on D–O. All scale bars are 30 µm. ......................................................... 177 

Fig. 7.4 – Microcrack formation: The percentage change in microcrack number 

density (Δn), relative to the virgin material surface, as a function of dose (dpa) for 

all irradiated specimens. Data from samples irradiated at ~141 °C, ~351 °C and 

~658 °C are shown on separate plots, A–C, respectively. The relative uncertainties 

of Δn values are too small to be visible on the plots, so have been excluded. The 

Microcrack population values were obtained from the stitched BSE maps used for 

HRDIC analysis, via a combination of digital thresholding and visual inspection.

 ............................................................................................................................. 180 

Fig. 7.5 – Anisotropic lattice–parameter evolution: Lattice strains (relative to the 

virgin material) are plotted as a function of dose (dpa), deduced from Rietveld 

refinement of GIXRD data from both before and after 2 MeV proton irradiation. 

The lattice strains in the c–axis are shown in the first row of tiles (A–C), with those 

in the a–axis shown in the second row of tiles (D–F). The three columns correspond 

to the three irradiation temperatures used – ~141 °C, ~351 °C and ~658 °C (A, D; 

B, E; and C, F, respectively). A dotted line is included on each plot to indicate 0% 

measured strain. In general, the lattice parameter changes are lower for the higher 

temperature irradiations, although the data is incomplete for the low temperature 

irradiations due to surface exfoliation of the Ti3AlC2 and Ta–38 samples after the 

higher dose (see section 7.5.2) for more details. ................................................. 184 

Fig. 7.6 – Surface exfoliation: 3D visualisations of the two samples, Ti3AlC2 (A) 

and Ta–38 (E), which underwent exfoliation during 2 MeV proton irradiation at 

~141C. The exfoliated surface on each sample appears as an even depression, 

indicated by arrows with a respective edge region magnified in B and F, revealing 

sharp cliff–like interfaces between the undamaged and exfoliated surfaces – 

evidence of brittle fracture. The relative height in the edge regions (B, F) is 

represented by a red–blue colour map. A magnified region of the fracture surface is 

shown in BSE micrographs (C, G) of Ti3AlC2 and Ta–38, respectively, showing 

rough surfaces and a high density of microcracks in both samples. Finally, simulated 

dose (dpa) and ion implantation (appm) profiles are shown for each sample (D, H), 

with the depth of the exfoliated surface on each sample indicated by a vertical green 

line. Values were calculated using SRIM–2013 (for more details, see section 7.3.2). 

The exfoliation appears to have occurred at a considerably higher depth (> 20%) 

than the Bragg peak depth for both materials, with the largest difference seen in the 

Ta–38 sample (~12 um). Additionally, the Ta–38 sample received a higher dose 

before exfoliation than the Ti3AlC2 – 1.15(3) dpa compared to 1.04(2) dpa. ..... 190 

Fig. 7.7 – Comparisons of lattice instabilities in Ti3SiC2 and Ti3AlC2 reported in the 

literature, as well as from this work, following various irradiations. The references 

[i–v] are from [238], [251], [257], [266], [467], respectively. ............................ 192 

Fig. 7.8 – Thermal expansion of MAX phases: The coefficient of thermal expansion 

(CTE) for Ti3AlC2 (red), Ta–25 (blue), and Ta–38 (green) as a function of 

temperature, from room temperature to 800 °C. Expansion of a material represents 



14 

 

a decrease in density, which leads to a reduced dose during irradiation. The change 

has increasing significance as the temperature of irradiation is increased. The values 

shown here are used to correct the material densities used in SRIM calculations, to 

provide a more accurate estimate of received dose. ............................................ 200 

Fig. 7.9 – Irradiation–induced microstrain at low temperature after the lower dose 

irradiation: (A–C) BSE micrographs of the central regions of the samples. (D–F) 

Corresponding  phase maps for (A–C) deduced from SEM–EDS. (G–O) HRDIC 

strain mapping for regions (A–C) showing an 𝜀𝑥𝑥 (horizontal) strain map (G–I), an 

𝜀𝑦𝑦 (vertical) strain map (J–L), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map 

(M–O). Strain magnitudes, in %, are displayed as a colour map and range from –

3.0–3.0% for 𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are 

overlaid as black regions on D–O. All scale bars are 30 µm. .............................. 202 

Fig. 7.10 – Irradiation–induced microstrain at moderate temperature after the lower 

dose irradiation: (A–C) BSE micrographs of the central regions of the samples. (D–

F) Corresponding  phase maps for (A–C) deduced from SEM–EDS. (G–O) HRDIC 

strain mapping for regions (A–C) showing an 𝜀𝑥𝑥 (horizontal) strain map (G–I), an 

𝜀𝑦𝑦 (vertical) strain map (J–L), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map 

(M–O). Strain magnitudes, in %, are displayed as a colour map and range from –

3.0–3.0% for 𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are 

overlaid as black regions on D–O. All scale bars are 30 µm. .............................. 203 

Fig. 7.11 – Irradiation–induced microstrain at moderate temperature after the higher 

dose irradiation: (A–C) BSE micrographs of the central regions of the samples. (D–

F) Corresponding  phase maps for (A–C) deduced from SEM–EDS. (G–O) HRDIC 

strain mapping for regions (A–C) showing an 𝜀𝑥𝑥 (horizontal) strain map (G–I), an 

𝜀𝑦𝑦 (vertical) strain map (J–L), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map 

(M–O). Strain magnitudes, in %, are displayed as a colour map and range from –

3.0–3.0% for 𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are 

overlaid as black regions on D–O. All scale bars are 30 µm. .............................. 204 

Fig. 7.12 – Irradiation–induced microstrain at low temperature after the higher dose 

irradiation: (A–C) BSE micrographs of the central regions of the samples. (D–F) 

Corresponding  phase maps for (A–C) deduced from SEM–EDS. (G–O) HRDIC 

strain mapping for regions (A–C) showing an 𝜀𝑥𝑥 (horizontal) strain map (G–I), an 

𝜀𝑦𝑦 (vertical) strain map (J–L), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map 

(M–O). Strain magnitudes, in %, are displayed as a colour map and range from –

3.0–3.0% for 𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are 

overlaid as black regions on D–O. All scale bars are 30 µm. For the Ti3AlC2 and 

Ta–38 samples (A and C), the micrographs are from the central region of the 

exfoliated fracture surface. Due to the loss of the gold patterned surface, no HRDIC 

data could be recorded for the samples that exfoliated. ...................................... 205 

Fig. 7.13 – Irradiation–induced microstrain at high temperature after the lower dose 

irradiation: (A–C) BSE micrographs of the central regions of the samples. (D–F) 

Corresponding  phase maps for (A–C) deduced from SEM–EDS. (G–O) HRDIC 

strain mapping for regions (A–C) showing an 𝜀𝑥𝑥 (horizontal) strain map (G–I), an 



15 

 

𝜀𝑦𝑦 (vertical) strain map (J–L), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map 

(M–O). Strain magnitudes, in %, are displayed as a colour map and range from –

3.0–3.0% for 𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are 

overlaid as black regions on D–O. All scale bars are 30 µm. ............................. 206 

Fig. 7.14 – Irradiation–induced microstrain at high temperature after the higher dose 

irradiation: (A–C) BSE micrographs of the central regions of the samples. (D–F) 

Corresponding  phase maps for (A–C) deduced from SEM–EDS. (G–O) HRDIC 

strain mapping for regions (A–C) showing an 𝜀𝑥𝑥 (horizontal) strain map (G–I), an 

𝜀𝑦𝑦 (vertical) strain map (J–L), and an effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map 

(M–O). Strain magnitudes, in %, are displayed as a colour map and range from –

3.0–3.0% for 𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are 

overlaid as black regions on D–O. All scale bars are 30 µm. ............................. 207 

Fig. 7.15 – Formation and propagation of cracks in Ta–25: BSE–SEM micrographs 

of two separate regions on the surface of the higher dose, low temperature Ta–25 

sample, both before (A, C) and after (B, D) irradiation to 0.112(3) dpa, displaying 

examples of the types of microcracks reported in Fig. 7.4. (A) Pre–existing 

microcracks at MAX phase grain boundaries are identified, which undergo 

irradiation–induced growth (B). (C) Pre–existing grain boundary cracks and a small 

intragranular crack are identified. (D) Following irradiation, the formation of new 

and independent microcracks is observed, both at grain boundaries and intragrain, 

in addition to the growth of a pre–existing grain boundary crack.  In all samples the 

majority of microcracks, both pre–existing and irradiation–induced, are observed at 

grain boundaries. The few irradiation–induced intragranular cracks are generally 

located in MAX phase grains, with minimal crack formation observed in secondary 

phases. It is important to note that the data on pre–existing cracks was obtained 

from the samples following gold pattern remodelling for HRDIC (at up to 600 °C 

– see section 7.3.4 for details). Therefore, the effect of elevated temperature and 

subsequent cooling on the formation or evolution of microcracks has not been 

assessed. However, as the synthesis temperatures for all samples are > 1300 °C, it 

is assumed that this effect is negligible. .............................................................. 208 

Fig. 7.16 – The correlation between pre–existing crack density (n0) and subsequent 

change in crack density (Δn): A plot showing n0 (x–axis) as a function of Δn (y–

axis) for each irradiated sample, with the three materials Ti3AlC2, Ta–25 and Ta–38 

colour coded in red, blue and green, respectively; the two target irradiation 

conditions ‘lower dose’ (~0.06 dpa) and ‘higher dose’ (~0.1 dpa) as empty and solid 

symbols, respectively; and the three irradiation temperatures ~141, ~351, and 

~650 °C shown as triangles, diamonds and circles, respectively. The groups of 

points with a common irradiation temperature have been circled and labelled, 

highlighting the correlation dependence on irradiation temperature. For the low 

temperature irradiations, Δn appears to show a weak inverse proportionality with 

n0, although the data is incomplete due to sample exfoliations. For the moderate 

temperature irradiations, Δn generally follows a steep decrease with increasing n0, 

indicating an increased resistance to microcrack formation for samples with high 

levels of pre–existing cracks. This could be due to the pre–existing cracks acting as 

strain accommodation sites. As such, the level of irradiation–induced microcrack 

formation for more pristine samples is perhaps overestimated. For the high 



16 

 

temperature irradiations, Δn is apparently independent of n0, even at the unusually 

high pre–existing crack density found in the higher dose Ta–38 sample (11.73 × 10–

2 µm–2). At high temperatures, dislocation mobility and, therefore, plastic 

deformation is enhanced, suppressing crack formation. This would suggest that at 

~650 °C microcrack formation is solely irradiation–induced, and not dependent on 

pre–existing microcrack density. ......................................................................... 209 
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Abstract 

The search for high heat flux and radiation resistant component materials remains 

one of the most stubborn obstacles to the realisation of nuclear fusion as a terrestrial 

power source. A group of promising materials is the Mn+1AXn (MAX) phases, 

where ‘M’ is generally an early transition metal or lanthanide, ‘A’ is a group 13–15 

element, ‘X’ is carbon or nitrogen, and ‘n’ is a positive integer. Their interesting 

mix of properties has led to their consideration as candidates for extreme 

environment applications, such as in fusion devices. However, whilst some MAX 

phases have shown promise in certain areas like irradiation–induced amorphisation 

resistance, others have shown susceptibility to issues such as corrosion and 

mechanical failure. Nevertheless, given the vast elemental parameter space in 

which MAX phases exist and the relatively sparse data available in the literature on 

their tolerance to fusion–relevant environments, there is great potential in the field 

for development towards fusion–relevant applications.  

This thesis demonstrates the initial stages of a rapid MAX phase development 

workflow for nuclear fusion applications. This is achieved via a combination of 

high–throughput computational predictions, high–temperature powder synthesis, 

advanced X–ray and electron microscopy characterisation techniques, and high 

energy ion radiation damage assessments. The relative thermodynamic stabilities of 

hundreds of potential MAX phases have been calculated using density functional 

theory (DFT), with the results used to guide high temperature pressure–less 

sintering trials of promising candidates. As such, a series of novel (Ta,Ti)3AlC2 

MAX phases have been synthesised, with crystallographic and elemental 

characterisations from the atomic to the macroscale performed using X–ray 

diffraction (XRD) and a suite of high–resolution electron microscopy techniques, 

such as energy dispersive X–ray spectroscopy (EDS). Finally, the response of 

Ti3AlC2 and the newly synthesised (Ta0.25Ti0.75)3Al0.77C2 and (Ta0.38Ti0.62)Al0.81C2 

MAX phases to extreme nuclear environments has been assessed using high–energy 

proton irradiations at a range of temperatures up to ~650 °C, with subsequent 

crystallographic and microstructural evolution quantified in unprecedented detail 

using XRD, high–resolution digital image correlation (HRDIC) and scanning 

electron microscopy (SEM). A comparison of the radiation damage tolerance of the 

three materials is given, with implications for the applicability of Ti–Ta–alloy MAX 

phases in future nuclear environments, as well as the suitability of proton irradiation 

in simulating reactor–relevant neutron radiation damage. 
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Chapter 1: Introduction  

The quest for fusion energy as a viable terrestrial power source poses unprecedented 

challenges for materials scientists. The extreme operational environments found in 

fusion devices necessitate the continued development of advanced materials to meet 

these challenges. Promising candidate materials for high heat flux and radiation 

resistant applications exist, such as tungsten carbide and oxide–dispersion 

strengthened steel, but all carry significant drawbacks. Considering the strict 

nuclear site licensing criteria, a lack of suitable fusion–spectrum neutron materials 

test facilities, and extensive research timelines, the challenges are great. As such, 

research into the development of new and existing materials is on–going in the 

fusion materials community, with a wealth of potential candidates being considered 

at various stages of technology–readiness. 

1.1 Project Overview 

This thesis demonstrates a practical example of the initial development of new 

MAX phases for nuclear fusion, via a workflow of design (elemental down–

selection and stability prediction), synthesis and characterisation (including 

response to fusion relevant conditions), with reference to both the ‘bottom up’ and 

‘top down’ approaches performed in the nuclear fusion materials community. 

Arguments are made for the benefits of the continued development of new and/or 

advanced materials such as MAX phases, in addition to the development of more 

conventional (and better understood) materials, despite the potentially impractical 

timelines involved. 

Consequently, a further understanding of the chemical diversity and properties of 

the MAX phases and their 2–dimensional derivatives, the MXenes, is demonstrated 

through the prediction, synthesis, and characterisation of new MAX phase materials 

in the quaternary (Ta1–xTix)3AlC2 system. 
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In Chapters 2 and 3 of this thesis, the background and motivation of the subsequent 

work is explained through a comprehensive review of the relevant literature. A 

focus is placed on MAX phases and their potential application to extreme 

environments, against a backdrop of nuclear fusion energy and the materials 

challenges the community faces. 

The key experimental and computational methods employed in this work are 

detailed in Chapter 4, with practical examples from the literature regarding the 

application of each method to the MAX phase field, in terms of prediction, 

synthesis, and characterisation.  

The ensuing three chapters concentrate on the exemplar first three stages of the 

development of new MAX phases, from concept to empirical testing. These are:  

- Chapter 5: Design via elemental down–selection, followed by high–

throughput computational structural optimisation using DFT.  

- Chapter 6: Synthesis of novel MAX phases and their 2–dimensional 

derivatives – MXenes, supported by DFT calculations, via high temperature 

pressure–less powder sintering, followed by crystallographic and 

compositional analysis using XRD, SEM, EDS, and transmission electron 

microscopy (TEM).  

- Chapter 7: Characterisation of response to proton irradiation over a 

temperature range relevant to nuclear fusion environments, using a 

combination of HRDIC, SEM, EDS, XRD, micro–indentation, and 

dilatometry. 

The thesis is then summarised in Chapter 8, with critical considerations of the 

workflow and results obtained, as well as suggestions for improvements, 

alternatives, and further work. 

1.2 List of Publications 

In addition to the work detailed in this thesis, which represents a significant 

proportion of the project as a whole, the author has contributed to a number of other 
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scientific publications. Whether within a field relevant to this project, such as 

nuclear materials, or not, these contributions have supported the development of 

skills essential to the delivery of this thesis. All publications, including those 

representing Chapters 5, 6 and 7, are listed here: 

1. ‘High throughput relative stability predictions of 211 and 312 MIMIIAX 

phases’ 

Rigby–Bell, M. T. P., Evitts, L., Middleburgh, S., Race, C. P., Frankel, P., and Haigh, 

S. J., (not submitted, Chapter 5) 

The author performed the density functional theory calculations, processed the data, 

analysed the results, and wrote the manuscript. 

2. ‘Irradiation tolerance of novel (TaxTi1–x)3AlC2 (x = 0, 0.25 or 0.32) MAX 

phases’ 

Rigby–Bell, M. T. P., Lunt, D., Wylie, A. P., Barron, P. J. Shubeita, S. M., Harrison, 

G., Barsoum, M. W., Frankel, P., and Haigh, S. J., Acta Materialia (not submitted, 

Chapter 7). 

The author planned the irradiation and characterisation experiments, synthesised, 

and prepared the (Ta,Ti)3AlC2 samples, performed the SEM EDS characterisations, 

processed all the data except for the HRDIC, analysed the results, and wrote the 

manuscript. 

3. ‘Phase stability of V–based multi–principal element alloys’ 

Barron, P. J., Carruthers, A., Dawson, H., Rigby, M. T. P., Haigh, S., Jones, N. G., 

and Pickering, E. J., Materials Science and Technology (2021) doi: 

10.1080/02670836.2022.2067645 (published). 

The author created some of the TEM samples and contributed to the writing of the 

manuscript. 

https://doi.org/10.1080/02670836.2022.2067645
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4. ‘Doped graphene/carbon black hybrid catalyst giving enhanced oxygen 

reduction reaction activity with high resistance to corrosion in proton 

exchange membrane fuel cells’ 

Ji, Z., Chen, J., Perez–Page, M., Guo, Z., Zhao, Z., Cai, R., Rigby, M. T. P., Haigh, 

S., and Holmes, S., (2022) Journal of Energy Chemistry, 68, pp. 143–153, doi: 

10.1016/j.jechem.2021.09.031 (published). 

The author performed part of the SEM characterisations and contributed to the 

writing of the manuscript. 

5. ‘Synthesis of new M–layer solid–solution 312 MAX phases (Ta1–

xTix)3AlC2 (x = 0.05, 0.1, 0.2, 0.33 or 0.5), and their corresponding 

MXenes’ 

Rigby–Bell, M. T. P., Natu, V., Sokol, M., Kelly, D., Hopkinson, D., Zou, Y., Bird, 

J. R. T., Evitts, L. J., Smith, M., Race, C., Frankel, P., Haigh, S., and Barsoum, M. 

W., RSC Advances (2021) 11(5), pp. 3110–3114, doi: 10.1039/d0ra09761f 

(published, Chapter 6). 

The author planned the synthesis and characterisation experiments, performed the 

density functional theory calculations, synthesised the MAX phase samples, 

performed most of the XRD, all the SEM, and most of the TEM characterisations, 

processed the data, analysed the results, and wrote the manuscript. 

6. ‘Novel Reduced–Activation TiVCrFe Based High Entropy Alloys’ 

Carruthers, A., Li, B. S., Rigby, M., Raquet, L. C., Mythili, R., Ghosh, C., Dasgupta, 

A., Armstrong, D. E. J., Gandy, A. S., and Pickering, E., Journal of Alloys and 

Compounds (2021) 856, doi: 10.1016/j.jallcom.2020.157399 (published). 

The author created the TEM samples and contributed to the writing of the 

manuscript. 

https://doi.org/10.1016/j.jechem.2021.09.031
https://doi.org/10.1039/D0RA09761F
https://doi.org/10.1016/j.jallcom.2020.157399
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Chapter 2: Background & Motivation 

2.1 Overview 

The dawn of the computer revolution ushered in an age defined by exponential 

developments, bringing to light humanity’s insatiable appetite for technology and 

growth. Explosions in everything from microchip transistor density to worldwide 

population represent an international hyper–development which demands ever–

increasing quantities of energy. Without this energy, the persistent gears of progress 

would grind to a halt [1]. 

According to the 2020 bp plc. Energy Outlook, projections for the global primary 

energy demand by 2050 involve a 25% increase in consumption on our current 

trajectory [2]. This considers averaged 2019 data from nine major energy 

organisations, including the International Energy Agency (IEA) and the U.S. 

Energy Information Administration (EIA), amongst others. Whilst this figure has 

been revised down significantly from, for example, the IEA 2015 projection of a 

70% increase in global energy demand by 2040 [3], it still represents a vast 

acceleration in energy expenditure over the next 25 years. In fact, it is estimated 

energy generation will need to increase by at least the current combined energy 

capacity of China and India to meet the demand.  

Unfortunately, as a recent Intergovernmental Panel on Climate Change (IPCC) 

report explained, we are fast approaching a long–term climate destabilisation 

tipping–point [4]. Beyond this, global average temperatures are expected to 

continue to rise to levels higher than seen during any interglacial period for the last 

1.2 million years, with potentially devastating effects. To curb the rapidly 

accelerating climate–change inducing carbon emissions, over 170 countries have 

signed the United Nations Paris Agreement 2015, which signifies a pledge to 

immediately reduce emissions in an attempt to prevent the global average 

temperature from increasing more than 1.5 °C above pre–industrial levels [5]. More 
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recently, following the 2021 United Nations Climate Change Conference, also 

known as COP26, many nations renewed their pledges, but fell somewhat short of 

commitments to the drastic global systems decarbonisation many climate scientists 

agree are necessary to prevent disaster. 

In recent years, the energy industry has accounted for up to 75% of global 

greenhouse gas emissions [6]. Despite significant advances and increasing adoption 

of low–carbon, renewable energy technologies such as solar [7], wind [8], wave [9], 

and hydroelectric [10], their reliability and locationality are forecast to continue to 

hinder their full–scale implementation as baseline energy generation solutions. This 

leaves a requirement for an alternative, more reliable solution such as nuclear 

energy [11], [12]. Of course, the solution to the sustainable energy issue is not likely 

to be just one technology – an approach incorporating various technologies such as 

renewable energy, nuclear fission, nuclear fusion, and carbon capture and 

sequestration is required in the long term.  

2.2 Nuclear Fusion 

Nuclear energy has been widely used as an efficient, low carbon emissions source 

of power since its debut in the 1950s. Last year, over 70% of France’s total energy 

demand was met by domestic nuclear fission power [13]. Compared to other mature 

electrical energy production methods, nuclear fission has by far the highest energy 

density – often by several orders of magnitude [14], [15].  

However, the environmental, economic, and public safety impacts due to long–

lived radioactive waste produced by fission power plants remain a serious issue. 

Emphasised by a few notable catastrophic plant failures, two of which – the 

Chernobyl and Fukushima Daiichi accidents [16], [17] – have led to genuine 

ecological disasters, the nuclear community is scrambling to guarantee the future 

safety of devices.  

An alternative route being pursued by a dedicated international community is 

nuclear fusion. Fusion has the potential to act as a safe complimentary technology 
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to fission. Not only is part of the fuel mix practically limitless – even if nuclear 

fusion was the sole means of energy production by tomorrow, oceanic deuterium 

reserves will take over 8.6 billion years to deplete – but it can, with a suitable 

selection of in–vessel materials, produce significantly lower quantities of high level 

radioactive waste [18], [19]. On the other hand, the more scarce part of the fuel mix 

– tritium, may be readily produced in a suitable fission device or produced in–situ 

in a fusion reactor [20]. 

However, substantial research, in addition to device iteration, is required over the 

coming decades before commercial scale nuclear fusion energy production can be 

realised. A comprehensive understanding of irradiated materials is arguably the 

most important step to be taken in the short term. The conditions that a material 

may encounter in a DEMO–style reactor – a demonstration fusion power plant 

design [21] – are expected to be more far more hostile than any seen before on earth 

[22]. 

2.2.1 Fusion – The Basics 

There are various fusion reactions which can provide a net energy return [23], 

however the most notable and well–studied pathway is the deuterium–tritium (DT) 

cycle: 

 D + T → n (14.1 MeV) + α (3.5 MeV) ( 2.1 ) 

where D and T are H 
2  and H 

3  particles, respectively, n is a neutron and α is a H 
4 e 

nucleus. Whilst deuterium is abundant, tritium is extremely rare. Not only is it 

produced in negligible quantities naturally, but it has a relatively short half–life of 

12.3 years [24]. It is both expensive and laborious to produce, via a one–way 

process; the fission of lithium–6 via the n( Li 
6 , T)α reaction: 

𝑛 + 𝐿𝑖 
6 → 𝐻 

3 + 𝛼 

 – in which a Li 
6  nucleus captures a neutron, producing a triton and an α–particle 

[25]. As a result, this is utilised in–situ for many fusion reactor designs. In fusion 
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environments, where there is an abundant supply of neutrons, Li 
6 –rich components 

– known as tritium breeder blankets (BBs), surround the plasma and provide the 

necessary tritium for a sustained reaction [26]. 

At the time of writing, over 130 working fusion reactors have been built, with the 

leading and most mature technology implanted in the ‘tokamak’ design [27], [28]. 

A tokamak is a toroidal vacuum chamber holding a plasma, contained with both a 

toroidal and poloidal magnetic field at temperatures up to 150 million degrees, in a 

process known as magnetic confinement fusion (MCF). However, a tokamak which 

achieves a break–even ratio, Q, of thermal power output from the plasma to thermal 

power input (to start and maintain the reaction) of at least 1 has yet to be 

constructed. The current world record of Q = 0.67 was set by the Joint European 

Torus (JET) device at CCFE in Culham, UK in 1997 [29] and has yet to be improved 

upon. 

The largest fusion reactor in the world, known as ‘ITER’ (referring to the Latin for 

‘the way’), is currently under construction in Cadarache, France. As the next step 

on the road to fusion, ITER is expected to achieve a minimum of plasma Q = 10 

Fig. 2.1 – The tokamak: A simulation of a slice through an ITER–like tokamak. A neutron production 

probability distribution from the HERCULES code is overlaid, with a peak at 9 m from the central solenoid 

on the left (major radius) [462]. Reproduced from Fusion Science and Technology, 66, 1, M. R. Gilbert et al., 

Comparative Assessment of Material Performance in DEMO Fusion Reactors, p. 9–17, Copyright (2014), with 

permission from Taylor & Francis [463]. 
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[30]. Following this, a demonstration fusion reactor known as DEMO will be built 

and connected to the grid – incorporating a thermal–to–electrical energy conversion 

process [21]. This will be the final step before industrial prototype reactors. 

2.2.2 The Road to Fusion 

With over 50 years of international research on fusion technology, the scientific 

community has encountered a seemingly endless array of obstacles on the pathway 

to commercial fusion generated electricity. In 2012, the European fusion 

development agreement (EFDA) published what is now known as the EUROfusion 

Roadmap – detailing the issues faced in MCF and the necessary missions to provide 

solutions [31]. Seven major challenges were identified that must be overcome for 

the realisation of nuclear fusion electricity: 

1. Plasma regimes of operation – for fusion to occur efficiently, a DT plasma 

must be confined at extreme temperatures and pressures, with energy losses 

due to turbulence and instabilities minimised. In order to meet the 

requirements of DEMO (see Table 2.1 and [21] for details), stable steady–

state plasma confinement regimes must be developed, using the ITER 

configurations as a baseline. 

 

2. Heat exhaust – the exhaust system for much of the heat in a tokamak, known 

as the divertor, lies at the bottom of the chamber. High heat flux components 

which have not yet been fully licensed, must be developed to build a divertor 

capable of withstanding the conditions expected in DEMO. 

 

3. Neutron resistant materials – in addition to thermal fluxes of the order of 

MW m–2, components in the vacuum vessel must contend with an extremely 

high flux of 14.1 MeV neutrons, whilst maintaining their structural integrity, 

thermal conductivity, and minimising activation to avoid permanent 

radioactive waste disposal issues. Structural and high–heat flux materials to 

qualify for these requirements with regards to a DEMO environment still 

need to be fully developed. 
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4. Tritium self–sufficiency – to maintain fusion, deuterium and tritium must 

be pumped into the plasma continuously – roughly 0.4 kg of tritium will be 

burned per day in DEMO. As tritium reserves are practically non–existent, 

it must be produced on–site using the fission of 6Li in tritium breeding 

blankets surrounding the plasma. To make this possible, an efficient blanket 

design incorporating materials adequate in neutron and tritium breeding, as 

well as in thermal conduction to coolant cycles, must be developed. 

 

5. Intrinsic safety – one of the most heavily advertised aspects of fusion energy 

is its potential as a safe means of electricity production compared with 

fission. For this to be realised in DEMO and beyond, an intrinsic resistance 

to accident scenarios must be designed in future reactors. Additionally, 

adequate material selection is required for the reactor components to 

minimise activation and waste disposal – with emphasis on tritium retention 

– as well as ensuring proliferation resistance.  

 

6. Integrated DEMO design – whilst the next stage in the road to fusion is 

undoubtedly the completion and operation of ITER, the ultimate connection 

between research and commercialisation will be DEMO. Using the 

knowledge and expertise gained from ITER, highly reliable remote 

maintenance and component technologies, as well as efficient heat transfer 

systems, must be exploited. 

 

7. Competitive cost of electricity – the final hurdle to the realisation of 

commercial fusion energy is ensuring its market competitiveness. High 

availability, realistic capital costs and minimised maintenance and accident 

scenarios are essential for DEMO to serve as a credible example of fusion 

electricity.  

This thesis focuses on challenge 3, the development of neutron resistant and high 

heat flux materials for DEMO.  
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2.2.3 Resistant Materials 

The alpha particle (He nucleus) and neutron by–products of the DT reaction, 

typically at energies of 3.5 and 14.1 MeV respectively, are responsible for much of 

the radiation–induced issues in fusion devices and are therefore a major focus in the 

fusion Roadmap [31].  

Table 2.1 – The expected DEMO environment: Operational parameters from a recent DEMO design, using data 

from Brooks et al. [32]. Abbreviations are ‘full power year’ (fpy) and ‘DT’ (deuterium, tritium). 

The divertor (black area in Fig. 2.1) absorbs much of the charged particle flux due 

to the guiding magnetic fields in the tokamak, potentially leading to retention, 

clustering, and bubble formation, which results in swelling and embrittlement of 

the component. However, the neutron, unaffected by fields, will be incident on 

either the first–wall – the armour between the blanket and the plasma; shown as a 

green band in Fig. 2.1, or the divertor. High energy neutrons are known to cause 

significant damage to reactor components, especially the plasma facing material 

(PFM) – seen in previous fusion experiments such as JET [33]–[36]. At the fluences 

expected for a DEMO style reactor (a far larger design than JET) over its 

operational lifetime, the radiation induced damages are expected to be 

proportionally larger [21] (see Table 2.1). Materials will be exposed to an extremely 

high heat flux of energetic particles depending on their positioning (0.1–20 MW 

m−2), high temperatures (especially during disruptive transient plasma events) of 

300–3200 °C, gamma radiation, sputtering and erosion, high energy neutron 

damage (3–30 dpa1/year), and H and He trapping. 

 
1  The most fundamental quantity when reporting irradiation damage in materials is displacements 

per atom (dpa) – a measure which considers the energy and species of irradiation, the total fluence 

First wall & blanket Divertor 

Operational 

temperatures 

Neutron flux 

(peak) 

Neutron 

fluence 

Peak neutron 

damage 

Particle flux 

(peak) 

Peak neutron 

damage 

300–680 °C 
8.25 × 1018  

m–2 s–1 

1–5  

MW year m–2 

~50 dpa fpy–1 

(steel) 

~20 dpa fpy–1 

(W) 

Neutrons:  

~1018 m–2 s–1 

DT ions: 

~1023  

m–2 s–1 

W armour: 5.5 

dpa fpy–1 

Cu heat sink: 

10 dpa fpy–1 
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Material damage will likely include the copious production and accumulation of 

point–defects [19]; precipitation of alloying elements and impurities [37]–[39]; and 

bubbles, voids and cavities [40]–[42]. A visual representation of these can be seen 

in Fig. 2.2. These mechanisms lead to lattice deformation, swelling, embrittlement, 

cracking and enhanced fuel retention [43]–[46] (a serious concern when tritium is 

involved, as discussed later in this section [47]). Additionally, material neutron 

absorption inevitably causes transmutation, resulting in further damage in addition 

to material activation [22], [48], [49]. The resulting microstructure of irradiated 

materials will be a combination of primary radiation damage and thermal annealing. 

This consists of small defect clusters, stacking faults, interstitial and vacancy 

dislocation loops, precipitates (in the case of alloys), voids and/or helium bubbles 

 
and the displacement threshold energies of the target material atoms. Theoretically, this allows the 

quantitative comparison of the radiation dose received by materials for various irradiation conditions 

and species. The dose, in dpa, of an irradiation is estimated using cascade models such as that 

implemented in the software package SRIM [366], [368]. However, dpa represents a highly 

simplified scenario in which radiation is incident in an amorphous ‘sample’ which contains no 

information on local chemistry, dislocations, defect clusters, precipitates, crystallographic 

orientations, or microstructural features such as grain boundaries. 

Fig. 2.2 – Radiation damage in materials: A schematic of a variety of fundamental radiation damage 

mechanisms at play in nuclear environments. ‘PKA’ is a primary knock–on atom – the atom to which an 

incoming particle transfers most of its energy. Reproduced from Nature Physics, 12, 5, J. Knaster et al., 

Materials research for fusion, p. 424–434, Copyright (2016), with permission from Springer Nature [464]. 
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(some of which are tritium–rich). A diagram with examples of the various radiation–

induced events is shown in Fig. 2.2. 

Tritium, apart from being extremely rare owing to its ~12–year half–life, offers 

further problems. The levels of tritium permeation and retention in the wall 

materials are of paramount importance to both the safety of the site – due to the 

radiotoxicity of tritium – and the stability of the fusion plasma with regards to the 

loss of fuel from the core. It is expected that a fully functional DEMO device will 

incur losses of several kilograms of tritium per year, if no tritium permeation barrier 

(TPB) is applied to the first–wall [50]. With this in mind, it has been suggested that 

the permeation rates of tritium must be reduced by at least two orders of magnitude 

(e.g. [51]–[54]). 

So far, several materials have been proposed as TPB candidates. Al2O3, Er2O3, SiC, 

and TiN–TiC have demonstrated hydrogen permeation reduction factors of over 

1000 in recent studies [55]–[60]. However, a comprehensive assessment of both the 

compatibility of these candidates with nearby reactor materials and their 

manufacturability into practical TPB components has yet to be performed.  

There is an added safety concern presented by the radiotoxicity of trapped tritium 

– a loss–of–coolant accident (LOCA). In this scenario, a lack of sufficient flowing 

coolant (apart from causing an immediate shutdown of the plasma) allows energy 

released by neutron activated wall materials, especially PFM, to heat vessel 

materials unchecked. This could lead to an explosive event, in which structural 

blanket or divertor material is compromised, exposing the inside of the vessel to 

coolants, with the resulting gas production eventually causing the vacuum vessel to 

rupture, releasing activated and potentially tritiated materials into the environment. 

Several studies have reported enhanced H trapping in irradiated materials [61]–[64]. 

Added to the likelihood of transmutant He–induced cavity formation providing 

further sites for H (or T) trapping [62], [65]–[67], indicating that H trapping must 

be understood fully in candidate fusion materials [68]. A roughly linear relationship 

is expected between the radiation induced atomic displacement damage and the 
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helium concentration (in atomic parts per million, appm) in fusion reactors, based 

on current experience with nuclear fission materials, as shown in Fig. 2.6 [69]–[71]. 

This allows a loose prediction of the fuel retention, as well as the expected 

embrittlement due to helium bubble formation [71]–[75], to be made for fusion 

materials. 

Additionally, dust caused by erosion, sputtering and evaporation of PFM by plasma 

radiation can present safety issues. Not only will the neutron induced radiotoxicity 

of first–wall dust make it unsafe during reactor decommissioning, but the potential 

related hazards in a LOCA situation could be detrimental to life nearby.  

To summarise, plasma facing and high heat flux materials must: 

1. limit neutron activation 

2. limit helium agglomeration 

3. limit tritium retention 

4. have a high melting point 

5. have a high sputtering energy (PFM only) 

Fig. 2.3 – Operating temperature windows for fusion materials: The suitable operational temperature ranges of 

a selection of materials suggested as candidates for first–wall, divertor and/or structural component materials 

in future fusion devices. The abbreviations are titanium–zirconium–molybdenum (TZM), oxide dispersion 

strengthened (ODS), ferritic/martensitic (F/M) and stainless–steel (SS). Reproduced from Fusion Engineering 

and Design, 51–52, S. Zinkle and N. Ghoniem, Operating temperature windows for fusion reactor structural 

materials, p. 55–71, Copyright (2000), with permission from Elsevier [465]. 
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6. have good thermal conductivity and shock resistance 

7. be resistant to at least 15 × 103 fatigue cycles and 12 × 103 hours at maximum 

stress (~100 MPa) at normal operational temperatures (300–800 °C), and far 

higher temperatures for short periods of time during off–normal events, such as 

edge localised modes (ELMs). 

2.2.4 Developing Fusion Materials 

As noted in the EUROFusion Roadmap, around 10–15 years of research is required 

to develop a nuclear–grade material from a ‘proof–of–principle’ stage [31]. For this 

to happen, testing with 14.1 MeV neutrons is essential. As a reliable, high flux 

fusion neutron materials testing facility is yet to be built (the International Fusion 

Materials Irradiation Facility (IFMIF) is currently in the engineering validation 

stage), the minimum 14.1 MeV testing requirements must be attained using fission 

neutrons, ions and either isotopically or chemically doped materials. This data is 

needed for fulfilment of the EUROfusion Roadmap by 2026 [68]. 

The selection of fusion materials is limited by several factors. The main three are: 

thermal conductivity; plasma contamination minimisation (from sputtering and 

Fig. 2.4 – Interstitial mobility thresholds: The temperature regimes associated with the onset of interstitial 

mobility and before the activation of vacancy migration in various single component metals, in addition to 

Al2O3 and SiC, proposed as candidates for components in fusion devices. Reproduced from Annual Review of 

Materials Research, 44, 1, S. Zinkle and L. Snead, Designing radiation resistance in materials for fusion 

energy, p. 241–267, Copyright (2014), with permission from Annual Reviews, Inc. [464]. 
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erosion); and neutron cross–section leading to the production of active 

transmutants. Regarding the reduction of activation of structural materials, thereby 

enhancing safety following decommissioning, Gilbert et al. have identified Fe, Cr, 

Ti, V, W, Si and C as suitable candidate alloying elements [76], [77]. 

The current DEMO designs incorporate either a helium– or water–cooled lithium–

beryllium pebble bed BB, EUROFER97 (a bespoke reduced–activation 

ferritic/martensitic (RAFM) steel developed for fusion applications [78]) as 

structural material, and a tungsten first–wall armour plated on the front face of the 

EUROFER97 BB, with copper alloy cooling channels. As this configuration of 

materials has been developed primarily for the operation of ITER, it is expected 

that significant optimisations will be required before incorporation into DEMO. In 

the case that specific materials prove unsuitable for the DEMO requirements, a set 

of ‘risk mitigation materials’ (RMM) were identified in the Roadmap. These are 

newer, more advanced materials that have shown promise as candidates for 

structural, high heat flux (HHF) or PFM, but are still at an early stage on the 

technology readiness level (TRL) scale (TRL 1–2). Since the publishing of the 

Roadmap, several of these materials have undergone advancements up to and 

beyond the ‘proof–of–concept’ stage (TRL 3), with research and testing underway 

[79]–[83]. However, there still exists a need for further RMMs to ensure the safe 

and reliable operation of future fusion plants, especially those beyond DEMO.  

For the first–wall materials in ITER, a high–purity Be armour will be used (although 

not suitable for DEMO) brazed to a Cu alloy (to act as the heat sink) which is, in 

turn, plated to a 316–stainless steel (likely to be replaced by EUROFER97 in 

DEMO). Other considered options are carbon fibre composites or W–based 

materials.  

The current choice for the divertor armour is pure tungsten plated onto a copper 

alloy. However, its derivative alloys and composites are also being considered. Pure 

W is known to have excellent high temperature (> 700 °C) properties such as a high 

melting point, thermal conductivity, creep resistance, erosion resistance, strength 

and a low vapour pressure [84]. However, like many body–centred cubic (BCC) 
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materials, the rather high characteristic ductile–to–brittle transition temperature  

(DBTT) of W (300–400 °C) makes it brittle at the standard operating temperatures 

of some leading reactor designs [85], [86]. It has been found that the addition of Re, 

due to the formation of solid solutions, can improve the ductility and toughness of 

W, leading to a lower DBTT, as well as inhibiting He–induced formation of unique 

surface nanostructures [87]–[91]. That said, irradiation has been shown to embrittle 

W–Re alloys to a greater extent than pure W variants. Equally, the low availability 

of Re severely limits its use as an alloying element in W [92]. Additionally, the 

Fig. 2.5 – Experience, as of 2001, of radiation damage in nuclear materials: A comparison of normal operating 

conditions, in terms of displacement damage (dpa) and operational temperature (°C), for structural materials in 

a variety of fission reactors and proposed fusion reactor designs). The data is plotted as a function of operating 

years – a measure of the combined operational time of all relevant devices across the world. The pink ‘Fusion’ 

plot refers to the estimated environment in DEMO. Abbreviations are as follows: light water reactor (LWR), 

very high temperature reactor (VHTR), gas–cooled fast reactor (GFR), sodium fast reactor (SFR), molten salt 

reactor (MSR), lead–cooled fast reactor (LFR), supercritical water reactor (SCWR), Generation II (GEN II), 

and Generation IV (GEN IV) [466]. Reproduced from Annual Review of Materials Research, 44, 1, S. Zinkle 

and L. Snead, Designing radiation resistance in materials for fusion energy, p. 241–267, Copyright (2001), with 

permission from Annual Reviews, Inc. [464]. 
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elements Ir and Os (the next two elements in the periodic table after Re), which 

have been considered as ductility enhancing alloying elements for tungsten, have 

not been studied in much depth and early results have not been entirely encouraging 

[93].  

EUROFER97 is the current choice of structural material for beyond ITER, but does 

not lack in drawbacks: above the 500–550 °C range, its strength and creep–rupture 

failure time declines rapidly [78]. Additionally, due to serious low temperature 

embrittlement problems, the EUROFER97 operational temperature window is 

restricted to 350–550 °C [94]. This presents a serious issue for DEMO, as it is 

expected that the thermodynamic efficiency of Rankine or Brayton cycles operated 

at a limit of 500 °C will not meet the minimum electrical generation requirement 

[95]. Equally, at this temperature limit, radiation damage annealing cycles are 

impossible.  

ODS ferritic steels, SiC/SiC composites and V alloys have all been proposed as 

alternatives to the current ITER structural material choices [96], due to their 

operational and defect recovery temperature windows (see Fig. 2.3 and Fig. 2.4, 

Fig. 2.6 – Helium and displacement damage: The correlation between the displacement damage (dpa) and 

helium concentration (in appm) in operational fission environments (both existing and simulated) and fusion 

reactor designs (simulated). Reproduced from Annual Review of Materials Research, 44, 1, S. Zinkle and L. 

Snead, Designing radiation resistance in materials for fusion energy, p. 241–267, Copyright (2001), with 

permission from Annual Reviews, Inc. [464] 
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respectively, for comparisons). However, these materials are far from being nuclear 

grade. For example, SiC/SiC composites have significant problems within nuclear 

environments. Their low ductility make them prone to cracking. Equally, it has been 

reported that the thermal conductivity – essential for heat removal – of SiC/SiC 

composites degrades rapidly during irradiation (by at least an order of magnitude, 

even during irradiation at 800 °C to 2–3 dpa [97], [98]). It has also been reported 

that SiC/SiC undergoes > 1% volumetric swelling at irradiation temperatures below 

600 °C. This is expected to be increased by the significant amounts of transmutant 

helium produced in fusion neutron irradiation simulations, > 10000 appm after 5 

years, if the material is in the blanket first–wall [99], [68] [73], [100].
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Chapter 3: MAX Phases in Fusion 

3.1 Overview 

Discovered in the 1960s by Hans Nowotny et al. [101], the Mn+1AXn (MAX) phases 

are a group of over 155 materials proposed as candidates for nuclear applications. 

The defining features of MAX phases are distorted edge sharing XM6 octahedra 

layers, locally arranged in a rock salt structure, interleaved by single atom thick 

metallic ‘A’–layers (see Fig. 3.1 for examples). Part of the P63/mmc (194) 

hexagonal space group, MAX phases have the general formula Mn+1AXn, where M 

is generally an early transition metal, A is a group III or IVA element, X is either 

carbon or nitrogen, and n = 1, 2, 3, etc. (see Fig. 3.1) [102]. 

The MAX phase nomenclature refers to stoichiometry, where ‘211’ means M2AX 

and ‘312’ refers to M3AX2, and so on. So far, the vast majority of stable phases 

synthesised are 211, 312 or 413, but higher order MAX phases are known to exist 

[102]. Using the example of Ti3SiC2, the Ti6C octahedra are similar in structure to 

that of TiC, where the (111) plane is coherent with the (0001) face of Ti3SiC2. 

Very little research existed on MAX phases until the 1990s, when Barsoum & El–

Raghy synthesised largely phase pure, bulk Ti3SiC2 and demonstrated its thermal 

shock resistance, machinability and high temperature strength [103]. This paper 

ignited a period of significant international research interest in MAX phases which 

continues to grow today. Since then, various interesting properties of MAX phases 

have been reported, including impact damage tolerance (through crack propagation 

resistance) [104]; good thermal conductivity (for ceramics – up to 60 W m–1 K–1) 

[105]; good thermal shock resistance (e.g. retention of flexural strength following 

quenching from 1400 °C) [102]; oxidation resistance (in select scenarios, such as 

an activation energy of 325 kJ mol–1 at 1400 °C) [106]; elastic rigidity (Young’s 

modulus, E > 300 GPa) [107]; low densities (< 4.5 g cm–3, as with other ceramics) 

[102]; and good wear properties (< 1.34 × 10–3 mm3 N–1 m–1 wear rate)  [108]. For 
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example, early work on the damage tolerance of MAX phases recognised 

specifically Ti2AlC and Ti2AlN as having outstanding abrasive properties, to the 

same degree even as SiC [109]. 

‘A’ 

‘X’ 

‘M’ 

413 312 211 

Fig. 3.1 – The MAX phase unit cell (top): Conventional ‘211’ (A), ‘312’ (B), and ‘413’ (C) MAX phase unit 

cells, showing the hexagonal layered structure, interleaved by the A–layer element. Also shown are the c–lattice 

parameters as vertical dashed lines; the thickness, dx of the Mn+1Xn layers; the thickness, dα of the A–layers; and 

the various ‘z’ values (refer to Table 2.2 in reference [102] for further explanation). Reproduced from MAX 

Phases: Properties of Machinable Ternary Carbides and Nitrides, M. W. Barsoum, p. 14, Copyright (2013), 

with permission from John Wiley & Sons [102]. Elements of the MAX phases (bottom): a simplified periodic 

table highlighting the various elements which can be used to synthesise the currently known MAX phases [110]. 
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3.2 Solid Solutions 

In addition to the conventional ternary MAX phases, solid solutions of one or more 

elements in the M, A or X layers are possible. This greatly increases the size of the 

compositional parameter space and allows for a high degree of variation in the 

chemistry of MAX phases [110].  

Dahlqvist et al. predicted the thermodynamic stability of phases in the 211 Ti–M–

Al–C system, where M = V, Cr, Nb, Mo, Ta or W [111]. They found that for many 

of the compositions the order–disorder transition temperature of M–layer elements 

is significantly lower than the usual synthesis temperatures of MAX phases (> 

1200 °C), indicating a preference for solid solution formation in the M–layer of 

many compositions with more than one M–element. To an extent, this has been 

verified by experimental reports of (Nb0.5V0.5)2AlC, (Nb0.8Zr0.2)2AlC, 

(Cr0.5V0.5)3AlC2 and (TaTi2)3AlC2 [112]–[114], although many predicted 

compositions have yet to be synthesised. For higher order MAX phases (n ≥ 3), 

relatively few M–layer solid solutions have been investigated experimentally [110].  

Table 3.1 – Partial occupancies in quaternary MAX phases: A selection of solid solution or ordered M–layer 

MAX phases, with relative M–site occupancies shown for comparison. The second two phases are o–MAX 

phases (see main text), with full occupancy M–layer sites. 

 Relative occupancy  

Phase 2a 4f 4e Ref. 

(V0.5Cr0.5)3AlC2 V 100%, Cr 0% V 27%, Cr 73% – [115] 

(Ti1/3Cr2/3)3AlC2 Ti 100%, Cr 0% Ti 0%, Cr 100% – [116] 

(Ti1/3Mo2/3)3AlC2 Ti 100%, Mo 0% Ti 0%, Mo 100% – [117] 

(V0.5Cr0.5)4AlC3 – V 84%, Cr 16% V 32%, Cr 68% [118] 

(Ti1/2Mo1/2)4AlC3 – Ti 86%, Mo 14% Ti 23%, Mo 77% [119] 

That said, the addition of a second transition M–element to a starting mixture can 

stabilise the MAX phase structure, where otherwise a pure Mn+1AXn will not form. 

For example, V3AlC2, Cr3AlC2, Cr4AlC3, Mo3AlC2 and Mo4AlC3 do not form under 

normal synthesis conditions and all except V3AlC2 are not expected to be stable, 

based on DFT calculations [110], [120]. However, related M–layer solid solutions 
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have been realised experimentally, such as (V0.5Cr0.5)3AlC2, (Ti3/8,Cr5/8)4AlC3, 

(Ti1/3Mo2/3)3AlC2, and (Ti0.5Mo0.5)4AlC3 [117]–[119], [121]. The formation of 

double solid solutions has been used to improve the phase purity of sintered MAX 

phases in select cases, such as (Zr0.8,Nb0.2)2(Al0.5,Sn0.5)C. Here, the addition of Nb 

and Sn to the starting mixture suppresses the formation of ZrC impurities, resulting 

in a phase pure MAX phase [122], [123].  

Additionally, some multi–element sites do not consist of entirely random 

distributions. Several authors have noted a preferential occupation of certain sites 

in solid solution MAX phases of n ≥ 2, with a higher concentration of the heavier, 

and higher electronegativity M–element in the central MII layers. A summary of 

Fig. 3.2 – MAX phase polymorphs: The only known 211 MAX phase structure (A), along with structural 

variations of the 312 (B, C) and 413 (D–F) MAX phases. The ‘M’, ‘A’ and ‘X’ atoms are shown in red, blue, 

and black, respectively and dashed green lines are included as visual aids. Reproduced from MAX Phases: 

Properties of Machinable Ternary Carbides and Nitrides, M. W. Barsoum, p. 14, Copyright (2013), with 

permission from John Wiley & Sons [102]. 
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these reports is shown in Table 3.1, with two ordered ‘o–MAX’ phases – 

compositions with full out–of–plane M–layer ordering, also included. Recently, the 

discovery of o–MAX and in–plane ordered ‘i–MAX’ quaternary phases, rare–earth 

i–MAX phases and even high–entropy MAX phases (with 3 or more elements on 

the same site) have expanded the diversity of MAX phases further still, with a 

wealth of interesting properties in tow [116], [124]–[127].  

Solid solution and ordered multi–M–element MAX phases have garnered 

increasing attention in recent years due to the potential for tuning mechanical and 

physical properties, such as strength, hardness, thermal expansion, electrical 

resistivity and magnetism, to name a few [128]–[136]. As in many metallic systems, 

a solid solution strengthening effect has been observed in certain MAX phases. An 

early example is the addition of 15 at.% V to the M–layer of Ti2AlC, which was 

reported by Meng et al. to increase the Vickers hardness, flexural and shear 

strengths by 29%, 36% and 45% in turn [137]. Likewise, the x–site of the MAX 

phases can be interchanged between C and N, as reported initially by Barsoum et 

al. in 2000 [138]. Ti2AlC0.5N0.5 was found to possess a considerably higher hardness 

and stiffness than both Ti2AlC and Ti2AlN. C and N atoms form similar bonds with 

transition metals, as in their parent MX phase counterparts (TiC and TiN). As such, 

a range of C:N ratios may be possible for many MAX phases. 

3.3 Polymorphs 

MAX phase polymorphs, representing a variation in stacking configuration of the 

A or MX layers, have been observed or predicted for several compositions. Ti3SiC2, 

Ti3AlC2, Ta4AlC3, as well as the more recent (Ta,Ti)3AlC2 phases all display 

polymorphic variation [105], [114], [139]–[141]. For 312 phases, the polymorphs 

are A–layer based and most likely shear strain driven. The α and β polymorphs 

represent a basal plane shearing of the A–layers relative to each other, with the A–

elements occupying the 2b and 2d Wyckoff positions, respectively. Evidence of this 

has been observed following diamond anvil testing as well as during transmission 

electron microscopy (TEM) sample preparation using focussed ion beam (FIB) 

milling.  
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On the other hand, the (somewhat confusingly) synonymous α and β polymorphs 

for Ta4AlC3 exist solely in the MX layers. An MX–layer ‘zig–zag’ stacking 

configuration has been observed in the β configuration, where the positions of the 

Ta(2) and C(2) atoms are shifted compared to the α variant. It is suspected that the 

transformation from α to β in this case is thermodynamically driven, following DFT 

Gibbs free energy predictions of such a transformation at 1875 K [142]. 

Additionally, the 413 γ–phase is formed upon the shearing of the A–layer, as in the 

312 structures – see Fig. 3.2 for a representation. 

3.4 Dislocations 

As with many crystalline materials, dislocations in MAX phases underpin their 

strength and ability to accommodate strain. The hexagonal close–packed structure, 

large c/a ratio and relatively weak M–A bonds in MAX phases result in the vast 

majority of dislocations being confined to the basal plane and often of screw, 30°, 

60° or edge type [105], [143]–[146]. As such, they tend to align along the 〈112̅0〉 

and 〈101̅0〉 directions. During plastic deformation, dislocations have been observed 

to pileup at grain boundaries, form walls and kink bands, and even interact to form 

entangled networks, all on the basal plane [147]–[150]. Production of basal 

dislocations in MAX phases can be due to the shearing of M–A bonds or radiation 

damage.  

3.5 Grain Boundaries 

As–sintered MAX phases generally contain high angle (> 10°) grain boundary 

misorientations, with both twist and tilt components [151]. However, upon 

compression, copious small angle grain boundaries have been reported to form, 

increasing the number of grains by over 300%. This is in–line with the commonly 

observed kink–bands and delaminations of MAX phases during mechanical 

deformation, which results in sub–grain formation. Farber et al. proposed a 

dislocation model for kink–bands in MAX phases, comprising mixed dislocations 

of opposite sign forming a dislocation wall [149]. If this wall contains an imperfect 
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arrangement of dislocations, a small twist angle is expected, resulting in a grain 

boundary. Hexagonal screw dislocation networks have been observed to form in 

Ti3AlC2 under compression, which resulted in small–angle twist sub–grain 

boundaries [152]. In many ceramics, such as Al2O3, high temperature bulk 

mechanical performance is often deleteriously affected by thin (< 10 nm) 

amorphous regions in grain–boundaries, which flow into incipient microcracks 

during deformation [153]. Fortunately, observations of similar amorphous layers 

have not been reported for MAX phases to date.  

A grain size effect is also evident in MAX phases, in which both bulk mechanical 

properties and grain morphology are a function of grain size. For Ti3SiC2, Ti2AlC 

and Ti2AlN, smaller grains (< 5 μm) are generally equiaxed and contribute to higher 

strength, whilst courser grains are more platelike and are present in samples with 

higher fracture toughness, thermal shock resistance and damping performance 

[138], [154], [155]. 

3.6 Mechanical Properties 

The binary MX carbides and nitride precursors to the MAX phases are notoriously 

hard materials. For example,  TiC and WC have Vickers hardness values of 30 GPa 

and 22 GPa, respectively [156]. The MAX phases, however, are surprisingly soft, 

often falling within the 2–8 GPa range for bulk indents [102]. However, if 

individual grains are sampled by a small indenter tip, i.e., nanoindentation, there is 

a strong hardness anisotropy relative to grain orientation. Grains with the basal 

plane perpendicular to the loading direction (c–axis) are considerably softer than 

for parallel (a–axis) indents. This is due to the increase in plastic deformation driven 

by delamination crack, ripplocation and kink band formation on unconstrained 

surfaces, in which dislocation nucleation accommodates a significant amount of the 

energy via in–plane to out–of–plane bond strain redistribution [102], [145], [157], 

[158]. This deformation mechanism, unique to layered crystalline solids, is also 

responsible for the limited in–situ crack healing ability of MAX phases. This has 

been demonstrated in single crystalline Cr2AlC by Rathod et al., in which basal 

plane crack growth is suppressed and even partially healed during in–plane 
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indentation of deformation constrained samples (normal to the basal plane) [159]. 

Additionally, indentation of MAX phases produces an increase in hardness both 

with decreasing indentation load and grain size, known as the indentation size effect 

[144], [160], [161].  

The nanolaminated structure and relatively weak bonding between M– and A–

layers result in a preferred slip system in the basal plane [162]. This explains MAX 

phases’ relatively low hardness compared with parent ceramics such as TiC (~31 

GPa), as well as their machinability, like metals [156]. This is a unique and useful 

property for ceramic materials, where the stiffness and brittleness of binary carbides 

and nitrides often result in difficulty machining. That said, the softness of the MAX 

phases is coupled with elastic stiffness (E > 300 GPa) and high fracture toughness 

(> 10 MPa m1/2) – a unique combination in ceramics [102], [107], [163].  

Foratirad et al. reported that an increase in impurity TiC content in Ti3SiC2 samples 

results in a proportional increase in Vickers hardness (up to 12.9 GPa for 39 wt.% 

TiC compared with 2–5 GPa reported by Barsoum et al.) [150], [164]. This is 

Temperature (K) 

Fig. 3.3 – High temperature thermal conductivities of the MAX phases: A comparison of the thermal 

conductivities of Ti3SiC2, Ti2AlC, Ta4AlC3, Ta2AlC, Nb2AlC, Nb4AlC3, Cr2AlC, TiNbAlC and Ti4AlN2.9 at 

temperatures up to 1550 K. Reproduced from MAX Phases: Properties of Machinable Ternary Carbides and 

Nitrides, M. W. Barsoum, p. 112, Copyright (2013), with permission from John Wiley & Sons [102]. 



Chapter 3: MAX Phases in Fusion 

50 

 

unsurprising given the hardness of the binary carbides in pure form – 28–35 GPa 

for TiC and 24–28 GPa for SiC [165]–[167]. Additionally, an increase in flexural 

strength was observed (750 MPa compared with 300 MPa reported by Barsoum), 

likely due to the increased microstructural resistance to deformation as a result of 

the presence of harder TiC grains. 

3.7 Thermal Properties 

Due to their reported high temperature stability, MAX phases have been proposed 

for use in high temperature applications, such as heating elements [168], electrical 

contacts [169], jet engine nozzle vanes [170] and high–temperature foil bearings 

[171].  

Some MAX phases have shown unusual responses to high temperature 

environments, with an increase in thermal conductivity and yield strength with 

increasing temperature – often put down to their unique metallo–ceramic bonds and 

incipient kink band formation during mechanical deformation [102]. MAX phases 

display good thermal conductivities compared with their pure transition metal 

constituents over a range of temperatures – e.g. > 38 W m–1 K–1 for Ti3SiC2 

compared with ~20 W m–1 K–1 for Ti [165], [172], [173]. At temperatures up to 300 

K, MAX phases generally show a non–linear increase in thermal conductivity, κth, 

with a higher phonon conductivity, κph, contribution than electronic conductivity, 

κe, contribution for S– and Al– based phases, and a higher electronic contribution 

(κe > κph) for other phases. 

A multitude of factors affect the thermal conductivity of solids, including the 

stiffness of covalent bonds, which scales with phonon conductivity; the density of 

free electrons, which controls the electronic conductivity; the presence and 

concentration of point defects, which limits conductivity; and the aptly named 

rattler effect, in which especially high vibrational displacements about atomic sites 

efficiently scatter phonons, thus reducing conductivity. As expected, the relative 

atomic sizes in solid solution MAX phases reduces the thermal conductivity. For 
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example, the thermal conductivity of TiNbAlC is 50% lower than Ti2AlC, and 

TiHfInC sees a 25% decrease compared to Ti2InC [174], [175]. 

Above room temperature, κth is generally a linear function of temperature, with 

some MAX phases displaying an increasing κth and others a decrease. As shown in 

Fig. 3.3, the phases with low κth values at room temperature often see an increase 

with temperature, whilst for phases with relatively high κth values, the opposite is 

true. The thermal conductivities of MAX phases generally range from 26 to 60 W/m 

K, placing them between ceramics and metals [102].  

A major drawback of conventional ceramics, despite their often excellent high 

temperature stability, is their characteristic susceptibility to brittle failure following 

thermal shock [176]–[180]. Several MAX phases, on the other hand, such as 

Ti3SiC2, Ti3AlC2 and Ti4AlN3 (to name a few), display unique behaviour under 

quenching above a critical temperature – their flexural strength increases with 

increasing quench temperature [103], [181]–[183]. This is highly unusual amongst 

ceramics and represents an essential property for in–chamber components in 

Fig. 3.4 – Radiation–induced swelling in ceramics: A comparison of the volumetric radiation damage induced 

swelling in some common ceramics over a range of temperatures up to 1200 °C. Reproduced from Annual 

Review of Materials Research, 44, 1, S. Zinkle and L. Snead, Designing radiation resistance in materials for 

fusion energy, p. 241–267, Copyright (2014), with permission from Annual Reviews, Inc. [464]. 
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magnetic fusion devices, in which extreme thermal shocks resulting from plasma 

disruptions are expected to be common.  

MAX phases have been repeatedly hailed in the literature as possessing remarkable 

high temperature resistance. Depending on the composition and environment, some 

MAX phases, notably Ti3SiC2, live up to this [102], [182], [184]–[186]. Other 

compositions, such as Cr2GaN, are less stable at high temperatures [105]. MAX 

phases are known to thermally decompose peritectically into a combination of 

constituent binary carbides/nitrides and the A–layer element. Often, especially in 

Al–based phases, oxidation of the A–layer element can lead to the formation of 

stable and, at times, protective oxide scales, thus increasing resistance to further 

oxidation. Additionally, Low et al. studied the response of Ti3SiC2, Cr2AlC, Ti2AlC 

and Ti3AlC2 to a 1550oC vacuum, finding the higher order, 312 phases are less 

resistant to phase decomposition into binary carbide constituents [185]. The 312 

phases readily dissociated into derivative 211 phases and TiC (e.g., Ti3AlC2 → 

Ti2AlC + TiC). 

3.8 Chemical Stability 

Ti2AlC and Ti3AlC2 have shown resistance to chemical attack in water and air, via 

the formation of a passivating Al2O3 scale on surfaces, which prevents runaway 

oxidation [187], [188]. Cr2AlC has displayed an excellent oxidation resistance, even 

at temperatures up to 1200 °C [189]. These phases, along with Nb4AlC3, Zr3AlC3, 

Zr2AlCTi3SiC2 (amongst others) have also shown a resistance to corrosion in 

molten metals such as Na, Pb, Pb–Bi and molten salts such as FLiNaK, up to 750 °C 

and exposures up to 3500 h [190]–[193]. 

Oxidation–induced crack healing in other ceramics has been reported extensively 

in the literature [194]–[200]. Often this occurs due to either thermal diffusion or 

oxidation of free surfaces, with the surface oxidation route resulting more efficient 

filling of crack volumes. The ability of MAX phases to undergo this process was 

first reported by Song et al. in 2008 [201]. A Ti3AlC2 micro–crack of length ~7 mm 

and 5 µm average thickness was shown to heal completely following oxidation 
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treatment at 1100 °C for 2 hours, via oxidation of Al–rich free surfaces to form α–

Al2O3 and small quantities of TiO2. This heralded a key advancement towards the 

potential application of MAX phases in extreme environments, such as nuclear 

reactors. A MAX phase coating that cracks due to anisotropic cyclic thermal 

expansion of its structural substrate may not portend its failure as a protective layer, 

at least not for long at high temperatures. An important aspect of this process was 

not investigated, however – the threshold temperature at which oxidative healing 

will reliably occur. Understanding the relationship between temperature and healing 

rate is key for nuclear fusion environments where thermal cycling to high 

temperatures occurs regularly. 

3.9 Nuclear Applications 

MAX phases have been proposed for use as coatings in current nuclear fission 

environments and even in structural applications for nuclear fusion devices [184], 

[202], [203].   

SiC/SiC composites have gained much attention since their proposal as cladding 

materials for nuclear fission reactors [204]. Whilst they have demonstrated good 

in–core performance in test reactor environments, the joining of SiC/SiC 

component interfaces has proven an obstacle to further development. Initial studies 

showed Ti3SiC2/SiC composite joints display good mechanical performance ([205], 

[206]), with Katoh et al. later describing the effects of neutron irradiation at 800 °C 

on shear strength and microstructure as ‘minor or insignificant’ [207]. More 

recently, high purity (98.6%) ceramic matrix composites consisting of Cr2AlC and 

a small amount (5–10 wt.%) of SiC fibres, were reported by Gonzalez–Julian et al. 

to improve mechanical performance compared with monolithic Cr2AlC [208]. This 

could potentially pave the way to MAX phase composites with nuclear relevant 

properties. The first reported consideration of MAX phases for nuclear applications 

was in 2006, by Audubert et al. in CEA, France [209]. Initial thermal 

characterisations of Ti3SiC2 were performed, including a differential scanning 

calorimetry analysis of powdered Ti3SiC2 and liquid Na, showing no reactivity, with 

Na–cooled fast reactor environments in mind. At the point of publishing, two in–
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reactor fast neutron irradiations of Ti3SiC2 were either in progress or planned – the 

first of their kind.  

For future advanced reactors, such as Gen IV [210], material operational 

temperatures and radiation fluxes and fluences are considerably higher than current 

fission (Gen III) reactors and much closer to the expected conditions in a fusion 

PFM environment (see Fig. 2.5 for a visual comparison). Ti3SiC2 has been proposed 

in many Gen IV areas: as a fuel coating in GFRs (designed to operate at above 

800 °C) [211]; as a candidate material for use in cladding and core applications in 

LFRs [212]; for pump impellers in the MYRRHA reactor project [213]; and in Pb–

Bi eutectic environments [214], amongst others [184].  

Table 3.2 – Bound defect energies for antisite and Frenkel–pairs in select MAX phases. The defects listed are 

the M–, A– and X–site Frenkel pairs (MFP, AFP, and XFP, respectively), and the M–X, A–X and M–A antisite 

pairs (MX–XM, AX–XA, and MA–AM, respectively). 

 
Middleburgh et al.  

[215] 

Zhao et al.  

[216] 
Xiao et al. [217] 

Defect Ti3AlC2 Ti3SiC2 Ti3AlC2 Ti3SiC2 Ti3AlC2 Ti3SiC2 Cr2AlC Ti2AlC 

MFP 7.87 6.46 7.40 7.38 7.41 7.08 7.05 7.57 

AFP 4.00 2.59 3.42 3.30 3.60 3.20 7.26 3.67 

XFP 2.95 2.93 3.67 3.85 3.23 3.28 3.14 4.01 

MX–XM 16.44 17.27 13.58 13.36 11.40 11.67 7.53 11.78 

AX–XA 9.25 6.11 8.54 6.41 8.41 6.05 8.86 9.41 

MA–AM 3.41 4.07 3.36 4.49 3.13 3.52 2.40 2.96 

So, could MAX phases be suitable in a fusion environment? To qualify a MAX 

phase for operation, its expected behaviour under fusion relevant neutron irradiation 

at a variety of fluxes, fluences and temperatures must be fully understood. As this 

is not possible until the completion of a suitable fusion materials test facility, such 

as IFMIF, both computational and experimental simulation methods must be 

utilised. There exist plenty of examples in the literature of heavy ions, light ions, 

protons, fission spectrum neutrons and even electrons being used to impart lasting 

damage on materials to simulate their response under reactor–relevant neutron 
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spectra, supported with respective modelling – both for fission and fusion 

applications. However, the literature is incomplete – especially with regards to 

nuclear fusion applications. 

3.10 Ion vs Neutron Irradiation 

To reliably test and validate materials for use in the fission industry, samples are 

exposed to similar environments in operational or test reactors, with periodic 

removal and characterisation [218]. However, the low availability, high cost, 

stringent sample requirements, at times unclear temperatures and neutron 

irradiation parameters, and target activation following irradiation can make this 

prohibitive [219]. Equally, these sorts of irradiations often take years to reach 

desired damage levels and are, therefore, not practical for many studies [220]. As 

such, even if test fusion reactors existed, materials irradiation studies would still not 

be efficient. The development of new and existing materials for fusion requires 

accelerated radiation damage testing at a range of temperatures to provide sufficient 

operational predictions.  

A cost and time effective solution to this is the irradiation of specimens with charged 

particles, such as protons or heavy ions. These can be efficiently generated at 

sufficient energies and fluxes to emulate the primary knock–on atoms produced by 

high energy neutrons, with doses up to 100s of dpa attainable in a matter of days, 

rather than years. The sputtering and subsequent acceleration of ions from a variety 

of sources, producing species from H to U, allows the damage structures found in 

neutron irradiated material to be reproduced, albeit in a thin subsurface region (< 

250 um) in the specimen.  

Protons can be produced by spallation sources at energies of > 100 MeV, allowing 

the irradiation of larger volumes of material and at similar regimes to neutrons  [62], 

[72], [205], [221]–[224]. However, the residual activation produced at such high 

energies is just as prohibitive as that from fission test reactor exposure. As such, 

lower energies of the order of 1–10 MeV are often utilised instead. This has the 

added benefit of increased displacement damage production at the same flux, due 
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to the lower penetration of the ions. The issue, therefore, is that the damage is 

confined to a thin (< 250 µm) region, limiting the possible characterisation 

techniques to those sampling a near–surface area [225]–[227]. 

Over the years, a multitude of studies have attempted to rationalise the relationship 

between neutron and ion irradiations (e.g. [227]–[232] and references therein). In 

300 series stainless steels, zirconium alloys and nuclear grade tungsten, proton 

irradiations in the literature have shown similarities to neutron damage in terms of 

segregation, microstructural changes and precipitate formation [227], [228], [232], 

[233]. 

3.11 Radiation Damage in MAX phases 

In the past two decades, dozens of reports have been published on the response of 

MAX phases to irradiation, both with neutrons and ions – a summary of key results 

from many of these is displayed in Table 3.3. However, there has been notable 

contention over the exact mechanisms at play [234]. This is perhaps unsurprising 

given the chemical and structural diversity of the MAX phases, coupled with the 

multitude of irradiation species, temperatures, fluxes, fluences and environments 

employed in radiation damage studies. The result of this convoluted parameter 

space is increased difficulty in comparing the responses of different compositions 

to irradiation.  

Table 3.3 – Irradiations of MAX phases: A summary of MAX phase irradiation studies in the literature, sorted 

by composition. Abbreviations are given for ‘hexagonal close–packed’ (HCP), ‘solid solution’ (S–S), and face–

centred cubic (FCC). 

Phase Species 
𝐸  

(MeV) 

𝑓  

(cm–2) 

Dose 

(dpa) 
𝑇 (°C) Key observations Ref. 

(Ti0.95Zr0.05)3 

(Si0.9Al0.1)C2 
Xe23+ 92 2.5 × 1013 8 20 

Irradiation hardening to 

22 GPa; saturation after 

3.2 dpa 

[203]  

(Zr0.5Ti0.5)3Al

C2 
H+ 2  0.01 

–0.79 

400 

–600 

Defect recovery above 

400 °C 
[235] 

Cr2AlC Xe2+ 0.34 6 × 1014 2.7 20 

Full phase 

decomposition to 

MX 

[236] 

 Au 1 1 × 1016 94 20 
Full phase 

decomposition to MX 
[237] 
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Phase Species 
𝐸  

(MeV) 

𝑓  

(cm–2) 

Dose 

(dpa) 
𝑇 (°C) Key observations Ref. 

Cr2GeC Xe2+ 0.34 1.5 × 1014 0.81 20 Full amorphisation [236] 

Nb4AlC3 H+ 2  0.01 

–0.79 

400 

–600 

Defect recovery above 

600 °C 
[235] 

Ti2AlC n LWR 3.4 × 1020 0.1 360(25) 

Dislocation loops; 

black spots; electrical 

resistivity increase 

[238] 

 n LWR 3.4 × 1020 0.1 695(25) 

Dislocation loops; 

electrical resistivity 

increase 

[238] 

 Au 1 2 × 1016 165 20 

Stacking faults; nano–

TiC formation; β–

transformation 

[239] 

 Au 1 2 × 1016 83  
MAX to HCP–γ (S–S) 

to FCC (SS) phase 

transformation 

[240] 

Ti2AlN n LWR 3.4 × 1020 0.1 
360(25)–

695(25) 

Electrical resistivity 

increase, 36wt.% 

Ti4AlN3 formation 

[238] 

 Au 1 2 × 1016 89  
MAX to HCP–γ (S–S) 

to FCC (S–S) phase 

transformation 

[240] 

 He 70 1 × 1018 7.5 20 
Phase transformation 

begins below 1.1 dpa 
[241] 

Ti2AlNx–

(Ti,Al)N film 
Ar2+ 0.1  12  

Slight anisotropic 

lattice parameter 

changes 

[242] 

Ti3(Al0.5Si0.5)

C2 
Xe 2  0.15  Atomic disorder [243] 

Ti3(Si0.95Al0.05

)C2 
Xe23+ 92 4.5 × 1013 14.6 20 

Irradiation hardening to 

20 GPa; saturation after 

3.2 dpa 

[203] 

Ti3AlC2 n LWR 3.4 × 1020 0.1 
360(25)–

695(25) 

Dislocation loops; 

electrical resistivity 

increase 

[238] 

 He 0.5 1 × 1018 52  He bubbles; dislocation 

loops  
[244] 

 
Kr2+, 

Xe2+ 
1 6.25 × 1015 25 20 Minor amorphisation [245] 

 Xe26+ 7 2–4 × 1015 6 20, 600 
β–transformation at 2 × 

1015 
[246] 

 Ar2+ 0.24 1.5 × 1015 1.7  A–layer disorder, 

annealing from 600 °C 
[236] 

 He 0.05  31 20 

Antisite basal defects 

destroy nanolamellar 

structure; Frank loops, 

stacking faults; β–

transition at 2.61 dpa 

[247] 

 Au 1 4 × 1016 300 20 

Full phase 

transformation to FCC 

(S–S) 

[248] 
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Phase Species 
𝐸  

(MeV) 

𝑓  

(cm–2) 

Dose 

(dpa) 
𝑇 (°C) Key observations Ref. 

 He 0.05 1 × 1018 52  
Spherical and elongated 

bubbles, faulting zone, 

atomic disorder 

[249] 

 He 0.2  5.5 500 A–layer disorder [250] 

 H+ 1.5 1.44 × 1018 0.1 350 
c–axis expansion, a–

axis contraction 
[251] 

Ti3Si0.9Al0.1C2 Kr20+ 74 1 × 1015 3.25 20, 500 

Hardness increase, 

annealed at 800 °C; β–

transformation 

[243] 

 Xe23+ 92 1 × 1015 4 
20, 300, 

500 

Hardness increase, 

annealed at 800 °C; β–

transformation 

[243] 

Ti3SiC2 Xe 930 1 × 1018 0.01 20 

c–axis expansion, a–

axis contraction, minor 

amorphisation, black 

spots 

[252] 

 Au 4 1 × 1018 
0.05, 

4.3 
20 

c–axis expansion, a–

axis contraction, black 

spots 

[252] 

 Kr 74 1 × 1018 0.08 20, 500 

c–axis expansion, a–

axis contraction, black 

spots 

[252] 

 Xe 92 1 × 1018 0.22 20, 300 

c–axis expansion, a–

axis contraction, minor 

amorphisation, black 

spots 

[252] 

 
Kr2+, 

Xe2+ 
1 6.25 × 1015 25 20 Black spots [245] 

 Xe26+ 7 2–4 × 1015 6 20, 600 Minor amorphisation [246] 

 I2+ 2 3 × 1015 10.3 200 

Phase decomposition 

(partial); microcracks at 

grain boundaries; 

annealing of strain at 

500–800 °C 

[253] 

 Xe 90    Grain boundary 

sputtering 
[211] 

 H+ 1.5 1.44 × 1018 0.1 350 
c–axis expansion, a–

axis contraction 
[251] 

Ti3SiC2 (CG) n LWR 3.4 × 1020 0.1 
360(25)– 

695(25) 

Electrical resistivity 

increase 
[238] 

Ti3SiC2 (FG) n LWR 3.4 × 1020 0.1 
360(25)– 

695(25) 

Electrical resistivity 

increase 
[238] 

Ti4AlN3 Au 1 2 × 1016 80  
MAX to HCP–γ (S–S) 

to FCC (S–S) phase 

transformation 

[240] 

 He 70 1 × 1018 7.5 20 
Phase transformation 

begins below 1.1 dpa 
[241] 

V2AlC Au 1 1 × 1016 80 20 
FCC (S–S) 

transformation 
[237] 

Zr3AlC2 H+ 2  0.01 

–0.79 

400 

–600 

Defect recovery above 

400 °C 
[235] 
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As an approximation, dpa is used to compare radiation damage levels and response 

in ceramics such as MAX phases, as in other materials. However, the dpa value 

depends on a knowledge of the individual threshold displacement energies of atoms 

in a lattice. Accurate calculations for ceramics under neutron irradiation require in 

depth molecular dynamics simulations, like experimental data on neutron damage 

in ceramics such as MAX phases are limited. As a workaround, many neutron 

irradiation studies on MAX phases have used the silicon carbide damage cross–

sections reported by Heinisch et al. in 2004 [254] – assumed to be a reasonable 

analogue due to the bonding similarities to MAX phase TiC – in conjunction with 

relevant neutron spectra to calculate dpa values in SiC. However, this analogy is 

not perfect and is therefore not entirely respective of the cross–sections in a Ti–

based MAX phase.  

Fig. 3.5 – Irradiation induced phase transformation: X–ray diffraction (XRD) scans of Ti3Si0.9Al0.1C2 irradiated 

with 92 MeV Xe+23 ions to 1 × 1015 ions cm–2 at room temperature (RT), 300 °C and 500 °C. Peaks due to the 

original α–MAX phase and end–state β–polymorph are identified on the RT scan. Note the increasing basal 

peak shift to lower 2θ values at decreasing temperatures, indicated for the 0008 peak by a vertical line, which 

corresponds to an increase in c–lattice parameter. Reproduced from Nuclear Instruments and Methods in 

Physics Research, Section B: Beam Interactions with Materials and Atoms, 268, 5, X. Liu et al., XRD 

investigation of ion irradiated Ti3Si0.90Al0.10C2, p. 506–512, Copyright (2010), with permission from Elsevier 

[270]. 
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In ceramics, where covalent bonds often dominate physical property contributions, 

irradiation induced structural modifications, such as point–defect formation, phase 

transformation, amorphisation and decomposition, are common. For light ions, or 

heavier ions with low energies (< 1 MeV/u), electronic interactions in a target 

material are responsible for much of the energy transfer, resulting in many of these 

structural changes. Crystalline materials exposed to energetic particle radiation will 

generally undergo atomic disorder and, eventually, amorphisation. This is down to 

a combination of knock–on damage, radiolysis and, in the case of neutron 

bombardment, activation. Many MAX phases studied under irradiation have shown 

remarkable resistance to amorphisation, even at extremely high damage levels 

[234].  

3.11.1 Modelling 

The onset of radiation damage in MAX phases involves the production copious 

point defects [247]. Middleburgh et al. and Zhao et al. have calculated the isolated 

point defect formation energies (EF) in Ti3AlC2 and Ti3SiC2 using DFT.  

However, the results differed greatly as Middleburgh et al.’s work did not consider 

chemical potential elemental variations [215]. Xiao et al. then proceeded to 

investigate bound defects, so the stoichiometry remains constant during the 

simulation [217]. Their results were correlated with previous modelling work by 

including isolated defect values Table 3.2. It was found that the MA – AM antisite 

and the C–Frenkel pair (CFP) interstitial in select 211 phases have the lowest 

formation energies and are therefore the most likely to form.  

Zhang et al. later confirmed that the MA – AM antisite had the lowest EF in Ti3SiC2 

[255]. Xiao et al. suggested (seconded by Zhao et al. [256]) that a higher irradiation 

tolerance of Ti3AlC2 compared with Ti3SiC2 was likely due to the lower migration 

barrier energy of the MX – XM antisite (despite being the antisite with the highest 

formation energy in all MAX phases, thereby being unlikely to remain post–

irradiation) [217]. However, the neutron irradiation work by Tallman et al., showing 

higher lattice instabilities in Ti3AlC2 than Ti3SiC2 at 350 °C and below, as well as 
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the heavy ion irradiations performed by Huang et al. at 600 °C, are in direct contrast 

with these claims [238], [246], [257].   

Middleburgh et al. claimed that the C and Ti interstitials will have the most impact 

following irradiation of Ti3SiC2, due to the defects’ low energy state and mobility 

[215]. However, the migration and recombination of Si interstitials are, 

theoretically, energetically inexpensive. For Ti3AlC2, Ti interstitial defects are 

thought to be dominant due to enhanced migration – although no experimental data 

exists to confirm this.  

Nonetheless, the underlying indication is that the majority of point defects in the 

MAX phases studied are likely to be A– or X–based. DFT investigations by Wang 

et al. have indicated that Ti2AlC is stable up to an Al deficiency of 50%, as a result 

of copious A–site vacancies, with similar reports for Ti3SiC2 and Ta4AlC3 by other 

authors [258], [259]. Combined with the low migration energy barrier (< 1 eV) of 

Fig. 3.6 – Evidence of the ‘modified β–phase’: Unit cell schematics of the conventional β–polymorph (A) and 

Huang et al.’s modified β–phase (E), in which A–atoms have been replaced with M–atoms. Corresponding 

electron diffraction patterns are shown in B and F, respectively. These are compared with high–resolution TEM 

(HRTEM) micrographs and corresponding SAED patterns of Ti3SiC2 (C, G) and Ti3AlC2 (D, H), respectively, 

following 7 MeV Xe ion irradiation at room temperature to a fluence of 2 × 1015 ions cm–2. Reproduced from 

Journal of Nuclear Materials, 465, X. Liu et al., Irradiation resistance of MAX phases Ti3SiC2 and Ti3AlC2: 

Characterization and comparison, p. 640–647, Copyright (2015), with permission from Elsevier [246] 
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A–vacancies in the basal plane, this could be instrumental in enabling the diffusion 

of A–layer elements at high temperatures to potentially form protective Al2O3 scales 

on either free surfaces or in microcracks [260], [261]. It should be emphasised that 

defect calculations have only been reported for a select number of compositions, 

including Ti3SiC2, Ti3AlC2, Cr2AlC, Cr2GeC, Ti2AlC and Ti2AlN [262]. 

Investigations into the defect production and mobility in other compositions are 

notably absent from the literature. 

Fig. 3.7 – Direct observation of ion irradiation–induced phase transformations in Ti3AlC2: HAADF–STEM 

micrographs (A, B) and corresponding SAED patterns (C, D) of Ti3AlC2 irradiated with Au ions at room 

temperature to fluences of (A) 2 × 1016 cm–2 and (B) 4 × 1016 cm–2. The latter contains local examples of all 

three stages of the Ti3AlC2 – γ–(Ti3Al)C2 – FCC–(Ti3Al)C2 phase transformation, indicated by coloured boxes. 

Reproduced from Applied Physics Reviews, 7, 4, C. Wang et al., Radiation effects in Mn+1AXn phases, p. 1–28, 

Copyright (2020), with permission from AIP Publishing [265]. 
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3.11.2 Experimental Observations 

Like many industrial ceramics, such as SiC and metal oxides, MAX phases undergo 

anisotropic unit cell expansion during irradiation [96], [97], [263], [264]. The vast 

majority of studies report a decrease in a–lattice parameter and increase in c–lattice 

parameter, regardless of flux, fluence, temperature or irradiation specie [265]. 

These instabilities, observed even at doses as low as 50 mdpa, are thought to be a 

result of the formation of a combination of defects. These are X–site Frenkel 

defects, leading to an increase in both a– and c–lattice parameters, and MA–AM 

antisites, which lead to a decrease in a– and increase in c–lattice parameter [235], 

[251]. Both neutron and ion irradiation studies report similar qualitative anisotropic 

lattice changes [211], [238], [269], [270], [243], [246], [250], [252], [257], [266]–

[268].  

Fig. 3.8 – Amorphisation resistance in Ti3AlC2 and Cr2AlC: XRD diffractograms of (A) Ti3AlC2 at fluences 

from 0 (virgin) to 4 × 1016 Au ions cm–2 and (B) Cr2AlC at fluences ranging from 0 to 5 × 1015 Au ions cm–2. 

Peaks identified as the FCC–(Mn+1A)Xn phase have been indicated by triangles. Note the almost total loss of 

crystallinity, indicated by a disappearance of all well–defined peaks, in Cr2AlC at an order of magnitude lower 

fluence than Ti3AlC2, which is still partially crystalline. Reproduced from Applied Physics Reviews, 7, 4, C. 

Wang et al., Radiation effects in Mn+1AXn phases, p. 1–28, Copyright (2020), with permission from AIP 

Publishing [265]. 
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These lattice evolutions cause anisotropic microstrain which leads to cracks, 

especially at grain boundaries, and is particularly evident at low temperatures, 

where defect migration and recombination is supressed. This has been reported 

following neutron irradiation by Tallman et al. [257], heavy ion irradiation by Clark 

et al. [271], proton irradiation by Ward et al. [251] and others [252], [271]–[273]. 

At higher temperatures (> 700 °C), where irradiation–induced lattice strains are 

reduced, microcracks are also supressed to an extent. In addition to lattice parameter 

instabilities, the formation of defects reduces the mobility of dislocations, both pre–

existing and irradiation–induced, which causes hardening of the microstructure, as 

observed in several studies [271], [272], [274], [275].  

3.11.3 Heavy Ions 

The first irradiation resistance assessment of MAX phases was performed by Nappe 

et al. in 2009, with heavy ion irradiations of Ti3SiC2 at room temperature to various 

fluences [211]. 4 MeV Au ions led to amorphisation at high fluences (1015 cm–2), 

whilst 90 MeV Xe23+ ions led to the characteristic anisotropic lattice parameter 

changes (c–axis expansion; a–axis contraction) at low fluence, evolving into grain 

boundary cracking and amorphisation at higher fluence. The same authors then 

studied the effect of increasing temperature on heavy ion radiation damage in 

Ti3SiC2, at 200 °C and 500 °C. The lattice parameter changes were found to be less 

severe at higher temperatures [252], [269]. It was also concluded that nuclear 

interactions (rather than electronic as previously thought) were responsible for the 

changes.  

Liu et al. irradiated Ti3Si0.9Al0.1C2 with 92 MeV Xe+2 ions to 1 × 1015 ions cm–2, 

resulting in 3.25 dpa at a depth of 7.5 µm, at room temperature, 300 °C, and 500 °C 

[270]. XRD showed significant peak shifts in all irradiated sample patterns, relating 

to an expansion of the c–parameter. It was speculated that an α– to β–phase 

transformation – i.e. a lateral shift of the A–layer stacking (see Fig. 3.2), may have 

occurred during irradiation, potentially seen in an 0008 XRD reflection shift at 

room temperature post–irradiation (Fig. 3.5). However, the lattice parameter shift 

this would relate to (9.3% increase) is so severe that cracking of the MAX phase 
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would likely have been extensive. As no cracking was observed, this shift is 

uncertain.  

Huang et al. reported the formation of β–phase at room temperature, following 

irradiation of Ti3SiC2 and Ti3AlC2 with 7 MeV Xe+ ions, using a combination of 

XRD, selected area electron diffraction (SAED) and simulated electron diffraction 

patterns for analysis [246]. They modified the β–phase unit cell to include Ti atoms 

in the A atom site (suggested by Yang et al. to cause the phase transformation [247]). 

The similarities between the SAED patterns of the modified β–phase and the 

Fig. 3.9 – Decomposition and transformations in irradiated MAX phases: The proposed mechanisms for high 

temperature phase decomposition (A), showing diffusion and loss of the A–layer (B), X–site rearrangement, 

and void formation (C), resulting in the formation of FCC–Mn+1Xn (D); and proposed ion irradiation induced 

transformations from α–Mn+1AXn – β–Mn+1AXn – γ–(Mn+1A)Xn – FCC–(Mn+1A)Xn (E – H, respectively). 

Reproduced from Applied Physics Reviews, 7, 4, C. Wang et al., Radiation effects in Mn+1AXn phases, p. 1–28, 

Copyright (2020), with permission from AIP Publishing [265]. 
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irradiated Ti3SiC2 and Ti3AlC2 suggest the formation did indeed occur, as seen in 

Fig. 3.6. 

However, the β–phase was not identified in all XRD refinements, including at room 

temperature. As the β–phase was absent from all higher temperature irradiations 

(300 and 500 °C) – suggested to be due to the higher Si mobility causing migration 

from the 2d to the 2b Wyckoff position (see Fig. 3.6), no distinct correlation 

between the phase transformation and irradiation temperature can be made. To take 

this further, it was speculated that Huang et al. may have misidentified the β–phase 

– more recent irradiations, performed by Liu et al. with 1.1 MeV C+ on Ti2AlC at 

room temperature and 600 °C (to various fluences), produced similar SAED 

patterns as those of irradiated Ti3AlC2. Additionally, the layered structure, post–

irradiation, is similar.  

Ward et al. also pointed out that the accumulation of point defects in 312 MAX 

phases will cause a shift in structure factors, leading to a change in XRD reflection 

intensities – subsequently providing a better fitting for the observed intensity 

changes in previous XRD spectra of irradiated MAX phases [238], [246], [257], 

Fig. 3.10 – Dislocation loops in irradiated MAX phases: Ti3AlC2 following neutron irradiation to 0.1 dpa at 

360 °C, with basal dislocation loops visible in TEM micrographs as viewed down the (112̅0) (A) and (0001) 

(B) zone axes. Reproduced from Acta Materialia, 85, D. Tallman et al., Effect of neutron irradiation on select 

MAX phases, p. 132–143, Copyright (2015), with permission from Elsevier [238]. 
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[271]. Further evidence that point defects are likely responsible for lattice parameter 

changes in 211 phases was provided by Wang et al. and Huang et al., who showed 

that the CrAl antisite provides the necessary characteristic lattice parameter changes 

in Cr2AlC under irradiation [237], [267].   

Wang et al. attempted to address this issue and resolve the contention over the 

radiation damage mechanisms responsible. The authors used annular bright field 

(ABF) and high–angle annular dark field scanning TEM (HAADF–STEM) to 

observe direct evidence for MA–AM antisite clusters – as predicted by theoretical 

reports in the literature [234]. Ti3AlC2 was irradiated up to 300 dpa at room 

temperature using 1 MeV Au ions. No evidence of amorphisation was observed, 

confirming an extremely high resistance to irradiation. However, rather than the 

phase decomposition to a face–centred cubic (FCC) TiC phase, as reported by 

several prior authors, Wang et al. observed a full transformation of the Ti3AlC2 

matrix to a solid–solution FCC–(Ti3Al)C2 rock salt–like phase, via an intermediary 

solid solution hexagonal close–packed (HCP) (Ti3Al)C2 phase after < 2.3 dpa. 

Some of their observations can be seen in Fig. 3.7. 

The authors proposed that the accumulation of MA–AM antisites and radiation 

induced redistribution of X–atoms forms the solid–solution γ–(Mn+1A)Xn phase, 

from the initial Mn+1AXn. This structure remains HCP, albeit with an increase in a– 

and c–lattice parameters. Observations in the literature of an expansion in the c–

axis and contraction in the a–axis, with an overall volume expansion, can then be 

explained by the formation of CFP defects and A vacancies, or otherwise out–

diffusion of Al from the MAX structure during irradiation, leading to an overall 

decrease in the a–lattice parameter. Interestingly, a similar γ–(Mn+1A)Xn structure 

was first observed during the crystallisation of Cr2AlC from Cr–Al–C amorphous 

coatings in 2011, by Abdulkadhim et al. [276], suggesting the initial phase 

transformation may be reversible.  

As the irradiation fluence was increased, bringing the Ti3AlC2 irradiation dose to > 

150 dpa, Wang. et al. observed a further phase transformation to an FCC–

(Mn+1A)Xn structure, with lattice parameters smaller than those of the precursor MX 
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carbides or nitrides. Evidence of this transformation was reported by the same 

authors in an earlier study, using XRD scans to identify FCC phase, as shown in 

Fig. 3.8. This was explained through dislocation dissociations introducing copious 

stacking faults, resulting in a phase transformation to the FCC symmetry above a 

threshold fault density. The authors concluded that, because no evidence of Al out–

diffusion was observed, even to very high damage levels (in fact, the Ti:Al ratio at 

300 dpa was identical to the virgin Ti3AlC2), and the irradiations were all performed 

at room temperature, the phase transformation could only be irradiation–induced. 

Incidentally, it was proposed that previous reports of irradiation–induced phase 

decomposition are erroneous.  

However, this was perhaps premature, as the effect of temperature was excluded 

from Wang et al.’s discussion. It is likely, after all, that synergistic relations between 

temperature and radiation damage affect the rate or extent of atomic disordering 

and even phase decomposition and will, therefore, affect the Mn+1AXn → γ–

(Mn+1A)Xn → FCC–(Mn+1A)Xn transformation. Equally, whilst the author’s 

irradiations were performed with no external heating, local beam heating due to 

damage cascades will likely encourage defect mobility, especially at high dose 

rates. Of course, short of fully characterising the end–point FCC phases reported by 

previous authors, this matter can only be settled by extending similar observations 

to high temperature irradiations. It must be emphasised at this point that the phase 

transformation described begins at < 2.3 dpa, at which point the nanolaminar MAX 

structure has already transformed to the γ–(Mn+1A)Xn. Then, it isn’t until ~150 dpa 

that the γ–(Mn+1A)Xn → FCC–(Mn+1A)Xn transformation occurs. As such, strictly 

speaking it is γ–(Ti3Al)C2 and FCC–(Ti3Al)C2, rather than the Ti3AlC2, that display 

excellent resistance to amorphisation. 

According to theoretical predictions and experimental characterisation by Bugnet 

et al., the end structure after the irradiation–induced phase transformation of 

Ti3AlC2 at a dose of 2 dpa is FCC–Ti(Al0.33C0.67), rather than FCC–(Ti3Al)C2 [136]. 

However, without direct observational evidence of this and in light of the report of 

the intermediary γ–(Mn+1A)Xn structure at low fluences, not to mention the similar 

lattice parameters of both phases, it is possible that the authors’ model was 
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incorrect. Nonetheless, their research provided one of the first reliable analysis on 

antisite formation in MAX phases.  

Based on these observations, the proposed irradiation–induced transformation 

pathway for MAX phases at room temperature is: 

1. Point defects, primarily Frenkel pairs, are produced in large quantities by 

radiation damage cascades. 

2. Defect migration and copious MA–AM antisite formation triggers a shearing 

of the relatively loosely bound A–layer to form a β–Mn+1AXn phase – a 

polymorph of the conventional α–Mn+1AXn. This assumes the target 

material begins in the α–phase. 

3. Atoms in the X–site are redistributed during irradiation due to changes in 

local bonding structure and a low threshold migration energy. 

4. A solid–solution HCP γ–(Mn+1A)Xn phase is formed due to the 

accumulation of sufficient antisites and full redistribution of X–atoms into 

a metastable configuration. 

5. Further radiation damage–induced dislocations in the basal plane dissociate 

to form basal stacking faults. 

6. Above a critical density of stacking faults, a transition to a solid–solution 

FCC–(Mn+1A)Xn phase is triggered. 

A schematic of this transformation pathway, alongside an often–proposed 

decomposition mechanism, is displayed in Fig. 3.9. Ample evidence for the 

Mn+1AXn → γ–(Mn+1A)Xn → FCC–(Mn+1A)Xn transformation exists elsewhere in 

the literature in the form of XRD, SAED and HRTEM observations for Ti2AlC, 

Cr2AlC, Ti2AlN, V2AlC, Ti3AlC2, Ti3SiC2 and Ti4AlC3 [236], [237], [239], [240], 

[246], [247], however the effect of temperature has not been addressed in detail.  

Evidence of an α–β phase transformation has been observed by Liu et al. for 

Ti3Si0.9Al0.1C2 irradiated with 92 MeV Xe ions, as well as by Deng et al. in Ti3AlC2 

after 1 MeV C4+ irradiation [270], [277]. Whether this is a result of an increase in 

A–vacancies or an effect of radiolysis, is unknown. However, these reports are 

unique in the literature on irradiated MAX phases. Due to the low formation energy 
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of antisites, coupled with high mobility of A–layer atoms along the basal plane, it 

is likely that the α – β – γ–(Mn+1A)Xn transition occurs concurrently. Therefore, it 

is possible that the lack of common observation of the β–phase is either because it 

was missed due to the narrow fluence margin of formation, or that its relative 

abundance was below detection limits in XRD.  

However, an important takeaway from the α → β → γ–(Mn+1A)Xn → FCC–

(Mn+1A)Xn irradiation–induced transformation model is the current lack of neutron 

irradiation data to support it. After all, the purpose of ion irradiations of this sort is 

to emulate nuclear reactor environments which involve high energy neutrons. If this 

transformation pathway is unique to heavy ion irradiations, then its applicability to 

the simulation of neutron damage becomes rather limited.  

Fig. 3.11 – Phase transformations in Cr2AlC and Cr2GeC: TEM micrographs and associated SAED patterns of 

(A) Cr2AlC and (B) Cr2GeC, after irradiation with Xe ions to fluences of 1 × 1014 cm–2 and 5 × 1013 cm–2, 

respectively. Note the variation in the diffuse amorphous ring appearing in both figures, as well as the difference 

in fluence, indicating a considerably lower amorphisation resistance of Cr2GeC. Reproduced from Journal of 

Nuclear Materials, 441, 1–3, M. Bugnet et al., Chemically sensitive amorphization process in the 

nanolaminated Cr2AC (A = Al or Ge) system from TEM in–situ irradiation, p. 133–147, Copyright (2013), with 

permission from Elsevier [236]. 
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3.11.4 Neutrons 

Tallman et al. studied neutron irradiation of Ti3AlC2, Ti2AlC, Ti3SiC2 and Ti2AlN 

to 0.1 dpa at 360 and 695 °C [238]. At the lower temperature, similar anisotropic 

lattice parameter changes to the literature (observed with XRD), as well as an 

increase in the intensity of XRD reflections associated with impurity MX binaries 

observed in the virgin material, were found for all samples. However, Ti3AlC2 

displayed an unprecedented increase in TiC – far higher than the other samples, (1.9 

wt.% to 52.6 wt.% and 44.8 wt.%, for low and high temperature irradiations, 

respectively). It was suggested that the removal of the A–layer is responsible for 

this, although it is unknown why the change was so drastic.  

Using TEM, the presence of dislocation loops and anisotropic lattice parameter 

changes have been confirmed at low temperature for high fluence neutron and 

heavy ion irradiations by Ang et al., Zhang et al., Huang et al., Liu et al. and Whittle 

et al. [245], [253], [266], [267], [270]. Nappe et al. reported ‘black dots’ in images 

of the layered structure of heavy ion irradiated Ti3SiC2 (3 dpa, 950 °C) [252], [269]. 

It was suggested that these were evidence of Frenkel pair or loop agglomerations – 

inspired by Le Flem et al.’s work, in which dark region perturbations in the layered 

structure were observed in room temperature, 92 MeV Xe, 0.15 dpa irradiated 

Ti3(Al, Si)C2 (4.5 × 109 ions cm–2 s–1) [243]. Equally, both works reported 

characteristic anisotropic lattice parameter changes. However, the TEM structures 

observed differed slightly across the studies: the higher damage samples from 

Nappe displayed stacking changes which are not present in Le Flem’s low dose 

irradiations, in which it was suggested that the features could be clusters of 

interstitials or loops (< 3 nm in size). Unfortunately, no correlation was possible 

between fluence and loop density due to the unknown sample thicknesses. 

Yang et al. irradiated Ti3AlC2 with 70 keV He ions to 13.7 dpa at room temperature 

and reported a structural change from HCP MAX phase (P63/mmc) to cubic (Fm3m) 

[278]. A change in stacking sequence was observed at 3 dpa, which was not seen in 

lower dose samples. This correlates well with the reports by Le Flem et al. and 

suggests that a stacking change occurs at high damage levels. Incidentally, this 
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indicates that stacking changes are not responsible for the anisotropic lattice 

parameter changes.  

Tallman et al. reported similar defect structures as Le Flem et al., although 

considerably larger, in TEM investigations of neutron irradiated Ti3AlC2 (Fig. 3.10) 

[238]. The increased size of the structures could be due to the longer irradiation 

time, allowing increased diffusion of point defects into clusters and dislocation 

loops. Further TEM investigations by Tallman et al. revealed a burgers vector of 

the loops to be b = ½[0001] [279].  

TEM analysis of Ti2AlC irradiated with pressurised water reactor (PWR) neutrons 

up to 10 dpa at 1000 °C revealed needle like precipitates, suggesting a level of phase 

decomposition not seen in other irradiations [280]. Whether this was due to 

radiation damage, thermal effects at high temperature or a combination of the two 

is unclear. In more recent irradiations, Tallman et al. reported significantly less 

decomposition (to TiC) at ~0.14 dpa (114 and 735 °C), ~1.6 dpa and ~3.4 dpa at 

~735 °C [279]. These irradiations showed negligible lattice parameter changes at 

temperatures above 700 °C. 

3.11.5 Light Ions 

In addition to heavy ions, such as Au, Kr and Xe, MAX phases such as Ti3AlC2 

have also shown excellent amorphisation resistance to light ion (such as H or He) 

irradiation.  

The first proton irradiations of MAX phases were performed by Ward et al. in 2018. 

Ti3SiC2 and Ti3AlC2 were irradiated with 1.5 MeV protons at 350 °C to 0.1 dpa 

(1.438 × 1018 protons cm–2), at a dose rate of 4.57 × 10–6 dpa s–1. Both materials 

developed characteristic expansions of the c–lattice parameter and slight 

contractions in the a–parameter, as shown in Fig. 3.12, along with extensive 

microcracking at grain boundaries. Additionally, an increase in FCC phase, 

presumed to be either TiC or a solid solution FCC–(Ti3Al/Si)C2 phase, was 

observed with XRD. The effects were more pronounced for Ti3AlC2, indicating a 

lower resistance to damage. That said, HAADF–STEM analysis showed no loss in 
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the nanolaminated structure following irradiation, representing a resistance to 

amorphisation. As with heavy ion irradiation, it is assumed that MA–AM antisite 

formation was responsible for the observed lattice instabilities, supported by defect 

formation and mobility DFT calculations [251]. 

In a later study of the same materials, but with 2 MeV protons and at 350–600 °C, 

Ward et al. reported lattice strain following an inverse linear trend with irradiation 

temperature, indicating lattice defect mobility induced recovery [281]. As well as 

undergoing higher lattice strain, Ti3AlC2 showed a significantly weaker lattice 

recovery response with irradiation temperature, compared to Ti3SiC2. The authors 

extrapolated the temperature versus c–parameter strain relation, estimating 

threshold recovery temperatures of ~685 °C and ~1050 °C for Ti3SiC2 and Ti3AlC2, 

respectively. Additionally, at 350 °C and 5.4 × 10–6 dpa s–1 the Ti3AlC2 samples 

underwent bulk mechanical exfoliation of the target region during irradiation – with 

failure occurring the Bragg peak. It is possible that the trapping and accumulation 

of hydrogen caused the exfoliation, due to a more sluggish diffusion of protons in 

the Ti3AlC2 lattice. However, more investigation is required for this to be 

confirmed. 

Fig. 3.12 – Comparisons of lattice instabilities in Ti3SiC2 and Ti3AlC2 following various irradiation conditions. 

The references [i–v] are [238], [251], [257], [266], [467], respectively. 
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As discussed in section 2.2.3 (Chapter 2), an understanding of the diffusion, 

retention, and agglomeration of He in MAX phases and the effects of these 

mechanisms on material properties is important for successful utilisation in 

demanding environments.  

Jia et al. modelled the effect of He impurities in Ti3SiC2, finding that He segregates 

near Si planes, weakening cohesion between Si–Ti layers and potentially leading to 

delamination [282]. Additionally, it was found that two He atoms can occupy a 

single Si vacancy site in a dumbbell formation, resulting in enhanced lattice strain. 

This was validated by Zhang et al. in 2015, who performed similar simulations for 

Ti3SiC2, but over a variety of temperatures, finding a threshold for He impurity 

mobility and diffusion, leading to damage annealing at temperatures above ~300 °C 

[283]. Similar results for Ti3SiC2 were reported by Song et al., who predicted a 

preferential agglomeration of He atoms in the Si layer, which is supressed beyond 

clustering of 7 He atoms above ~500 °C, corresponding to a lattice volume 

expansion of around 2% [284]. Similar behaviour is expected in Ti3AlC2, in which 

He atoms are reported to prefer to reside in the basal plane, with Al vacancies posing 

as favourable trapping sites over Ti or C [285]. This supports observations of the 

formation of He platelet bubbles in Ti3AlC2 under irradiation. Additionally, 

spherical bubbles were predicted to form due to He trapping in C vacancy sites – 

explaining the various bubble morphologies seen later in experimental He+ 

irradiations of MAX phases (e.g. [244], [286]).  

Yang et al. took this further, showing an anisotropic diffusion preference of H and 

He impurities in Ti3AlC2 – along the c–axis, whilst preferentially occupying 

octahedral interstitial sites [287]. Liu et al. partially confirmed this in similar first–

principles calculations, showing that H and He occupied tetrahedral and octahedral 

interstitial sites respectively, in pristine Ti3AlC2 [288]. It was also found that He 

agglomeration suppresses further aggregation of H atoms, a potentially desirable 

mechanism for the suppression of tritium fuel retention in fusion materials.  

In MAX phases exposed to He+ ion irradiation at high fluence, the formation of 

spherical and lenticular bubbles in the basal plane has been observed empirically 
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by several authors in the literature, including during in–situ TEM He+ ion 

irradiation [244], [273], [274], [289]. In contrast to radiation damage effects 

discussed previously, in which recovery is promoted at high temperatures, He 

bubbles grow in size at increasing temperatures due to the enhanced mobility of He 

atoms [244]. Whilst these bubbles are primarily observed in the basal plane, they 

also coalesce at grain boundaries, thought to be due to the presence of misfit 

dislocations acting as nucleation sites [290]. The primary issue with He bubbles is 

their deleterious effect on bulk mechanical properties which, at high concentrations, 

can lead to subsurface blistering and even bulk exfoliation near the peak 

implantation depth [249]. This could be similar to the 2 MeV proton irradiation–

induced exfoliation of Ti3AlC2 observed by Ward et al. [251]. 

Wang et al. reported spherical and string–like He bubble formation at low fluence 

(8 × 1016 cm–2) 50 keV He+ irradiation of Ti3AlC2 at room temperature, with 

significant lattice disorder (although no amorphisation) and even surface exfoliation 

at higher fluence (1 × 1018 cm–2) [249]. Patel et al. irradiated Ti3AlC2 with 200 keV 

He ions to 2 × 1017 ions cm–2 (14 at.%) at 500 °C, reporting characteristic MAX 

phase lattice strain [250]. He bubbles (< 1 nm diameter) were also found, whilst 

XRD observations suggested that the retention of He caused A–layer disorder, as 

with the previous room temperature study by Wang et al. [249]. TEM specimens 

were prepared using both tripod polishing and FIB from a similar damage region, 

with both techniques producing the same observations – ruling out preparation 

induced damage mechanisms. 

Similar effects were reported during 400 keV He+ irradiation of Ti3AlC2 at room 

temperature and 500 °C, up to a fluence of 2 × 1017 cm–2 [286]. Lattice disorder, 

surface cracking, and exfoliation were observed following irradiation, with the 

cracks found to grow along the (101̅0) plane – attributed to a–parameter 

contraction. The surfacing blistering is believed to be due to the agglomeration of 

pressurised He bubbles near the surface, leading to extensive delamination of the 

lattice. Whilst similar surface effects to those reported by Wang et al. were 

observed, their study used He ions with significantly lower energy (50 compared 

with 400 keV), at room temperature and an order of magnitude higher fluence (1 × 
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1018 cm–2). Irradiation energy, temperature and fluence are therefore critical factors 

in MAX phases under light ion irradiation. 

Song et al. then irradiated Ti3AlC2 with 500 keV He+ ions at room temperature, 300 

and 500 °C to between 5 × 1016 and 1 × 1018 cm–2 (~6.4 × 105 appm, ~52 dpa) [244]. 

As in Wang et al.’s study, spherical and string–like He bubbles were observed with 

TEM, despite the order of magnitude higher ion energy. Zhang et al. performed 110 

keV He+ irradiations of Ti3SiC2 to between 5 × 1015 and 1 × 1017 cm–2, at room 

temperature and 450 °C [291], [292]. He bubble–induced displacement of adjacent 

Si atoms was found to induce a structural transformation to large grain crystalline 

TiC at annealing temperatures above 900 °C. Despite this, significant damage 

recovery was found at mid–range temperatures. 

3.11.6 Temperature Effects  

At higher temperatures (> 700 °C), both neutron and heavy ion irradiation studies 

have shown significantly reduced lattice parameter changes [238], [271]. 

Middleburgh et al. suggested this is due to higher thermal energies allowing 

mobility of defects, leading to annihilation or migration to grain boundaries [215]. 

If the conditions are right, this recovery can be comparable to the defect production 

rate, leading to an equilibrium in which the fluence is, theoretically, independent of 

the final damage. Evidence for this over a range of fluence levels and temperatures 

has been seen in MAX phases in the literature [246], [250], [272], [292]–[296]. For 

example, Ti3SiC2 irradiated by 74 MeV Kr ions to 3.25 dpa showed significantly 

lower c–axis and total unit cell volume expansion at 500 °C, compared to room 

temperature [270]. Similar results were reported by Ward et al. for Ti3SiC2 and 

Ti3AlC2 under 2.5 MeV proton irradiation up to 600 °C, in which c–axis lattice 

strain reduced by a factor of five compared with that at 350 °C [281]. 

Despite the decreased lattice strains at higher irradiation temperatures, larger defect 

structures, such as basal plane dislocation loops, are reported to remain after 

medium dose levels (> 1 dpa) [279]. Tallman et al. found that average dislocation 

loop size increases and the loop number density decreases with increasing damage 
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level and temperature (~735 to ~1085 °C; 1.6–3.4 dpa) [257] –  effects which have 

not been seen in proton irradiations.  

Interestingly, post–irradiation heat treatments of MAX phases have also been 

shown to reverse the Mn+1AXn → γ–(Mn+1A)Xn → FCC–(Mn+1A)Xn transformation 

to a certain degree, as well as reducing lattice parameter strain compared with the 

virgin material. Wang et al. showed that Al atoms in Ti3AlC2 return to their original 

Mn+1AXn positions after annealing of material containing a significant proportion 

of FCC–(Ti3Al)C [265]. However, at higher fluence (4 × 1016 cm–2 compared with 

2 × 1016 cm–2), only a partial recovery was observed, indicating a dose limiting 

effect. That said, anneals were limited to 1 h and at 800 °C, so a full recovery at 

either higher temperatures or for longer treatments cannot be ruled out as a 

possibility.  

3.11.7 Compositional Effects  

Whilst a relatively limited number of reports exist on radiation damage in MAX 

phases, it is nonetheless clear that their elemental constituents of play a key role in 

the underlying mechanisms. The most studied two phases, Ti3SiC2 and Ti3AlC2, 

both show excellent resistance to amorphisation, but Ti3SiC2 undergoes phase 

transformations at a lower dose than Ti3AlC2. On the other hand, Cr2AlC and 

Cr2GeC both fully amorphise at relatively low (< 2 dpa) doses. Huang et al. 

irradiated Cr2AlC with 7 MeV Xe and 500 keV He+ ions at room temperature, 

reporting anisotropic lattice parameter changes which saturated after 1 dpa. Whilst 

the layered structure was destroyed quickly, the material’s crystallinity was still 

present up to 5.2 dpa [267]. 

First–principles calculations have had limited success in explaining compositional 

trends – Middleburgh et al. and Zhao et al. suggested that a lower MA–AM antisite 

formation energy in a particular phase would result in a higher resistance to 

irradiation [215], [256]. However, as Xiao et al. observed in subsequent 

calculations, the Cr/Al antisite formation energy in Cr2AlC (2.4 eV) is lower than 

that of the Ti/Al defect in Ti2AlC (2.52 eV), whilst Cr2AlC displays a significantly 
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lower irradiation resistance [217]. Perhaps an interplay between other defects is 

responsible for this discrepancy –requires further investigation to verify. 

The bonding state of each atom in a phase is also an important factor in the 

material’s resistance to radiation damage, as explored by Xiao et al. [217]. The 

authors, based on theoretical calculations, suggested that the covalency of M–A and 

M–X bonds can be related to amorphisation resistance due to its effect on the 

accommodation of lattice distortion. Weaker bonds indicate an increased 

susceptibility to lattice distortion and, as such, an enhanced ability to accommodate 

defects. The authors concluded that, of the compositions studied – Ti2AlC, V2AlC 

and Cr2AlC, Ti2AlC should display the highest degree of resistance to irradiation – 

something which has since been experimentally verified [237], [239]. Further 

evidence for this relationship has been provided by Bugnet et al., who have 

compared the irradiation–induced amorphisation resistance of Cr2AlC, Cr2GeC, 

Ti3SiC2 and Ti3AlC2. Ti3AlC2 and Cr2AlC show enhanced amorphisation resistance 

compared with Ti3SiC2 and Cr2GeC, respectively, with the latter containing higher 

covalency M–A and M–X bonds [236]. However, this still only represents initial 

work – validation using further compositions is required for this criterion to become 

a reliable predictor of irradiation resistance. 

In general, the higher order MAX phases, i.e., those with high values of n, show 

better structural irradiation resistance. This is exemplified by Ti2AlN, which 

undergoes a full transition to FCC whilst Ti4AlN3 only changes slightly at a fluence 

of 2 × 1016 cm–2 of 1 MeV Au+ ions at room temperature [240]. This has also been 

observed for Ti3AlC2 compared with Ti2AlC, under the same conditions [241]. If 

the Mn+1AXn → γ → FCC transformation is indeed driven by MA–AM antisite 

formation, then it follows that a lower concentration of Al in higher order Mn+1AXn 

phases would result in a reduced rate of MA–AM antisite formation and, therefore, 

a slower phase transition. Structurally, the γ and FCC phases will also vary 

according to the order of the parent Mn+1AXn phase, due to the variation in resulting 

occupancy ratios on the M, A and X sites. A higher concentration of the A–element 

results in an increased lattice distortion, due to the relative M/A atomic size 
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difference, potentially contributing to the observed decrease in stability under 

irradiation of lower order phases. 

3.11.8 Radiation Hardening 

Ion irradiations of MAX phases in the literature have resulted in significant 

microstructural hardening. In 2010, following irradiation by 92 MeV Xe ions to a 

dose of 1 × 1015 ions cm– 2, Ti3SiC2 and Ti3(Si,Al)C2 were reported to have nearly 

tripled their nanoindentation hardness values (~8 GPa to 18–21 GPa) [202]. Up to 

this point the relationship between fluence and hardness was observed to follow a 

power law, as shown in Fig. 3.13. Due to the variance in the indentation values, 

inherent due to microstructural anisotropies such as voids, impurities and grain 

orientation, the values were reported as relative, and thus used purely for the 

purpose of comparison between virgin and irradiated states. Despite this, the indents 

did not produce cracks, even after irradiation hardening. It should be noted that the 

difference in nanoindentation values between virgin and irradiated material are 

similar to the difference between bulk and thin film values, in which thin films 

appear to have higher hardness values than bulk, reported by Högberg et al. [297]. 

Marion et al. later observed a similar rate of hardening in Ti3(Si,Al)C2 and 

(Ti,Zr)3(Si,Al)C2 at the same irradiation conditions, finding a plateau in nano 

indentation hardness values (at 0.5 N) of ~20.7 GPa [203], even after increasing the 

dose to 16.6 dpa. This indicates a saturation in radiation damage, presumably due 

to an increase in resistance to amorphisation above a threshold value as a result of 

a full phase transformation. Interestingly, this threshold hardness value appeared to 

be similar for the three compositions studied. It is, therefore, possible that this value 

represents the threshold for other 312 MAX phases under 92 MeV Xe irradiation, 

but more data is required to investigate this. 

Le Flem et al. suggested in a later report, following TEM characterisations of so–

called ‘black spot’ defects in the same material following irradiation, that atomic–

scale disorder due to dislocation loops or point defect clusters are directly 

responsible for the hardness increase [243]. An increase in defects of this sort 

should reduce dislocation and basal slip mobility, therefore increasing resistance to 
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kink–band formation and other plastic deformation pathways known to 

accommodate strain in MAX phases.  

Current understanding of irradiation damage in ceramics and metals predicts a 

significant diminution in mechanical properties as a result of irradiation induced 

hardening. However, analysis of deformation mechanisms in irradiated MAX 

phases show that kink, ripplocation, and shear band formation, delamination and 

grain push–out still dominate, as in virgin material, indicating a retained ability to 

localise damage structures as opposed to crack formation and subsequent bulk 

failure [102]. This is a particularly favourable property for potential use in cladding 

or structural components in nuclear environments.  

3.11.9 Thermal Property Effects 

Due to the limited penetration depth of energetic ions in MAX phases, the effects 

of irradiation on bulk thermal properties such as conductivity remain elusive – at 

least until techniques such as transient grating spectroscopy are developed to a 

practical level [298]. For now, only neutron irradiated samples are suitable for bulk 

thermal conductivity measurements, due to the volumetric damage profiles 

produced. Very few studies have been performed on the neutron irradiation effect 

Fig. 3.13 – Irradiation hardening in MAX phases: A comparison of the relative hardness increase as a function 

of fluence for Ti3(Si0.9Al0.1)C2 exposed to 92 MeV Xe ions (triangles) and 74 MeV Kr ions (stars). Reproduced 

from Journal of Nuclear Materials, 401, 1–3, X. M. Liu et al., Nanoindentation investigation of heavy ion 

irradiated Ti3(Si,Al)C2, p. 149–153, Copyright (2010), with permission from Elsevier [468]. 
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on thermal properties of MAX phases, with only Ti3AlC2, Ti3SiC2, Ti2AlC and 

Ti2AlN the subject of analysis. Tallman et al. found that the resistivity of these 

phases was significantly reduced following 0.1 dpa neutron irradiation, thought to 

be due to the production of point defects which efficiently scatter phonons. 

Additionally, a strong correlation between resistivity and grain size was observed – 

larger grains led to a more pronounced resistivity increase, presumably due to the 

lower defect sink density [238], [257], [279]. Unsurprisingly, at increased 

temperatures, the resistivity increase was supressed whilst defect annihilation 

induced recovery increased. 

3.12 Summary 

Some MAX phases show remarkable tolerance to extreme environments, like the 

amorphisation resistance of Ti3AlC2 under heavy ion irradiation up to 300 dpa 

[248]. Others, less so. Across the board, irradiation of MAX phases by charged 

particles or neutrons causes anisotropic lattice instabilities and phase 

transformations, with instabilities more pronounced at temperatures below ~300 °C 

[299]. It is highly likely that the production of a combination of defects, primarily 

MA–AM antisites, is responsible for this. These effects are reduced at increasing 

temperatures, a trend which is seen in other irradiated ceramics and metals (see Fig. 

3.4). 

Crystallographic instabilities can be detrimental to the structural stability of a MAX 

phase component due to cracking and subsequent mechanical failure. This limits 

future nuclear applications of currently studied MAX phases to a temperature range 

of roughly 600–1300 °C, depending on the composition. The upper operating 

window region of the first wall in tokamaks, ~800 °C, should be sufficient to 

promote lattice recovery in MAX phases.  

Due to their multiscale anisotropy, one of the most important attributes of MAX 

phases in nuclear environments is microstructure. The combination of high thermal 

loads, high energy radiation flux, and corrosion, often result in crack formation and 

mechanical failure due to differential swelling. There are a few essential 
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microstructural parameters which can be optimised for the mitigation of failure. The 

first is phase purity – cubic binary carbide impurities are common in MAX phases, 

and the added anisotropy of such secondary phases, with different crystal symmetry 

and grain shape can compound differential swelling induced failure [280]. This can 

be achieved via optimisation of synthesis methods, atomic starting ratios, and even 

solid solution formation [122], [184], [300], [301]. The second is texture – the 

platelet–like MAX phase grain structure lends itself to void formation during 

synthesis of untextured samples, which can lead to transmutant gas nucleation and 

crack formation during irradiation and thermal cycling. Combined with the 

anisotropic swelling characteristic in MAX phases under irradiation, untextured 

materials are significantly more vulnerable to cracking than textured variants. 

Texturing has been achieved via magnetron sputtering of thin MAX phase films, 

which have shown enhanced resistance to mechanical failure under irradiation and 

thermal loading [302], [303]. Additionally, an increase in fracture toughness has 

been observed in textured Nb4AlC3, compared with its untextured counterpart, due 

to the suppression of crack propagation [304]. The third is grain size – this is 

essential to the performance of MAX phases in irradiating environments, as grain 

boundaries have been shown to act as point defect sinks during irradiation [279]. 

As such, a finer grain structure may be desirable for MAX phases in nuclear 

applications for radiation damage resistance. 

Despite the wealth of data on the response to extreme environments of some MAX 

phases, barely 15 of the ~155 currently known phases have been investigated in 

radiation damage studies, leaving at least 90% with unknown irradiation responses. 

Even for Ti3SiC2 and Ti3AlC2 – by far the most extensively studied, there is still 

significant radiation damage testing required before inclusion in nuclear systems 

design.  

Additionally, the vast majority (~60%) of irradiation investigations have been 

performed at room temperature, which is not relevant to even low temperature 

operational nuclear environments, despite being useful for the understanding of 

underlying radiation damage mechanisms. Equally, the damage levels in many 

studies are low (< 1 dpa), often limiting the knowledge gathered to radiation 
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damage onset mechanisms, whilst in–vessel components in DEMO are expected to 

receive up to 200 dpa in the first wall. Further high temperature investigations on 

promising MAX phases over a range of doses is required, along with the 

characterisations of as–of–yet unirradiated compositions that are compatible with 

activation considerations.  

Of course, this suggestion is rather idealistic on a practical scale – high dose 

irradiations are expensive, time consuming and only possible at a handful of 

facilities across the globe. Nevertheless, they are still considerably faster and 

cheaper than neutron irradiations of comparable doses, not to mention the 

significant reduction in activation issues that come as an additional challenge with 

neutron irradiated material.  

The effect of radiation damage on thermal conductivity in MAX phases is also of 

particular concern if they are to be considered for nuclear fusion applications. If the 

heat flux is of the order of 10 MW/m2, as expected in DEMO, a small degradation 

of thermal conductivity could be detrimental to a MAX phase component, leading 

to thermally induced decomposition, ablation, or sublimation. The practical 

difficulty in collecting this data, however, as mentioned previously, highlights the 

requirement for relevant near–surface property measurement techniques.  

Equally, a full understanding of the response of MAX phases to hydrogen, helium, 

and tritium environments, to study diffusion, retention, and the potentially corrosive 

nature of these species, is required to fully understand the response of MAX phases 

to fusion plasma environments.  

The mechanical properties of MAX phases under irradiation are currently poorly 

understood – something that must be remedied to assess their potential infusion. 

Knowledge is required on the response of MAX phases to external mechanical 

strain during irradiation, to simulate the effect of anisotropic expansion and 

contraction during thermal cycling of a tokamak. This is especially relevant if they 

are to be used as coatings on structural or high heat flux components, as proposed 

in the literature [305]–[308]. Equally, fatigue behaviour, hardening and 

embrittlement, crack propagation and mechanical failure mechanisms, as well as 
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extreme thermal shock response must be investigated at high temperature and 

irradiation dose. 

Based on the literature, MAX phases are still very much at the beginning of the 

development scale and are, therefore, highly unlikely to be at the reactor 

deployment stage in time for DEMO (assuming they are not ruled out before this). 

Whilst experiments in this thesis will make reference to the conditions in a DEMO 

reactor, the foresight is perhaps beyond DEMO–class plants to 2nd or 3rd generation 

reactors. The aim of this work is to demonstrate an efficient workflow for the 

development of designer MAX phases for nuclear fusion applications. The hope is 

for this to inspire and accelerate high–throughput research of MAX phases (or 

related materials) in the search for suitable candidates for extreme applications, 

such as in future fusion reactors. 
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Chapter 4: Experimental Methods 

4.1 Synthesis 

Despite the discovery of MAX phases in the 1960s (then known as the H–phases) 

by Jeitschko et al. [309], [310], it wasn’t until 1996 that the first composition was 

synthesised in phase pure, bulk form – Ti3SiC2. This allowed bulk mechanical, 

electrical and thermal characterisations to be undertaken, uncovering a trove of 

interesting properties [103]. The enabling process was an initial uniaxial reactive 

hot–press, followed by hot isostatic pressing to reduce SiC impurities and achieve 

99.9% density. This discovery initiated a torrent of subsequent reports on Ti3SiC2 

and other MAX phases, a process which continues to this day. 

Since then, an arsenal of synthesis methods has been built in the literature, with new 

routines reported periodically. However, the most common and established 

techniques, based on the number of reports of phase pure material, are hot pressing; 

hot isostatic pressing; pressure–less sintering; spark plasma sintering and both 

chemical and physical vapour deposition [311]. Many MAX phases will form from 

elemental powders at high temperature under an inert atmosphere, without the need 

for added pressure. However, the density of these specimens is often lower than 

A) B) C) 

Fig. 4.1 – MAX phase formation on the atomic scale: The proposed 312 MAX phase formation route, according 

to Barsoum et al. [165]: (A) Formation of FCC Mn+1Xn phase. Black/white circles are the M–atoms, small black 

circles are X–atoms. (B) A–atoms (white circles) intercalate into the MX lattice and agglomerate into single 

atom thick layers. This encourages a rearrangement of the adjoining MX atoms, representing a rotation about 

the horizontal axis of the region between the black lines. (C) The final Mn+1AXn structure, with A–layer mirror 

planes. 
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their pressure–assisted counterparts due to porosity [102], [312]. The choice of 

synthesis is, therefore, often application based. For the production of MAX phase 

powders or thin films, pressure–less synthesis methods are a relatively cost–

effective and efficient route, whereas for fully dense and/or textured bulk samples, 

often pressure–assisted synthesis is required [165], [311], [313].  

On the atomic scale, MAX phases usually form from individual constituent 

elements, present in the ratio Mn+1AXn, via a two–step process. Firstly, the M and 

X–elements react to form binary carbides and nitrides, along with respective solid 

solutions if more than one M– and/or X–element is present. It is assumed that these 

MX compounds are sub–stoichiometric in the X–element, with a ratio approaching 

Mn+1Xn, to allow subsequent Mn+1AXn formation. The second step involves the 

intercalation of the A–layer element (or elements) into the MX structure to form 

single atom thick layers, which in turn induces a slight rotation of the adjoining MX 

layers. As such, the binary MX structure undergoes a symmetry transformation 

from FCC to HCP, with the A–layers acting as basal mirror planes [102]. A 

schematic of this process is shown in Fig. 4.1. 

To reduce the reaction time required compared to a mixture of pure elements, the 

new materials reported in Manuscript 2 (Chapter 6) were synthesised from powders 

of TaC, TiC, Ti and Al. The molar ratio was then tuned depending on the desired 

Ta/Ti concentration and end stoichiometry (i.e., 211, 312, 413, etc.). One of the 

objectives of this thesis is to present an efficient MAX phase development route, 

Fig. 4.2 – Pressure–less sintering of Mn+1AXn phases: (A) Starting powders are milled with ZrO2 balls in the 

desired Mn+1AXn ratio, with a 10% excess of Al. (B) The mixture is cold pressed at 250 MPa to form a compact 

pellet (C – green square). (D) Pellets are sintered in a flowing Ar tube furnace at 1600 °C for 8 hours. 
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from prediction to advanced characterisation. As such, the high temperature 

pressure–less sintering method was chosen for synthesis trials, in which several, 

few cm sized samples can be sintered at the same time and using widely available 

equipment – see Fig. 4.2 for a schematic of the process. This represents a cost– and 

time–effective route to the production of bulk, relatively dense MAX phases from 

starting powders.  

Starting powders were all obtained from Alpha Aesar (Ward Hill, MA, USA), with 

mean particle sizes less than 63 μm (see Table 4.1 for details). The powders were 

then mixed in the desired molar ratios, with a 10% excess of Al to account for 

vaporisation during heating, before ZrO2 ball milling in plastic jars for 12 h to 

provide a homogenous mixture. Compact pellets were produced by uniaxially cold 

pressing the powders at 250 MPa. The resultant pellets were then pressure–less 

sintered inside an 82 × 31 × 18 mm Al2O3 boat, covered with an Al2O3 plate, placed 

Fig. 4.3 – Fresh out of the oven: Examples of starting powder mixtures cold pressed at 250 MPa and sintered 

for 8 hours at 1600 °C. The resulting primary MAX phases are (A) (W2/3Y1/3)2AlC2, (B) (Ta0.38Ti0.62)3Al0.81C2, 

(C) (Cr3/4Ta1/4)4AlC3, and (D) (Ta2/3Ti1/3)3AlC2. 
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inside an Al2O3 tube furnace with an inert flowing Ar atmosphere. Pure Ti powder 

was placed in an adjacent crucible upstream to the pellet, in terms of Ar flow, as a 

residual oxygen getter. The sintering was performed at 1600 °C, with a heating and 

cooling rate of 5 °C min–1 and an 8–hour dwell at the maximum temperature. After 

sintering, the densities of the samples were generally > 80% of their theoretical 

values.  

Table 4.1 – Details of source material used for synthesis. *As quoted by the manufacturer. 

Material Purity (wt.%)* 
Average particle size* 

(μm) 

TaC 99.5 44 

TiC 99.5 2 

Ti 99.5 15 

Al 99.5 15 

For Ti3AlC2, used as a reference material in Manuscript 3 (Chapter 7), bulk samples 

were obtained from Kanthal (Sandvik AB, Hallstahammar, Sweden). The material 

was synthesised via hot–pressing of pre–reacted Ti2AlC and TiC powders at 

1400 °C, with a heating rate of 500 °C h–1 for 4 h under a uniaxial pressure of ~40 

MPa. The material was 95.1 wt.% Ti3AlC2, 4.1 wt.% TiC and 0.8 wt.% Al2O3, 

according to refinements of X–ray diffraction data combined with quantitative 

SEM–EDS. The mean MAX phase grain size was 15(5) μm as measured via 

inspection of SEM micrographs, using the intercept method:  

|𝐿| =
1

(
𝑙
𝑛𝑖

)
 

Where |𝐿| is the mean grain size (in µm), 𝑙 is the length of a straight line across the 

surface (in µm) which intersects a total of 𝑛𝑖 grain boundaries. Additionally, the 

density was measured as 4.242(7) g cm–3 using the Archimedes method [314], 

which is 98.7% of the theoretical value of 4.30(3) g cm–3.  
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4.2 X–Ray Diffraction 

X–ray diffraction is a versatile bulk material analysis technique which exploits the 

constructive interference of coherent, in phase photons after scattering by atomic 

planes in ordered structures. For two in phase and parallel photons incident at an 

angle, θ, to a lattice, in which the photons are reflected by two adjacent atomic 

planes, the path difference of the reflected photons is 2𝑑 ∙ sin (𝜃), where 𝑑 is the 

separation between the atomic planes. For the case where the path difference is an 

integer multiple, 𝑛, of the wavelength of the incoming photon, 𝜆, the following 

relation can be written: 

 𝑛𝜆 = 2𝑑 ∙ sin (𝜃) ( 4.1 ) 

This is known as Bragg’s law and allows the inference of the interatomic spacing 

in materials with repeating atomic structures [315]. X–rays, which are relatively 

simple to generate and have a wavelength range (0.1–100 Å) well suited to probing 

interatomic spacings, are widely used in diffraction experiments. In laboratory 

setups, X–rays of wavelengths 0.5–1.8 Å are typically used, from sources such as 

Cu, Co, and Mo. These sources are bombarded with electrons to produce a spectrum 

of X–rays.  

Fig. 4.4 – The production of X–rays: An X–ray spectrum from a Mo target bombarded with 35 keV electrons, 

showing characteristic Kα and Kβ peaks. Reproduced with permissions from Kumar et al. [469]. 
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Characteristic X–rays are produced when an incoming electron excites an inner–

shell bound electron in a source atom. The subsequent hole left by the excited 

electron is filled by a transitioning electron from a higher energy level. This 

transition can be from, for example, an 𝐿– or 𝑀–shell to a 𝐾–shell and causes the 

emission of X–ray photons referred to as 𝐾𝛼 and 𝐾β radiation, respectively. 

Additionally, a continuous spectrum of X–rays known as bremsstrahlung is 

produced during electron bombardment, due to inelastic scattering as electrons 

interact with the electric fields of atoms without causing excitation. As such, the X–

ray spectrum from a laboratory source consists of a range of wavelengths, as shown 

in Fig. 4.4.  

To derive physical properties of a material using XRD, a sample is exposed to the 

source X–rays, with a detector placed to receive reflected photons. The incidence 

angle, 𝜃, of the X–ray beam is then varied, with detected X–rays plotted in counts 

(or intensity) against 𝜃. For crystalline materials, this results in a series of well–

defined peaks in a 1–dimensional diffractogram [316], alongside a background of 

reflected source X–rays not satisfying the Bragg diffraction condition. The angular 

positions of the peaks, representing the possible Bragg reflections, correspond to 

lattice planes in a crystalline unit cell. In this way, every phase will produce a 

fingerprint XRD pattern from which crystal symmetry, lattice parameters, atomic 

              

      

  
  

 
 
   

  
 
  

 

    

    

    
 

    
     

 

    
 
 
 
 
  
   

 
 
 
 
  
  
 
   

 
 
 
 
  
  

 

              

      

  
  

 
 
   

  
 
  

 
    

    

    
 

    
     

 

    
 
 
 
 
  
   

 
 
 
 
  
  
 
   

 
 
 
 
  
  

 

Fig. 4.5 – XRD identification of (Ta0.38Ti0.62)3Al0.81C2: A freshly sintered (Ta0.38Ti0.62)3Al0.81C2 pellet after 

milling with a TiN coated steel bit, displaying the characteristic machinability of MAX phases (A). The 

subsequent powder was collected and analysed using XRD, with the spectrum shown in B. The miller indices 

of the five highest intensity MAX phase peaks are labelled. 
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positions, occupancies and thermal displacement parameters, texture components, 

microstructural strain, and even dislocation density can be derived [116], [317]–

[321].  

It must be emphasised at this point that the attenuation of X–rays in a solid is a 

function of both incidence angle and the density of the material. As such, XRD only 

samples atomic planes in a near surface region, which is generally less than 50 µm 

for MAX phases. Even at an incidence angle of 90°, the intensity of a Cu source X–

ray beam will decrease to about a third of its original value at a depth of 62 µm in 

Ti3AlC2 (with a density of 4.26 g cm–3) [182], whilst for (Ta0.38Ti0.62)3Al0.81C2 (with 

a density of 7.34 g cm–3), it is less than 12 µm [322].  

The utilisation of XRD in this thesis is twofold. The first is in the structural and 

compositional determination of newly synthesised MAX phases and, in the case of 

(Ta0.38Ti0.62)3Al0.81C2, derivative MXenes. This involves phase identification from 

peak positions and relative intensities (see Fig. 4.5). Subsequent analytical  

Fig. 4.6 – Irradiation induced lattice instabilities: A comparison of the relative lattice strain exhibited in 

Ti3AlC2, following 2 MeV proton irradiation at ~350 °C to 0.0603(14) dpa and 0.121(3) dpa. The strain was 

determined using refinements of XRD data in Manuscript 3 (Chapter 7). The expansion in the c–axis and 

contraction in the a–axis seen here, which increases with increasing dose, is characteristic of MAX phases 

under irradiation and is likely due to copious TiAl – AlTi antisite production. 
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Table 4.2 – XRD parameters: A summary of the important machine settings and experimental setup for XRD 

scans used in Manuscripts 2 and 3 (Chapters 6 and 7). 

 Manuscript 1 Manuscript 2 

Preparation Powder Solid 

Diffractometer Rigaku MiniFlex 300/600 Bruker D8 Discover 

Source Cu–Kα Cu–Kα 

Voltage (kV) 40 40 

Current (mA) 15 40 

Power (W) 600 1600 

Detector 1D 1D 

Divergence slit (°) 1.25  N/A  

Width (mm) 10 16 

Soller slit (incident, °) 5 – 

Soller slit (receiving, °) 5 2.5 

Receiving slit (°) 1.25 2.339 

Width (mm) 0.3 18 

2θ range (°) 5–75 5–85 

Step (°) 0.02 0.02 

Dwell time (s) 0.75 4 

refinements using the Rietveld method allow the discernment of unit cell 

parameters for each detectable phase present in the sample, including an estimation 

of the relative phase fraction over the scanned region. The second is specifically 

aimed at ion irradiation induced lattice parameter changes, determined by observing 

small shifts in the peak positions of MAX phases between virgin and irradiated 

states (see Fig. 4.6, for example). The effect of ion and neutron irradiation of MAX 

phases on lattice parameters and subsequent anisotropic unit cell expansion has 

been widely reported in the literature for a variety of compositions, with a focus on 

heavy ions and subsequent phase transformations (see [299] and references therein). 

However, in a recent report by Ward et al., 1.5 MeV proton irradiations of Ti3SiC2 

and Ti3AlC2 to 0.1 dpa at 350 °C resulted in a strain of the c– and a–lattice 

parameters of up to 0.72% and –0.43% [251]. Under 2 MeV protons, a similar 

anisotropic unit cell strain effect is seen in (Ta,Ti)3AlC2 MAX phases in Manuscript 

3 (Chapter 7). At 347(8) °C and 0.112(3) dpa, (Ta0.25Ti0.75)3Al0.77C2 displayed c– 
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and a–parameter strains of 1.03% and –0.17%, respectively, representing a unit cell 

volume increase of 0.68%.  

For all XRD characterisations, a Cu–Kα source was used, with X–rays incident on 

the samples over a 2𝜃 range of either 2–70°, 5–75° or 5–85° for MXene, Manuscript 

2 (Chapter 6) MAX phases, and Manuscript 3 (Chapter 7) MAX phases, 

respectively. The full list of experimental XRD parameters used can be seen in Table 

4.2. For the characterisation of new materials in Manuscript 2 (Chapter 6), MAX 

phase samples were milled to a powder using a TiN–coated steel bit and 

subsequently crushed using an agate pestle and mortar. For multilayer MXene, as–

synthesised powder was scanned after air drying, whilst for delaminated MXene, 

free standing vacuum filtered films were scanned. 

Quantitative phase and unit cell analysis of XRD data was performed using the 

software package TOPAS [323]. The Rietveld method was employed to refine 

calculated full profiles to the experimental data, made possible by using the 

Newton–Raphson nonlinear least–squares minimisation routine [324]. The 

correlation between the calculated profile intensity 𝐼𝑐 and the observed intensity 𝐼𝑜 

is defined by the objective function, χ2. This is the sum of the individual squares of 

the weighted differences between 𝐼𝑜 and 𝐼𝑐, written as 

 χ2  =  ∑
1

𝐼𝑜
(𝐼𝑜 − 𝐼𝑐)

2 ( 4.2 ) 

where 𝐼𝑐 is given by 

 𝐼𝑐 = 𝑆𝑓 ∑
𝑓𝑖

𝑉𝑗
2

𝑁𝑝ℎ𝑎𝑠𝑒𝑠

𝑖=𝑗

∑ 𝐿𝑘|𝐹𝑘,𝑗|
2
𝑆𝑗(2𝜃𝑖 − 2𝜃𝑘,𝑗)𝑃𝑘,𝑗𝐴𝑗 + 𝐼𝑏

𝑁𝑝𝑒𝑎𝑘𝑠

𝑖=𝑘

 ( 4.3 ) 

where 𝑆𝑓 is the profile scale factor, 𝑁𝑝ℎ𝑎𝑠𝑒𝑠 is the number of phases present in the 

sample, 𝑓𝑖 and 𝑉𝑗 are the phase fraction and volume, respectively, 𝑁𝑝𝑒𝑎𝑘𝑠 is the 

number of refined peaks, 𝐿𝑘 is the Lorentz–polarisation factor, |𝐹𝑘,𝑗| is the structure 

factor, 𝜃𝑖 is the peak position angle, 𝑃𝑘,𝑗 is the preferred orientation, 𝐴𝑗 is the peak 

area and 𝐼𝑏 is the background profile intensity [320]. After each refinement cycle, 
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the accuracy of the refined profile 𝐼𝑐 is given by the ‘goodness of fit’ (GOF) relation, 

written as 

 𝐺𝑂𝐹 =
𝑅𝑤𝑝

𝑅𝑒𝑥𝑝
= √∑𝑤𝑚(𝑌𝑜,𝑚 − 𝑌𝑐,𝑚)

2

𝑀 − 𝑃
 ( 4.4 ) 

where 𝑅𝑤𝑝 is the ‘R–weighted’ pattern, 𝑅𝑒𝑥𝑝 is the expected R–pattern, 𝑤𝑚 is the 

weighting given to the data point 𝑚, written as 𝑤𝑚 =
1

𝜎(𝑌𝑜,𝑚)2
, 𝑌𝑜,𝑚 and 𝑌𝑐,𝑚 are the 

observed and calculated values at data point 𝑚, respectively, 𝜎(𝑌𝑜,𝑚) is the standard 

uncertainty in 𝑌𝑜,𝑚, 𝑀 is the number of data points and 𝑃 is the number of refined 

parameters (for further details see [325]). 

4.3 Scanning Electron Microscopy 

Scanning electron microscopy (SEM) is built on the principle of interactions 

between electrons and matter, with the products thereof analysed to build images 

and spectra from a specimen. Electrons are generated, accelerated, and focussed to 

a fine point on the surface of a specimen using a series of electromagnetic lenses, 

coils, and apertures. Typically, the beam in an SEM is operated at a source 

acceleration voltage of 0.5–30 kV, with the chosen value based on the application.  

When the electrons arrive at the surface, they are scattered by atoms in a series of 

interactions. These interactions generate secondary, Auger and backscattered 

electrons (BSE), as well as both characteristic and continuous spectrum X–rays 

(i.e., bremsstrahlung). In some cases, visible wavelength photons are also produced 

in a process known as cathodoluminescence. An increased accelerating voltage 

results in higher energy electrons and, therefore, an increased interaction volume in 

the specimen. As such, images and spectra obtained from SEM contain information 

from a near–surface region, usually on the order of a few micrometres for a 30 kV 

beam. Incidentally, the increased interaction volume at higher energies results in 

more scattering events and secondary emission from a wider area of the specimen, 

in the form of electrons and X–rays. 
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To build an image or spectra from a region on the surface, the electron beam is 

rastered over the desired area, pausing periodically for a specified dwell time at 

points on the surface. An electron or X–ray detector collects beam interaction 

products from each dwell point and assigns the resulting information to a pixel. The 

pixels then combine to form a digital image or map of the region of interest. The 

number of dwell points is dictated by the desired resolution of the resulting image. 

The resolution is ultimately, however, limited by both the beam size and the 

fundamental interactions in the specimen. A higher accelerating voltage will lower 

the spatial resolution, whilst increasing the signal–to–noise ratio (SNR) for X–ray 

detection. Thus, a compromise in beam parameters is often required. Contrast in an 

image is generated when a variation in electron or X–ray signal occurs from pixel 

to pixel, due to beam interactions with different or different numbers of elements 

or electron shells within an atom. In general, secondary electrons provide increased 

contrast from to specimen topology, whilst contrast in BSE images is often related 

to the composition of the specimen.  

Fig. 4.7 – Electron interactions with matter: A schematic summary of the various interactions an electron beam 

has with a specimen during SEM. Approximate source depths for each emission have been included. 
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4.3.1 Energy Dispersive X–Ray Spectroscopy 

X–rays generated by the beam as it interacts with a specimen can provide rapid 

qualitative compositional information from the near surface region. As in X–ray 

generation for XRD, photons are either characteristic or continuous, with the latter 

forming a background signal. As characteristic X–rays are produced by discrete 

electronic energy transitions in an atom (see Fig. 4.8), excitation of the electrons 

responsible is only possible using an incident electron of sufficient energy. As such, 

incident beam energies of up to 30 kV are often required to generate sufficient high 

energy characteristic X–rays.  

Qualitative analysis of SEM–EDS spectra is relatively simple. Assuming the SNR 

is sufficiently high, a set of characteristic X–ray peaks will be present in each pixel. 

The energy of each X–ray peak corresponds to a characteristic energy transition in 

an atom, for which the transitions are known [316]. Thus, the transition and by 

derivation the atom responsible for each peak may be deduced.  

 

Fig. 4.8 – Atomic energy transitions: (A) A simplified schematic of an incident electron causing the emission 

of an X–ray via excitation and subsequent de–excitation of discrete electronic energy levels within an atom. 

B) The various energy transitions and respective characteristic X–ray nomenclature. Reproduced from 

Williams & Carter (2009) [342]. 
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However, to accurately quantify this information requires a reference spectrum 

from a standard sample with known composition. Modern EDS software often 

includes a variation of the ‘standardless quantification’ method, involving the 

comparison of peak intensity ratios in a signal. This is often achieved via a 

mathematical correction of peak intensities known as ZAF. This method takes into 

account the X–ray source (Z), relative absorption (A) and augmentation of 

characteristic X–rays (F) to correct the observed peak intensities and thereby 

provide an estimate for the relative concentrations of elements [326]. Due to 

practical limitations, however, such as detector efficiency, collection area, X–ray 

absorption, signal pile–up and sample surface contamination, there are significant 

uncertainties associated with quantitative SEM–EDS [327]. For light elements, 

generally up to oxygen, the minimum detectable concentration is > 1000 appm 

[328].  

In Manuscript 2 (Chapter 6), surface SEM and SEM–EDS analyses were performed 

on newly synthesised MAX phases to investigate the microstructure, impurity 

content, elemental composition and local phase concentration variations (see Fig. 

4.9 for examples). Additionally, phase purity and microstructural damage analysis 

of proton irradiated samples were performed using SEM and SEM–EDS, in 

Fig. 4.9 – XRD, SEM + EDS characterisation of new MAX phases: A comparison of correlative data obtained 

for four trial compositions – (Ta0.38Ti0.62)3Al0.81C2 (A), (Ta2/3Ti1/3)2AlC (B), (W2/3Y1/3)2AlC (C) and 

(Cr3/4Ta1/4)4AlC3 (D). The micrographs were obtained using BSE–SEM, with the phases identified using EDS 

labelled on each. The line profiles are XRD scans of the respective compositions, used to determine the crystal 

symmetry and lattice parameters of the identified phases. The scale bars correspond to 20 µm. 
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conjunction with high–resolution digital image correlation (see section 4.6) for 

discussion. These bulk characterisations, along with XRD, build a clear picture of 

the state and fundamental structure of MAX phases both before and after irradiation 

and thermal analysis. All SEM characterisations were performed using an FEI 

Quanta 650 FEG–SEM, equipped with an Oxford Instruments X–MaxN 50 EDS 

detector. The exception to this is the work pertaining to high–resolution digital 

image correlation (see section 4.6). 

4.3.2 Focussed Ion Beam SEM 

In addition to imaging and analytical characterisation, SEM was also used in 

conjunction with a Ga+ focussed ion beam (FIB) and Pt gas injection system (GIS) 

to perform in–situ preparation of electron transparent lamellae for TEM analysis (as 

discussed in the next section).  

A FIB–SEM accelerates and focusses Ga+ ions onto a specimen surface, much in 

the same way and in addition to the electrons in conventional SEM. The ions sputter 

near–surface atoms in the specimen at a faster rate than the redeposition of sputtered 

atoms, resulting in a net removal of specimen material. The beam acceleration 

voltage (usually 30 kV) and current (usually between 20 pA and 20 nA) is then 

tuned to increase or decrease the milling rate. Over the last few decades, the 

application of FIB–SEM to in–situ preparation of thin specimens has been well 

established [329]. 

Initially, a protective Pt film is deposited using the FIB and an in–chamber GIS, 

over a region of interest on the specimen surface. This Pt film protects the material 

in the region of interest during milling and represents the top edge of the subsequent 

lamella. The lamella is then cross–sectioned by milling surrounding material. A W 

needle tip is then welded to the Pt layer on the top edge of the lamella using a 

localised Pt deposit. The perimeter of the lamella is milled to free it from the 

specimen, before being transferred to a suitable holder using mechanical operation 

of the tungsten needle. The lamella is then welded to the holder using Pt deposits 

and subsequent FIB milling to remove the needle from the sample.  
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Once attached to the holder, the lamella is thinned to electron transparency using 

the FIB. This is achieved by repeatedly milling thin sections from either side of the 

lamella, with decreasing beam currents to systematically reduce the FIB–induced 

damage to the lamella surfaces. Once the lamella is at the desired thickness, a low 

voltage, low current milling step is performed to reduce Ga+ ion beam damage. An 

example of the lift–out stage of the process is shown in Fig. 4.10. 

In this work, electron transparent lamellae were prepared using either an FEI Nova 

Nanolab 600 or an FEI Helios 660 FIB–SEM (dependent on equipment availability) 

using the method outlined previously, with more information available from Stevie 

et al. (2001) [329]. Rough milling was performed using a beam current of 7 nA, 

operated at 30 kV; lamellae were thinned using beam currents from 90 pA to 1.6 nA 

at 30 kV; and final polishing steps were performed with a 21 pA beam operated at 

5 kV, followed by 2 kV. 

4.4 Transmission Electron Microscopy 

Transmission electron microscopy (TEM) exploits the wave–particle duality and 

charged state of electrons to achieve sub–Å spatial resolution, allowing the direct 

imaging of individual atoms under certain conditions [330]–[332]. Combined with 

Fig. 4.10 – The in–situ FIB–SEM lamella lift–out process: A BSE micrograph of a W needle fixed to a Ti3SiC2 

lamella, before it is lifted out, welded to a suitable grid and thinned to electron transparency. Reproduced with 

permission from Ward, J. (2018) [470]. 
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powerful analytical techniques like EDS, the atomic structure, local composition, 

and nature of multiscale–scale defects can be elucidated with high accuracy.  

As in SEM, electrons in TEM are generated using either thermionic or electric field 

emission from a source – often a sharpened W tip. They are accelerated through a 

high potential difference, often in the 60–300 kV range, before being focussed and 

shaped via a set of apertures and electromagnetic lenses known as the condenser 

system. They are then incident on a thin (< 200 nm) specimen, where they are 

mostly transmitted. As the electrons pass through the target specimen, they scatter 

off atoms and are diffracted, producing an interference pattern in the back focal 

plane after exiting the specimen. This pattern is then focussed and combined into a 

Fig. 4.11 – The transmission electron microscope: A generalised and simplified schematic of the equipment 

configuration in CTEM: The setup in (A) projects an image onto the camera, whist (B) projects an electron 

diffraction pattern. A simplified schematic of the STEM configuration (C) with a probe aberration corrector 

(D). Additionally, the general locations and geometry of three common detectors are identified in (E): HAADF, 

ADF, and BF. Reproduced from Transmission Electron Microscopy, D. B. Williams, B. C. Carter, Copyright 

(2009), with permission from Springer [342], and from Developing Imaging and Spectroscopy Capabilities in 

Liquid–Phase Transmission Electron Microscopy, D. J. Kelly, Copyright (2019) [471]. 
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highly magnified image using an objective lens and projected onto a screen, camera 

or spectrometer for analysis or image capture. Both images and diffraction patterns 

may be obtained in this way, simply by varying the strength of the projector lens 

system. 

Due to the high accelerating voltages involved, the resulting momentum generates 

electron de Broglie wavelengths on the order of picometers, enabling a higher 

resolution than is achievable in SEM [333], [334]. However, the relativistic 

momentum transfers that take place upon the interaction of such electrons with 

target atoms can induce significant structural changes in a sample, often 

complicating observations. These effects are encompassed by an understanding of 

radiation damage, broadly divided into two distinct regimes: knock–on damage – a 

ballistic process involving atomic displacements, and radiolysis – electronic 

excitations resulting in changes to local bonding and, therefore, chemistry [335]. In 

order to generate sufficient signal for high resolution imaging and analytical 

investigations like EDS, a high flux of incident electrons is usually required. As 

such, the electron dose received by the specimen and consequential radiation 

damage effects must be carefully monitored during acquisition [336].  

4.4.1 Selected Area Electron Diffraction 

When diffracting through a periodic structure with spacing similar to the incident 

wavelength, electrons will undergo constructive (and destructive) interference. The 

subsequent interference patterns can be analysed to infer local atomic ordering, 

grain structure and a range of lattice defects [337]. With a parallel electron beam, a 

selected area aperture in the image plane of a specimen can be used to specify local 

regions in the specimen for electrons to pass through, thus allowing only the region 

of interest to contribute to the diffraction pattern. This is known as selected area 

electron diffraction (SAED). For a single or few–crystal region, this will produce a 

diffraction pattern consisting of an array of spots, with polycrystalline and 

amorphous regions resulting in concentric circles and a diffuse halo ring, 

respectively. The inverse of the separation of these spots or rings represents the 

average distance between atomic planes from which the electrons have diffracted. 
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In this way, electron diffraction is analogous to XRD, albeit on a far smaller scale 

and, therefore, respective of local crystal structures rather than bulk.  

4.4.2 High–Resolution TEM 

Close to its resolution limit, TEM can be used to resolve individual atoms or atomic 

columns in a specimen. As electrons undergo dynamic scattering when passing 

through a crystal, variations in transmitted phase arise. These differences manifest 

as phase contrast in TEM images [338]. This contrast, which allows the highest 

resolution images to be captured, is described by the phase contrast transfer function 

(PCTF), which oscillates relative to spatial frequency. In conventional TEM 

(CTEM), the PCTF depends on defocus and objective lens aberrations. As such, 

artefacts and contrast inversions can appear, which pose challenges in interpreting 

high resolution micrographs [339]. 

4.4.3 Scanning TEM 

As in the SEM, the beam in TEM can be focussed to a fine point and scanned over 

the specimen to build up an image on a charge coupled device camera, in a 

technique called scanning TEM (STEM). With state–of–the–art aberration 

correction technology, probes as fine as 50 pm can be generated [340]. This probe 

is then rastered over the specimen region of interest, with a specified dwell time at 

each point on the surface. The number of points represents the pixel resolution of 

the subsequent digital image, with the detected electron signal at each point 

assigned to an individual pixel. As such, the information collected from each point 

is governed by the size of the probe. Finally, the dwell time denotes how long each 

point on the specimen receives the total beam current and, therefore, how much 

damage is imparted [339].  

 High Angle Annular Dark Field STEM 

High angle annular dark field (HAADF) STEM involves the selection of incoherent 

high angle scattered electrons (often > 50 mrad) using an annular detector. The 

coherent, weakly scattered beam then passes through without contributing to the 
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image [341]. The probability of an electron scattering at a high angle is proportional 

to the square of the atomic number (Z) of the target atom. Thus, the dominant source 

of image contrast in HAADF is the atomic composition variation of the specimen 

[342]. 

 Aberrations 

The engineering limitations of electromagnetic lenses, as in many high tolerance 

applications, result in small physical imperfections. These can cause electrons 

travelling through the lens bore hole to deviate from the intended path in an effect 

known as aberration.  

There are two aberrations of particular significance in TEM. The first is spherical 

aberration, which involves electrons far from the optical axis being focussed to a 

different point than those close to it. This limits the minimum size of a focussed 

beam, thus reducing the resolution in STEM.  

The second notable aberration occurs when electrons of varying wavelengths pass 

through a lens and are thus focussed to different degrees. This is known as 

chromatic aberration and is dependent on both the energy spread of the source and 

variable electron energy losses as the beam interacts with a specimen. It results in 

the blurring of images, especially at high magnification and with thicker samples. 

Lens aberrations can be corrected for in STEM by placing a series of multipole 

electromagnets before the lenses focussing the probe. This corrector system 

generates artificial aberrations equal in magnitude and opposite in geometry to 

those produced by the probe–forming lens, thus counteracting them and resulting 

in a more finely focussed probe [342], [343].  

 Energy Dispersive X–Ray Spectroscopy 

A widely utilised analytical technique in STEM in the high–resolution 

compositional study of MAX phases is EDS. The main practical difference between 

EDS in SEM and STEM is the resolution achieved. In STEM, the probe can be 

significantly smaller than in SEM (~50 compared with > 100 pm), allowing for far 
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higher spatial resolution. Equally, the interaction volume is limited by the thin 

specimens, allowing the vast majority of electrons to scattering inelastically from 

relatively few atoms and thus generating X–rays from a small spatial cross–section.  

When combined with atomic resolution imaging, STEM–EDS can produce X–ray 

spectra from individual atomic locations, thus allowing atomic resolution elemental 

mapping to be achieved for certain materials [344]–[346]. This is not to say that the 

interaction volumes in TEM specimens are negligible– it remains a limiting factor 

in the practical resolution of EDS. Jones et al. [347] approximated the beam spread, 

𝑏, in metres as  

  𝑏 = 8 × 10−12
𝑍

𝐸0

(𝑁𝑣)
0.5(𝑡)1.5 ( 4.5 ) 

where 𝑍 is the mean atomic mass number, 𝐸0 is the beam energy in keV, 𝑁𝑣 is the 

specimen atomic number density and 𝑡 is the specimen thickness. As such, a probe 

accelerated to 200 kV, travelling through a 50 nm thick Ti3AlC2 specimen would 

experience a broadening of ~1.91 nm, significantly larger than a probe diameter of 

the order of 0.1 nm. Thus, the spatial resolution suffers whilst the uncertainty is 

increased.  

As with both XRD and SEM, background X–ray emission due to bremsstrahlung 

reduces the SNR noticeably in TEM. Additionally, the relatively scarce X–ray 

production as a result of the small volume of specimen material, especially when 

performing high resolution scans, results in a weak signal. Low energy X–ray 

absorption and the small collection areas covered by even the largest detectors (at 

most ~7.2% of the theoretical maximum [348]), further reduces the counts at the 

detector. Therefore, a useful X–ray spectrum requires an optimised sample tilt, high 

beam current and/or long exposure times to collect. This is especially important 

when performing quantitative EDS analysis. 

Additionally, due to the crowded nature of TEM sample holders, their associated 

grids and fixings, as well as the proximity of the EDS detector(s), a significant 

amount of material exposed to electrons is not based in the specimen. Spurious 
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signals from Cu, Mo and Au from support grids; Ga and Pt from specimens prepared 

using FIB milling; Fe and Co from the pole piece; or Zr, Si and Pb from the detector 

itself, are common artefacts in STEM–EDS signals [349]. This increases the 

likelihood of overlapping peaks. For example, Cu – a common grid and spacer 

material, has a Kα X–ray emission at 8.04 kV, close to the Ta–Lα emission at 8.145 

kV. Due to noise introduced during X–ray detection, the FWHM of STEM–EDS 

peaks are generally >100 eV. So, specimens containing Ta in a holder containing 

Cu (or vice versa), will have a combined Ta/Cu peak at ~8.1 keV. This was the case 

in Manuscript 2 (Chapter 6), which meant quantitative Ta concentration analysis 

had to be performed using the lower energy Mα emission peak, reducing SNR, and 

increasing the final uncertainty.  

Whilst qualitative EDS is a powerful technique by itself, allowing the identification 

and mapping of elements at high resolution, a careful quantification procedure is 

required to produce meaningful concentration values. There are a few methods a 

user can employ to extract elemental concentrations from EDS signals in TEM, but 

the most widely utilised is the ‘𝑘–factor’ method [350], [351]. The background 

Fig. 4.12 – STEM–EDS of MAX phases: Examples of high–resolution STEM–EDS combined with atomic 

resolution HAADF STEM imaging of various MAX phases reported in the literature. (A) Mo2Ti2AlC3. (B) 

(Mo2/3Tb1/3)2AlC. (C) Mo2ScAlC2. Reproduced from: (A) Journal of Applied Physics, 118, 9, B. Anasori et al., 

p. 094304(1–14), Copyright (2015), with permission from AIP Publishing [119]; (B) Chemistry of Materials, 

31, 7, Q. Tao et al., p. 2476–2485, Copyright (2019), with permission from the American Chemical Society 

[125]; (C) Acta Materialia, 125, R. Meshkian et al., p. 476–480, Copyright (2017), with permission from 

Elsevier [359]. 
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signal is first subtracted from the X–ray spectrum, often using a simple power law 

function for fitting. The quantification is then performed using the ratio of relative 

intensities of a specified peak from each of two elements present in the signal, 

multiplied by a correction factor, 𝑘, using  

 
𝐶𝐴

𝐶𝐵
= 𝑘𝐴,𝐵

 𝐼𝐴
𝐼𝐵

 ( 4.6 ) 

where 𝐶𝐴 and 𝐶𝐵 are the concentrations of element A and B, respectively, 𝑘𝐴,𝐵 is the 

correction factor for elements A and B, with  𝐼𝐴  and  𝐼𝐵 as the relative intensities of 

a peak from A and B, respectively. The 𝑘–factor for each element is related to 

fundamental microscope operation parameters such as accelerating voltage. 

Theoretical values can be calculated, but are less reliable than experimental ones 

using standard reference materials under the same microscope conditions as used 

to collect the EDS signal [352]. However, this can be an impossible task for certain 

samples so, as in Manuscript 3 (Chapter 7), theoretical values are often used instead. 

Uncertainties in calculated elemental concentrations can arise from a multitude of 

sources, including low SNR, convoluted peaks, low energy X–ray absorption, an 

incomplete element list, background function approximation and, of course, the 𝑘–

factors themselves. As such, standardless EDS quantifications using theoretical 𝑘–

factors often result in uncertainties up to ±10%. Despite the inherent uncertainties 

in STEM–EDS, when combined with high resolution HAADF imaging, as well as 

complementary bulk characterisations such as XRD, it is an extremely useful tool.  

Atomic resolution TEM and STEM has been utilised often in the literature for 

confirming the layered nature of MAX phases, as well as for investigating stacking 

configurations [112], [121], [125], [251], [353]–[355]. This has proved especially 

useful for probing the various A– and MX–layer polymorphs of 312 and 413 MAX 

phases, which can be difficult to identify using bulk measurements such as XRD. A 

good example of this is the report by Manoun et al. in 2006 on the structure of 

Ta4AlC3 from synchrotron XRD, which was assumed to have a structure similar to 

the previously studied Ti4AlN3 [356]. However, Lin et al. showed using atomic 

resolution TEM and STEM in subsequent work that the structure producing 
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Manoun et al.’s XRD profile was in fact a polymorph of the expected Ta4AlC3, with 

a slightly different intra–MX layer stacking sequence to that of Ti4AlN3 [357], 

[358]. Perhaps partially in response, many subsequent reports on MAX phase 

structures have included atomically resolved TEM or STEM to bulk measurements, 

as has been performed in Manuscript 2 (Chapter 6). 

Atomic layer spatial resolution has also been achieved using STEM–EDS by a few 

authors, whilst scanning along the basal plane. Anasori et al. were perhaps the first 

to provide evidence of the power of this technique for MAX phases – in 2015, they 

used high resolution STEM–EDS with atomically resolved HAADF STEM to 

confirm the atomic ordering in the quaternary Mo2Ti2AlC3 MAX phase, with EDS 

line profiles showing a close–to atomic spatial resolution [119]. Meshkian et al. 

followed this in 2017 showing similar ordering for the newly discovered 

Mo2ScAlC2  [359], with Tao et al. using a similar approach for ordered rare–earth 

i–MAX phases [125]. More recently, Griseri et al. performed lattice resolution 

STEM–EDS on new Ta–Hf solid solution MAX phases of various stoichiometries 

[360], finding no evidence for M–layer ordering. Griseri et al.’s report leads nicely 

on to the work in Manuscript 2 (Chapter 6), where partial M–layer ordering was 

also shown for the newly synthesised Ta–Ti solid solution MAX phases, following 

combined HAADF STEM and STEM–EDS characterisations. Additionally, 

quantitative EDS was performed to confirm the Ta/Ti ratio. Quantification of EDS 

signals was performed using the standardless 𝑘–factor method, with spectrum 

images binned by 10 and 4 for the spatial and spectral axes, respectively, for visual 

clarity and to increase the signal to noise ratio. All STEM–EDS processing was 

performed in HyperSpy [361], with averaged profiles computed using the NumPy 

analysis package [362], with uncertainties for all reported values stated in 

Manuscript 2 (Chapter 6).   

As discussed in section 4.3.2, TEM specimens were thinned to electron 

transparency using a Ga+ FIB, with final polishing steps performed with a 23 pA 

beam current at 2 keV. Following this, to reduce Ga+ ion damage such as curtaining, 

the samples were irradiated using a Gatan PIPS II broad Ar+ ion beam for 20 

minutes at 500 eV. Additionally, to reduce contamination of the sample during high 
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resolution imaging and EDS mapping, thinned and polished samples were plasma 

cleaned for 20 s directly before loading for TEM analysis. All SAED patterns were 

collected using an FEI Tecnai TF–30 FEG–AEM TEM, with an accelerating voltage 

of 300 kV. STEM images and EDS maps were obtained using a probe Cs corrected 

FEI Titan G2 with an X–FEG source operated at 200 kV, a probe current of 90 pA, 

collection semi–angle of 21 mrad and equipped with a ChemiSTEM SuperX 

system.  

4.5 Proton Irradiation 

Whilst much of the literature on irradiation of MAX phases focuses on heavy ions 

[299], there has been growing evidence in recent years that protons can be used as 

alternatives to simulate neutron damage, despite the significant differences in 

atomic displacement cascade size. Even at damage rates up to three orders of 

magnitude higher than fission reactor neutron irradiations, large scale damage 

structures produced by protons have been shown to be comparable to those 

produced in fission–relevant spectra, especially in terms of elemental segregation 

Fig. 4.13 – Bragg peak depths of 2 MeV ions: A comparison of various ions, from H to U (not exhaustive) 

incident at 2 MeV in Ti3AlC2, as calculated using SRIM with displacement energies from Argarwhal et al. 

[368]. Note the almost order of magnitude difference in Bragg peak depth between H (30 µm) and the next 

element in the periodic table, He (4.5 µm). 
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and microstructural instabilities. This has been demonstrated in Zr alloys and 

structural steels [228], [232]. Additionally, the damage profile produced by protons 

is considerably shallower before the Bragg peak than for heavy ions, with a much 

higher penetration depth. This can be seen from SRIM simulations represented in 

Fig. 4.14. In 2018, Ward et al. reported on the crystallographic evolution of Ti3SiC2 

and Ti3AlC2 MAX phases following exposure to 1.5 MeV protons at 350 °C, to a 

dose of 0.1 dpa. Both the characteristic unit cell strain and phase transformation 

were observed, with a c–lattice parameter expansion and a–parameter contraction, 

as in a multitude of previous heavy ion irradiations in the literature [211], [238], 

[269], [270], [275], [280], [283], [363], [243], [246], [250], [252], [257], [266]–

[268].  

In this work, 2 MeV proton irradiations were performed at the University of 

Manchester’s Dalton Cumbrian Facility (DCF) using an average beam current of 

10.4 μA. A 5 MeV tandem pelletron was used to accelerate protons onto a stationary 

target containing bulk test samples [364]. As reported in Manuscript 3 (Chapter 7), 

samples were exposed to damage levels of ~0.06 and ~0.11 dpa, at ~141 °C, 

~351 °C and ~658 °C. Bulk 7 × 3 × 1 mm samples were prepared using electrical 

discharge machining, with the faces subsequently polished to a ¼ μm diamond 

finish. The rear faces of the samples were mounted to a steel backing plate in direct 

contact with an inductive heating element using a thin layer of silver paint, with a 

Fig. 4.14 – A comparison of ion damage profiles: Calculated vacancy production, given as dose (dpa) as a 

function of depth, for a range of ions. Calculations were performed using SRIM–2013 with 1,000,000 ions. 
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thermocouple soldered to the rear of the central sample. A Ta shim was fixed over 

the holder edges to prevent stray ions from activating the holder.  

For room temperature irradiations, the thermocouple reading was used to track 

sample temperature variations, which were corrected via user beam current 

adjustments, usually less than 0.5 μA. For irradiations at ~351 °C and ~658 °C, the 

thermocouple reading was used to calibrate a thermal camera emissivity at the start 

of the heating. The thermal camera was then used to monitor temperature variations. 

The difference in process was necessary due to the higher reliability of temperature 

measurements of the thermal camera, which are generated from the irradiated 

sample surface, rather than at the rear, next to the heater. The thermal camera, 

however, only operates reliably above temperatures of ~150 °C and thus could not 

be used for the lower temperature (~141 °C) setups. As such, thermocouple readings 

from the room temperature irradiations are likely lower than the surface value, due 

to beam heating of the irradiated surface and subsequent dissipation of heat as it is 

conducted through the 1 mm thickness of sample. The emissivities for the three 

materials were 0.29(3) for Ti3AlC2, 0.41(2) for (Ta0.32Ti0.68)3Al0.81C2 and 0.5(3) for 

(Ta0.25Ti0.75)3Al0.77C2. 

4.5.1 Calculations  

Estimations of both atomic displacement damage and implanted ions were made 

using the Kinchin–Pease method [365] as implemented in the Monte Carlo software 

package Stopping and Range of Ions in Matter (SRIM), written by Ziegler and 

Biersack [366]. The vacancy production method employed was the Ion Distribution 

and Quick Calculation of Damage, which has been benchmarked with experimental 

data in the literature and shown to not grossly overestimate vacancy production, as 

with the Detailed Calculation with full Damage Cascades method [367], [368]. 

Whilst SRIM is far from perfect, not in the least due to its consideration of target 

materials as amorphous blocks, it is nonetheless a widely recognised industry 

standard in ion radiation damage estimation [369]. As such, values of dpa and appm 

derived from SRIM simulations should not be considered absolute, but rather a 

relative measure for comparison across the literature where SRIM has been utilised 
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in a similar fashion. For each material, 100,000 incident ions were simulated. The 

atomic displacement energies, with associated source references, used for each 

element and the densities for the materials considered can be seen in Table 4.3 and 

Table 4.4, respectively.  

Table 4.3 – The atomic displacement values (Ed) in eV of the elements used in SRIM calculations. 

Element mr (amu) Ed (eV) Reference 

Ta 180.95 90 [369] 

Ti 47.867 30 [369] 

Al 26.982 25 [369] 

C 12.011 30 [368] 

Table 4.4 – The theoretical and physical densities of the materials used in this work – using corrected values 

taking consideration of impurity content, along with their respective Bragg peak depths and damage levels 

after irradiation to 0.1 dpa by 2 MeV H+ ions. The fluence at this dose is ~2.9 × 1018 protons cm–2. 

Material 
ρtheoretical 

(g/cm3) 

ρmeasured 

(g/cm3) 

Bragg 

peak depth 

(μm) 

dpa at 

Bragg 

peak  

60% 

Bragg 

peak depth 

(μm) 

dpa at 

60% 

Bragg 

peak  

Ti3AlC2 4.30(3) 4.242(7) 29.6(2) 1.65(4) 17.8(2) 0.113(3) 

(Ta0.25Ti0.75)3Al0.77C2 6.12(1) 5.009(12) 27.2(2) 1.41(3) 16.3(2) 0.113(3) 

(Ta0.38Ti0.62)3Al0.81C2 7.28(1) 7.092(9) 25.6(2) 1.32(3) 15.4(2) 0.114(3) 

By definition, dpa is the average number of times an atom is displaced from its 

lattice site. The formation of a vacancy, therefore, represents one displacement. So, 

dpa may written as 

 𝑑𝑝𝑎 =
𝑁𝑑,𝑣𝑎𝑐𝑎𝑛𝑐𝑖𝑒𝑠

𝑁𝑑
 ( 4.7 ) 

where 𝑁𝑑,𝑣𝑎𝑐𝑎𝑛𝑐𝑖𝑒𝑠 is the number density of vacancies, in vacancies per unit volume, 

and 𝑁𝑑 is the atomic number density of the material, in atoms per unit volume.  

The ion irradiation simulations performed in SRIM calculate the total number of 

apparently stable vacancies produced per incident ion at a given depth in the 

material. This is the sum of the vacancies per ion produced by primary collisions, 
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𝑉𝑝𝑟𝑖𝑚𝑎𝑟𝑦, and the vacancies per ion due to recoils, 𝑉𝑟𝑒𝑐𝑜𝑖𝑙. The total expected 

vacancies, per unit volume, produced by an irradiation is, therefore, the product of 

the total number of ions per unit area – i.e., the fluence, 𝑓, and the total vacancies 

per ion per unit length, 𝑉𝑝𝑟𝑖𝑚𝑎𝑟𝑦 + 𝑉𝑟𝑒𝑐𝑜𝑖𝑙. Thus, we can write 

 𝑑𝑝𝑎 =
𝑓

𝑁𝑑
(𝑉𝑝𝑟𝑖𝑚𝑎𝑟𝑦 + 𝑉𝑟𝑒𝑐𝑜𝑖𝑙) ( 4.8 ) 

As ions have a well–defined charge state, the fluence can be defined as 

 𝑓 =
𝑄

𝐴𝑒𝑞
 ( 4.9 ) 

where 𝑄 is the total charge in coulombs (C) which has passed through an area 𝐴, 

with a charge state 𝑞 and 𝑒 as the fundamental electron charge (i.e., 
𝑄

𝑒𝑞
 represents 

the total number of ions). Using the definition of current, 𝐼 =
𝑄

𝑡
 in amps, we can 

write 

 𝑑𝑝𝑎 =
𝐼𝑡

𝑁𝑑𝐴𝑒𝑞
(𝑉𝑝𝑟𝑖𝑚𝑎𝑟𝑦 + 𝑉𝑟𝑒𝑐𝑜𝑖𝑙) ( 4.10 ) 

Conversely, given a beam current, ion specie, sample area, material, and the results 

from the relevant SRIM calculation, the estimated time taken for a desired damage 

in 𝑑𝑝𝑎 is 

 𝑡 =
𝑑𝑝𝑎 ∙ 𝑁𝑑𝐴𝑒𝑞

𝐼(𝑉𝑝𝑟𝑖𝑚𝑎𝑟𝑦 + 𝑉𝑟𝑒𝑐𝑜𝑖𝑙)
 ( 4.11 ) 

Equation ( 4.11 ) was used in Manuscript 3 (Chapter 7) to guide proton irradiations 

and to estimate the actual damage received during irradiation, which takes into 

account experimental fluctuations in beam current as well as ramp–up/ramp–down 

time, which affect the true fluence received. Despite high frequency beam current 

fluctuations during irradiation of up to 5.7%, the propagated uncertainty of the 

damage, in dpa, received by the samples was ±2.4% on average.    
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Another important quantity extracted from the SRIM simulations is the 

implantation depth of the incident ions. Examples of this for different ion species 

can be seen in Fig. 4.15. This profile is especially important when considering the 

potential agglomeration of protons into H bubbles, following neutralisation with 

delocalised electrons in the target lattice. These bubbles may then grow, creating 

enough strain in the lattice to cause eventual exfoliation. Evidence of this has been 

reported in earlier 2 MeV proton irradiations by Ward et al. [281], who observed 

exfoliation of bulk material at a depth close to the Bragg peak for Ti3AlC2. The 

authors also noted a possible link between the exfoliation and the dose rate provided 

by the proton beam. In Manuscript 3 (Chapter 7), the same effect was observed for 

both Ti3AlC2 and (Ta0.38Ti0.62)3Al0.81C2, also irradiated with 2 MeV protons, but for 

a slightly lower dose rate of 4.96 × 10–6 dpa s–1 compared with Ward’s 5.4 × 10–6 

dpa s–1. The primary issue with this is the loss of potential data, assuming the 

exfoliated material can’t be recovered, which was the case in Manuscript 3 (Chapter 

7), as the damaged region was entirely confined to the exfoliated material. 

SRIM automatically calculates the number of implanted ions per unit length, in 

binned slices of width equal to the depth of the simulation target divided by 100. 

Once the irradiation fluence and target material number density is known, these 

values can be converted to a measure of appm, for each binned depth, using the 

following relation: 

 𝐻𝑎𝑝𝑝𝑚
+ =

𝐻𝑆𝑅𝐼𝑀
+ ∙ 𝑓

𝑁𝑑
∙ 1 × 106 ( 4.12 ) 

where 𝐻𝑎𝑝𝑝𝑚
+  is the concentration of implanted H in the target material and 𝐻𝑆𝑅𝐼𝑀

+  

is number of H ions per unit length. This allows the elucidation of another benefit 

of protons over heavy ions for radiation damage studies – the confinement of almost 

all implanted ions to a narrow region close to the Bragg peak. This is as opposed to 

a more continuous implantation profile produced by heavier ions, as can be seen in 

Fig. 4.15. 

Interestingly, the ASTM recommended procedure for calculating the implantation 

profile from SRIM involves a different method to that described previously [369]. 
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Instead, the implantation profile is assumed to be a Gaussian function, with a full–

width–half–maximum (FWHM) equal to the SRIM quantity ‘straggle’ – a measure 

of the lateral deviation of incident ions from the depth of maximum ion implant. 

However, the differences in calculated peak concentrations between this method 

and the previous one are significant. The Gaussian method results in peak 

concentrations as little as half of those produced by the direct conversion method, 

presumably due to an overestimation of the FWHM in using the straggle. 

Incidentally, with the inclusion of the uncertainty due to the finite bin width of the 

simulation when using the straggle measure, the propagated uncertainties for the 

Gaussian method are almost an order of magnitude higher than those for the 

previous method at ~19% compared with ~2.4%. As such, the first method 

described is used for all implantation profile calculations in this work.  

4.6 High–Resolution Digital Image Correlation 

The use of digital image correlation (DIC) to monitor large area strain localisations 

in engineering materials has been well established over the past 20 years [370], 

[371], [380]–[385], [372]–[379]. The general principle of DIC is to compare the 

state of a surface of interest before and after deformation of the specimen. A suitable 

preparation of the specimen surface is applied to allow the displacements of certain 

Fig. 4.15 – Implantation profiles: A comparison of the penetration depths of various ions incident at 2 MeV in 

Ti3AlC2, as a function of implanted concentration in the target in appm, after a dose of 1 dpa at the Bragg peak. 

The profiles for H and He have been placed on a different plot (A) to the heavier ions (B), due to the difference 

in scale. 
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features to be tracked. Displacement correlations are then used to generate a full 

field strain map.  

Often, surfaces are prepared via the deposition of a speckled pattern, in which the 

displacement of each speckle is digitally tracked as the material it is adhered to 

deforms. The primary benefits of this method are its resolution and applicability to 

a large variety of materials. The spatial resolution of the resultant strain maps is 

ultimately limited by both the size of the speckle features and the pixel size of the 

digital images used during tracking [374], [386].  

Recent advances in deposition and correlation methods have ushered in the field of 

high–resolution DIC (HRDIC). Di Gioacchino and Quinta da Fonseca developed a 

technique in which Au nanoparticles are tracked on a specimen surface using high 

resolution BSE SEM, allowing the observation of individual slip traces in deformed 

specimens [374]. The Au pattern is formed via heat and moisture–induced 

remodelling of a thin (< 50 nm) sputtered Au layer, resulting in a homogenous 

speckle pattern of nano–scale Au features with similar spacing. The quantification 

of strain on this scale allows the true localised strain heterogeneity to be assessed, 

showing, for some materials, an order of magnitude increase in maximum strain 

compared to that observed at the microscale [374], [387], [388]. 

Fig. 4.16 – Remodelling gold: A schematic of the apparatus used for Au layer remodelling to form a speckled 

surface nanopattern. Reproduced from Experimental Mechanics, 53, 5, F. Di Gioacchino et al., Plastic Strain 

Mapping with Sub–micron Resolution Using Digital Image Correlation, p. 743–754, Copyright (2013), with 

permission from Springer Nature [374]. 
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In addition to the high spatial resolution, these patterns have been shown to be stable 

under proton irradiation and at temperatures up to ~650 °C, allowing for irradiation 

induced localised strain to be mapped. In 2019, Thomas et al. in 2019 reported the 

first use of HRDIC to quantify the strain localisation in Zircaloy–4 following 2 

MeV proton irradiation at ~357 °C to ~0.1 dpa, observing a mean effective shear 

strain of 2.03% [385]. Following multiple reports in the literature of radiation 

induced microcracking along grain boundaries in various MAX phases, even at low 

doses [253], [257], [266], [289], [294], [389], we used the same technique to 

characterise local irradiation–induced deformation in Ti3AlC2 and (Ta,Ti)3AlC2. In 

Manuscript 3 (Chapter 7), we observed a maximum average effective shear strain 

of 1.97(5)% for (Ta0.25Ti0.75)3Al0.77C2, using HRDIC, as well as the characteristic 

microcracking. This correlates remarkably well with the 2.03(2)% c–parameter 

Fig. 4.17 – Full profile strain mapping: The relative strain across a variety of deformed specimens monitored 

using HRDIC: (A) Mg after 2% uniaxial tensile strain [384]. (B) Zircaloy–4 after 2% uniaxial tensile strain and 

2 MeV proton irradiation to ~0.1 dpa at ~357 °C [385]. (C) (Ta0.38Ti0.62)3Al0.81C2 after 2 MeV proton irradiation 

to 0.06(1) dpa at 354(8) °C. All scale bars represent 30 µm. 
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strain obtained from XRD data. Whilst this is not currently a well–established 

method for irradiation investigations, there is growing evidence for the 

effectiveness of HRDIC in strain mapping for irradiated materials. 

To obtain the HRDIC results in Manuscript 3 (Chapter 7), the gold remodelling 

technique, adapted from [374] was utilised on ¼ μm polished surfaces of Ti3AlC2, 

(Ta0.25Ti0.75)3Al0.77C2 and (Ta0.32Ti0.68)3Al0.81C2. A ~20 nm thick Au layer was 

deposited using an Edwards S150B sputter coater. Samples were then placed on a 

steel hot plate at 350 °C and exposed to a partially enclosed steam atmosphere for 

180 minutes to reform the Au layer. To prevent further pattern development during 

irradiations, for the samples intended for ~141 °C and ~351 °C irradiations, a 

further heat treatment was performed at 350 °C for 6 h in the same environment on 

the hot plate. For ~658 °C irradiations, the samples were instead heat treated at 

600 °C for 9 h in an argon furnace. For the majority of the samples, these heat 

treatments fully stabilised the speckle pattern, with no development of the speckle 

sizes seen after irradiation. The subsequent Au nanoscale speckle pattern consisted 

of a mean particle size of 45(13) nm with a spacing of 32(10) nm, as is shown in 

Fig. 4.18. However, some of the samples irradiated at ~658 °C underwent further 

development of the speckle pattern during irradiation, rendering the HRDIC data 

incomplete. This suggests that a longer heat treatment is required to prevent further 

development during subsequent irradiations. 

The initial Au layer thickness and quality, remodelling time, temperature and 

humidity all effect the size and structure of the resulting nanopattern [386]. As such, 

the parameters used in this work are not necessarily optimal for these materials, but 

nonetheless resulted in a fine, homogenous pattern which allowed a localised strain 

resolution of ~350 nm to be achieved. 

When imaged using BSE SEM, the structure and composition of the pattern 

contribute to a sufficiently high contrast with the specimen surface to allow digital 

tracking of the individual Au nanofeatures. Immersion mode BSE images were 

acquired using an FEI Magellan HR 400L FE–SEM, operated at 10 kV, a beam 

current of 0.8 nA, a working distance of ~5 mm and images captured using an 
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insertable concentric backscattered electron detector. For each sample, both before 

and after irradiation, an 8 × 8 image array was captured from the specimen centre 

using the Thermo Fisher Scientific MAPS software [390]. The individual 8–bit 

images had dimensions of 2048 × 1768 pixels and included a 20% overlap with 

adjacent regions, resulting in a final stitched map of ~12800 × 11050 pixels or a 

187.5 × 161.9 µm field of view. Mosaics consisting of the 64 individual images 

were stitched using ImageJ by applying a linear blend on overlapping identical 

regions [391].  

The mosaics of virgin and irradiated specimens were correlated using the 

commercial source software package DaVis 8.4.0 [392]. A sub–window size of 48 

× 48 pixels was used with a 50% overlap, equating to a spatial resolution of ~350 × 

350 nm2. The DIC generates a full–field in–plane displacement map for each 

mosaic pair.  

A) 

168 particles per µm2 
Average diameter: 45.1 nm 

B) 

Fig. 4.18 – The speckled nanopattern: (A) The distribution of particle sizes of the pattern used for experiments 

in Manuscript 3 (Chapter 7), demonstrating the homogeneity and size of the speckles. (B) a region of the 

nanopattern on (Ta0.38Ti0.62)3Al0.81C2, following 180 minutes of water vapour remodelling at 350 °C. The image 

is a BSE–SEM micrograph, demonstrating the high contrast between the Au speckles and the substrate surface. 

The length of the scale bar is 1 µm. 
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The DIC analysis produces full–field in–plane displacement maps, 𝑢(𝑥1, 𝑥2, 0), on 

the plane 𝑥1𝑥2 with normal 𝑥3. The in–plane deformation is then calculated via 

differentiation of the displacement vectors using the displacement gradient tensor: 

 
𝜕𝑢𝑖
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=

[
 
 
 
𝜕𝑢1

𝜕𝑥1

𝜕𝑢2

𝜕𝑥1

𝜕𝑢1

𝜕𝑥2

𝜕𝑢1

𝜕𝑥2]
 
 
 

 ( 4.13 ) 

To ensure consistency across displacement components and to reduce the impact of 

displacement uncertainty, second order central differences were used to compute 

the gradient. The effective shear strain, 𝛾𝑒𝑓𝑓 – a convenient measure for 

representing slip shearing, was calculated using [393]: 
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 ( 4.14 ) 

When the local strain is large, however, the logarithmic strain, 𝜀𝑖𝑖 is a more 

appropriate measure to plot and is given by 

 𝜀𝑖𝑖 = ln (
𝜕𝑢𝑖

𝜕𝑥𝑖
+ 1) ( 4.15 ) 

Additionally, the magnitude of rigid body rotation about 𝑥3 for small displacements, 

as described by Dieter [394], is given by:  

 𝜔3 =
1

2
(
𝜕𝑢1

𝜕𝑥2
−

𝜕𝑢2

𝜕𝑥1
) ( 4.16 ) 

The full HRDIC dataset for the work in Manuscript 3 (Chapter 7)  was processed 

using the DefDAP 0.92.3 Python library [395]. 

Finally, quantitative microcrack analysis of the samples both before and after 

irradiation was performed on the BSE micrographs used for HRDIC. A combination 

of image–based thresholding and particle tracking methods, as implemented in 
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ImageJ [391], was used to estimate initial crack densities in the virgin material as 

well as the growth of pre–existing cracks and formation of independent cracks 

during irradiation.
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Race,a Philipp Frankel,a and Sarah J. Haigha 

a Department of Materials, University of Manchester, Manchester, M1 3BB, UK. 
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5.1 Abstract 

We report on the consideration of novel MAX phase ceramics in the quaternary 

(MI
2/3,M

II
1/3)n+1(A

I
xA

II
1–x)Cn system (M = Ti, V, Cr, Y, or Ta, W; A = Al or Si; x = 

0.5 or 1; and n = 1 or 2), for fast neutron, low activation nuclear applications such 

as nuclear fusion. Atomic formation enthalpies were obtained from total energy 

calculations of 180 trial quaternary and quinary MAX phase compositions, with 

elemental constituents chosen based on their relevance to a future fusion 

environment.  

5.2 Introduction 

The development of high heat flux and radiation resistant plasma facing component 

(PFC) materials for future fusion power plants, such as DEMO, is critical for the 

delivery of commercial fusion energy [96], and has been identified as one of the 

seven major challenges outlined by the EFDA Roadmap [31]. First wall PFC 
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materials are required to maintain structural integrity and thermal conductivity, 

whilst minimising radiation–induced activation, during normal operation and 

accident scenario conditions, over an expected service lifecycle of at least 5 full 

power years [396]. Whilst acceptable PFC materials have been developed for use 

in ITER, such as tungsten for the first wall [68], the conditions in DEMO will be 

considerably more hostile. These include expected incident particle fluxes of at least 

an order of magnitude higher at the first wall, reaching 20 MW m–2 in select 

locations [68], high temperatures (especially during transient plasma events) of 

300–3200 °C, gamma radiation, plasma induced sputtering and erosion, high energy 

neutron damage (3–30 dpa yr−1), and hydrogen, tritium, deuterium and helium 

trapping [397]. 

Materials able to operate in such conditions simply do not currently exist at a 

suitable technology readiness level for implementation in a DEMO–like 

environment in the next decade. As noted in the EFDA Roadmap, around 10–15 

years of research is required to fully develop a nuclear–grade material from a 

‘proof–of–principle’ stage [31]. It is therefore essential that new materials are 

Fig. 5.1 – A reduced periodic table of the MAX phase elements, colour coded with reference to their simulated 

cooling time to low level waste classification (the number above the element name) following 14 years of pulsed 

operation in a DEMO–like tokamak. Neutronics data courtesy of Gilbert & Sublet (2015) [77]. 
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continually developed, or we risk severe delays in the realisation of fusion energy 

if current shielding candidate materials prove unsuitable.  

MAX phases are a relatively new class of hexagonal nano–layered carbides and 

nitrides with a general formula Mn+1AXn where n = 1, 2, 3, etc., M is generally an 

early transition metal or lanthanide, A is generally a group 13–15 element and X is 

either carbon or nitrogen (see Fig. 5.1). They have demonstrated a promising 

mixture of both ceramic and metallic properties, largely attributed to their nano–

laminated structure and metallic–like bonding. Like ceramics, some MAX phase 

materials are elastically rigid (Young’s modulus larger than 300 GPa), strong at high 

temperatures [102], [398], lightweight (< 4.5 g cm–3) and even have good creep and 

oxidation resistant [168], [184], [201], [399], [400]. On the other hand, like metals, 

MAX phases have shown excellent electrical and thermal conductivity, 

machinability [103], [106], thermal shock resistance and even damage tolerance 

[102]. 

Whilst various MAX phases, including those containing M– or A–layer solid 

solutions, have been considered for demanding fission–based environments, such 

as (Zr, M2)2–A–C for fuel cladding [401], [402], the compositions are generally not 

suitable for fusion environments, due to instabilities at high temperature, oxidation, 

and the presence of ‘high activation’ elements. In particular Zr, Nb or Al are 

expected to produce long–lived radioactive isotopes during operation in a fusion 

environment. The only MAX phase studied in depth to date with an elemental 

composition of primarily low activation elements is Ti3SiC2, which has displayed a 

tendency towards thermal decomposition at high temperatures (> 1200 K) [403], 

[404].  

5.3 Down–Selection 

In Fig. 5.1, the elements are colour coded with reference to their simulated cooling 

time to low level waste classification after 14 years of DEMO use. Elements like 
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Ti, V, Cr, and Si, with cooling times less than 100 years, are highly desirable for 

fusion applications, and cooling times of less than 300 years are still attractive.  

Given the vast elemental parameter space of the MAX phases, it would be 

temporally, not to mention computationally, inefficient to consider every possible 

combination and stoichiometry when designing a new fusion optimised MAX phase 

material. The first step, therefore, in the design of a MAX phase for fusion 

applications is elemental down–selection via consideration of limiting factors such 

as radiation–induced activation, toxicity and availability.  

Gilbert & Sublet (2015) simulated the neutron induced activation, amongst other 

properties, of elements in a pulsed DEMO–like environment [77]. A selection of 

this data is represented in Fig. 5.1. For each element, the simulated time taken for 

1 kg of pure material to cool to low level waste classification is displayed [405]. 

Elements which are expected to produce long–lived radioisotopes during in–reactor 

operation must be minimised and, if possible, eliminated. To this end, an arbitrary 

upper limit of 300 years (the somewhat perceivable future) may be used for down–

selection. Notably, Al, C and N are expected to have cooling times of greater than 

10,000 years. C, as the lesser of the two X–element evils, as well as an essential 

alloying element in various structural materials posed for use in fusion, is 

unavoidable. Al, generally the most stable A–layer element [110], is nonetheless 

avoidable.  

When availability is considered, the list of potential elements is reduced further: 

Ge, Au, Tl, Yb and Lu are all omitted due to their prohibitive raw material costs 

[406]. Finally, As is omitted due to its toxicity, P for its astronomical vapour 

pressure at common synthesis temperatures (1600–1900 K [104]) and Mn for its 

propensity to form magnetic phases – which may interfere with plasma stability 

[407]. Thus, the list of suitable elements is reduced to: 
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M Ti V Cr Y Ta W 

A Si Ga In    

X C      

This leaves 18 ternary compositions per order (211, 312, etc.), 90 elemental 

combinations for compositions with two independent M–elements (MI and MII), or 

180 combinations for compositions with two M–elements and two A–elements, for 

a single fixed ratio of both MII:MII and AI:AII for each elemental combination. It 

should be noted that for Cr, although it is known to form magnetic phases under 

certain conditions [408], [409], its innate ability to form passivating oxide scales in 

extreme environments makes it potentially useful in a nuclear fusion reactor setting 

[410]–[412]. 

Although none of the existing MAX phase compositions are ideal for nuclear fusion 

in terms of activation, the range of viable MAX phase compositions is rapidly 

expanding. Recently, dozens of novel MAX phases, many with refractory metal M–

layers, have been synthesised [110]. In addition, MAX phase materials can have 

structural variations including M–layer solid solutions and ordered phases, such as 

the in–plane ordered (i–MAX) phase (W2/3Y1/3)2AlC [413], expanding the 

elemental parameter space significantly. However, these new materials are all 

largely Al–based [110] and to date little focus has been applied to non–Al–based 

refractory MAX phases for demanding environments. 

Whilst over 155 MAX phases are known to exist [110], there remain a wealth of 

compositions and atomic ratios to explore and, with the interesting range of 

properties exhibited by the currently known phases, such exploration has the 

potential to bear fruit for PFC material development.  

MAX phases are known to form from elemental powders during high temperature 

solid state reactions [414], [415]. It is suspected that binary MX carbides or nitrides 

are formed initially, followed by diffusion and intercalation of the A–layer to 

produce the nanolaminate MAX phase structure [416]. It should, therefore, be 
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possible to substitute Al for another, similar, A–layer element. This has been 

demonstrated with Ga, a low–activation element, in recent reports [318], [417], but 

only for a small number of compositions. 

In this work, we outline first principles calculations of relative stability and 

demonstrate the synthesis of new MAX phases, with a focus on elemental relevance 

to expected fusion environments.  

Following elemental down–selection, a suitable template system is chosen. The 

field of non–ternary MAX phases represents relatively uncharted territory in the 

literature, especially for fully dense phases of high purity – several reported new 

phases have either not been synthesised in bulk or are below ~80% phase purity 

[116], [117], [413], [418], [419]. Furthermore, the recent discovery of a stable W–

based i–MAX phase is of interest to the fusion materials community considering 

the focus on W–based composites for shielding applications [68], [93]. The i–MAX 

structure consists of a binary in–plane ordered layer of M–elements in the ratio 

MI:MII = 2:1 and with the XM6 octahedra distorted relative to the difference in 

atomic radius of the M–elements. The interleaving A–layer often forms a Kagome–

like 2D lattice as viewed down the [0001] direction. So far, only a 2:1 MI:MII ratio 

has been reported to result in the formation of i–MAX and the out–of–plane ordered 

‘o–MAX’ phases. Additionally, these phases appear to exist in only 211 and 312 

configurations, respectively [419]. Thus, the MI:MII = 2:1 ratio presents an 

interesting starting point for synthesis investigations.  

In 2010, Dahlqvist et al. developed an efficient and systematic method for the 

prediction of potentially stable MAX phases, using density functional theory (DFT) 

[120]. Since then, DFT calculations have shown considerable promise in guiding 

synthesis trials in the discovery of novel MAX phases [111]. DFT is the 

approximation of the theoretical interactions in many–body systems. Attempting to 

solve the many–electron wavefunction to derive properties of a multi–atomic 

system is a highly expensive and inefficient task. Instead, the overall electronic 
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structure can be approximated as a spatially dependent electron density, expressed 

by a set of functionals. The first reported ab initio calculations using DFT for MAX 

phases were performed by Medvedeva et al. in 1998, who investigated the 

electronic properties of the Ti3SiC2 system. Since then, over 200 relevant reports 

have been published. Fundamental crystal and electronic structure, bonding, lattice 

dynamics, phase stability, and elastic properties have been investigated for a swathe 

of compositions, for both theoretical and experimentally confirmed phases. Due to 

the inherent chemical diversity of the MAX phases, one of the most useful 

approximations that DFT can perform is that of thermodynamic stability of a phase, 

with respect to its competing phases during formation. This allows the prediction 

and theoretical characterisation of phases, yet to be synthesised but likely to form 

under the right conditions. In this way, the search for materials to satisfy the 

requirement for increasingly more complex and demanding technologies may be 

guided and accelerated. 

5.4 Methods 

DFT allows the calculation of the electronic ground–state of a group of atoms [420]. 

The total energy of the system in this state is then used to determine the enthalpy of 

formation per atom of the material with respect to either its elemental constituents 

(relative thermodynamic stability) or the sum of its most competing phases (actual 

thermodynamic stability), using Hess’ law – equation ( 5.1 ). In this work, to save 

computational time, the relative thermodynamic stability is calculated to enable a 

comparison between the compositions studied. 

 ∆Hreaction = ∑∆Hf (products)–∑∆Hf (reactants) ( 5.1 ) 
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Total energy calculations were performed on supercells of 2 × 2 × 1 unit cells using 

DFT as implemented in the Vienna ab initio simulation package (VASP) [420], 

[421]. A plane–wave basis set cut–off energy of 500 eV was used for all 

calculations, with electron–ion interactions represented using the projector 

augmented–wave (PAW) method [422]. The generalized gradient approximation 

(GGA) [423] was used in the form of the parameterisation proposed by Perdew, 

Burke, and Ernzerhof (PBE) [424] to represent the electronic exchange–correlation 

energy. Partial occupancies were set using the tetrahedron method with Blöchl 

corrections [425]. Brillouin zone k–point sampling integrations were applied using 

a 3 × 3 × 1 gamma–centred grid [426], resulting in a k–point spacing of at ~0.5 A–

1. Unit cells were relaxed until the forces on ions converged to < 0.1 meV A–1. 

Fig. 5.2 – Relaxed structures clockwise from top left: (A) (Ti2/3Ta1/3)2SiC [C m c m], (B) Ti2TaSiC2 [C m c 21], 

(C) (W2/3Cr1/3)2(Al0.5Si0.5)C [P m m n (2)], (D) W2CrSiC2 [C m c m]. The first row consists of the most stable 

211 (A) and 312 (B) MAX phase structures, with the second row consisting of the least stable 211 (C) and 312 

(D) phases. For each structure, the 010 (left) and 100 (right) projections, the order (bold) and comparative 

distances are labelled. 
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For Cr–containing phases, spin–polarised calculations were performed with the 

Fig. 5.3 – Elemental formation enthalpies (x–axis), in meV, for all MAX phase compositions considered, 

grouped by their respective (MI, MII) pair (y–axis). The formation enthalpies of common binary carbide 

competing phases are indicated by dashed green lines for reference. If a competing phase, such as a parent 

binary carbide, has a lower formation enthalpy than its respective target MAX phase, then it is likely to form 

instead. 
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magnetic moment of each element allowed to relax. For each composition, total 

energy calculations were performed for three initial magnetic configurations: 

ferromagnetic (FM), anti–ferromagnetic (AFM) and non–magnetic (NM, i.e., net 

magnetic moment = 0). As such, the formation enthalpy results shown for Cr–based 

phases represent the most stable final spin configuration – these are detailed in Table 

5.1. The computational workload was performed on 16–core Intel Skylake Gold 

6130 CPUs at a clock speed of 2.1 GHz, with 6 GB of RAM available on average 

per core. For each job, 96 cores were utilised, spread over two high performance 

computers – Supercomputing Wales in Cardiff [427], and the University of 

Manchester’s Computational Shared Facility [428], with 201,598 CPU hours used 

in total for the calculations.  

5.5 Results 

The relative enthalpy of formation (ΔHf) for all considered MAX phase 

compositions are shown in Fig. 5.3, with the unit cells of the four labelled phases 

displayed in Fig. 5.2. ΔHf values range from almost –4 eV to just under 1 eV for 

Ti2TaSiC2 and W2CrSiC2 respectively, with no apparent relationship between the 

A–layer element and the relative stability of the composition. Relaxations indicate 

a strong correlation between the elemental pairs in the M–layer and the 

composition’s relative stability. The Ti–Ta and Ti–V systems display significantly 

lower ΔHf values than the W–Cr systems, regardless of the composition of the A–

layer. Comparing the 312 (squares) and 211 (triangles) data in Fig. 5.3 demonstrates 

that the 312 order phases cover at least a 25% greater ΔHf range, both higher and 

lower, than the 211 phases, which are generally found towards the centre of the 

distribution. Indeed, all seven of the phases which show positive enthalpies of 

formation are 312 phases – W2VSiC2 (+74.41), Cr2W(Al0.5Si0.5)C2 (+79.75), 

Cr2WAlC2 (+83.77), Cr2WSiC2 (+157.72), W2CrAlC2 (+316.30), 

W2Cr(Al0.5Si0.5)C2 (+460.37) and W2CrSiC2 (+965.00) with values in meV. It is 

unlikely, therefore, that these phases form in such an ordered structure.  
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As shown in Fig. 5.2, there is a variation in atomic positioning, especially in the A–

layer, depending on the composition. Whilst most stable i–MAX phases synthesised 

in the literature form a C 2/c or C m c m unit cell structure [413], [417], [429], the 

Ti2TaSiC2 and (W2/3Cr1/3)2(Al0.5Si0.5)C unit cells relax into a C m c 21 and P m m n 

symmetry respectively. There is no apparent correlation between the relaxed 

symmetry and either the MI or MII atomic masses, difference in M–layer atomic 

masses, or A–layer of the phases. Despite this, Ti2TaSiC2 and (Ti2/3Ta1/3)2SiC, the 

most stable 312 and 211 phases respectively, are in–line with the suggestion by 

Dahlqvist et al. that a minimum size difference between MI and MII
 is required when 

MI > MII for i–MAX stability [419].  

Table 5.1 – Atomic formation enthalpies and final magnetic spin configurations of phases containing Cr. ‘FiM’ 

means ferrimagnetic.  

211   312   

Phase 
ΔHf  

atom–1 (meV) 

Final spin 

state 
Phase 

ΔHf  

atom–1 

(meV) 

Final spin 

state 

(Cr0.66Ta0.33)2Al0.5Si0.5C –324 FM Cr2TaAl0.5Si0.5C2 –199 FiM 

(Cr0.66Ta0.33)2AlC –322 FM Cr2TaAlC2 –215 FiM 

(Cr0.66Ta0.33)2SiC –324 NM Cr2TaSiC2 –184 FM 

(Cr0.66Ti0.33)2Al0.5Si0.5C –406 FiM Cr2TiAl0.5Si0.5C2 –326 FiM 

(Cr0.66Ti0.33)2AlC –386 FM Cr2TiAlC2 –337 FiM 

(Cr0.66Ti0.33)2SiC –431 FM Cr2TiSiC2 –317 FiM 

(Cr0.66V0.33)2Al0.5Si0.5C –295 FiM Cr2VAl0.5Si0.5C2 –196 FiM 

(Cr0.66V0.33)2AlC –295 NM Cr2VAlC2 –215 FiM 

(Cr0.66V0.33)2SiC –298 FM Cr2VSiC2 –181 FiM 

(Cr0.66W0.33)2Al0.5Si0.5C –115 FiM Cr2WAl0.5Si0.5C2 4 FM 

(Cr0.66W0.33)2AlC –130 NM Cr2WAlC2 –9 FiM 

(Cr0.66W0.33)2SiC –112 FiM Cr2WSiC2 13 FiM 

(Cr0.66Y0.33)2Al0.5Si0.5C –339 NM Cr2YAl0.5Si0.5C2 –8 FiM 

(Cr0.66Y0.33)2AlC –330 FM Cr2YAlC2 –11 FiM 

(Cr0.66Y0.33)2SiC –354 FM Cr2YSiC2 2 FiM 

(Ta0.66Cr0.33)2Al0.5Si0.5C –379 FiM Ta2CrAl0.5Si0.5C2 –208 FM 

(Ta0.66Cr0.33)2AlC –367 FiM Ta2CrAlC2 –214 FM 

(Ta0.66Cr0.33)2SiC –409 NM Ta2CrSiC2 –211 FM 



Chapter 5: Manuscript 1 

132 

 

 

211   312   

Phase 
ΔHf  

atom–1 (meV) 

Final spin 

state 
Phase 

ΔHf  

atom–1 

(meV) 

Final spin 

state 

(Ti0.66Cr0.33)2Al0.5Si0.5C –569 FiM Ti2CrAl0.5Si0.5C2 –390 FiM 

(Ti0.66Cr0.33)2AlC –544 FM Ti2CrAlC2 –414 FiM 

(Ti0.66Cr0.33)2SiC –611 NM Ti2CrSiC2 –456 AFM 

(V0.66Cr0.33)2Al0.5Si0.5C –412 FiM V2CrAl0.5Si0.5C2 –267 FM 

(V0.66Cr0.33)2AlC –403 FiM V2CrAlC2 –262 FiM 

(V0.66Cr0.33)2SiC –424 NM V2CrSiC2 –268 FiM 

(W0.66Cr0.33)2Al0.5Si0.5C –21 FiM W2CrAl0.5Si0.5C2 123 FiM 

(W0.66Cr0.33)2AlC –49 FiM W2CrAlC2 79 FM 

(W0.66Cr0.33)2SiC –38 AFM W2CrSiC2 148 FM 

(Y0.66Cr0.33)2Al0.5Si0.5C –287 NM Y2CrAl0.5Si0.5C2 –223 FM 

(Y0.66Cr0.33)2AlC –219 FM Y2CrAlC2 –178 FiM 

(Y0.66Cr0.33)2SiC –370 FM Y2CrSiC2 –257 FM 

Equally, an increasing MI atomic mass has no apparent overall effect on the relative 

stability of the phase, although a general increase in relative stability can be seen 

when increasing the MI atomic mass within the same period.  

The three A–layer compositions per order for each MI,MII pair – i.e., Al, Si or 

Al0.5Si0.5 – show little variation in formation enthalpy. The exception to this is the 

211 MI = Y systems, for which the Al A–layer phases are generally significantly 

less stable than either the Si or Al0.5Si0.5 phases. Interestingly, the addition of a 

second element in the A–layer does not seem to affect the formation enthalpy of the 

phase significantly. For the most part, the formation enthalpy of the Al0.5Si0.5 phases 

sit somewhere between those of the Al and Si based phases for each system of 

MI,MII pairs. The sole exception to this is the Ti2Cr(Al0.5Si0.5)C2 phase, which is 

over 674 meV higher than Ti2CrAlC2, the next lowest in the Ti2Cr system.  

It should be emphasised that the calculations of formation enthalpy shown are 

relative to the elemental constituents of each phase. The values are, therefore, 

purely relative to each other and are not a prediction of actual thermodynamic or 

kinetic stability. In further work, the formation enthalpy for each composition 



Chapter 5: Manuscript 1 

133 

 

 

should be calculated by considering the respective set of most competing phases. 

However, as is evident with the W2Cr and Cr2W systems, a relatively quick 

calculation of formation enthalpy, by consideration of elemental competing phases, 

can save time on a potentially more involved analysis if a positive value is returned. 

5.6 Conclusions 

The formation enthalpies, relative to elemental constituents, have been calculated 

for 120 MAX phases in the (M1
2/3,M

II
1/3)n+1(A

I
xA

II
1–x)Cn system (M = Ti, V, Cr, Y, 

Ta, W; A = Al or Si; x = 0.5 or 1; and n = 2 or 3). It was found that the compositions 

with MI,MII = Ti,Ta; Ti,V; and Ti,Y have the lowest formation enthalpies and are 

the most likely to form stable phases. With the exception of those containing W, 

compositions with a Si–based A–layer produced lower formation enthalpies than 

Al–based, indicating an increased stability of Si–based phases. Phases containing 

both W and Cr generally show the lowest propensity to form, with positive 

formation enthalpies for Cr2W(Al0.5Si0.5)C2 (+79.75), Cr2WAlC2 (+83.77), 

Cr2WSiC2 (+157.72), W2CrAlC2 (+316.30), W2Cr(Al0.5Si0.5)C2 (+460.37) and 

W2CrSiC2 (+965.00), with values in meV. 

Finally, the addition of a second A–layer element into the lattice doesn’t appear to 

destabilise the unit cell. For the most part, phases containing both Al and Si have 

formation enthalpies between those of their pure Al and Si counterparts. This could 

be an indication of thermodynamic stability and, therefore, the potential for partial 

substitution of Si into the more common but higher–activation Al–layer in MAX 

phases. 

However, it must be emphasised at this point that we have not considered the full 

equilibrium simplex of competing phases for each composition in this work, as is 

required to provide an actual thermodynamic stability estimate. Nonetheless, the 

results presented here can provide guidance for synthesis trials of novel quaternary 

MAX phases, at a reduced computational cost. 
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microscopy characterisations. 

6.1 Abstract 

Quaternary MAX phases, (TaxTi1–x)3AlC2 (x = 0.05, 0.1, 0.2, 0.33 or 0.5), have been 

synthesised via pressure–less sintering of TaC, TiC, Ti and Al powders. Via 

chemical etching of the Al layers, (Ta0.38Ti0.62)3C2Tx – a new MXene, has also been 

synthesised. All materials contain an M–layer solid solution of Ta and Ti, with a 

variable Ta concentration – paving the way for the synthesis of a range of alloyed 

(Ta,Ti)3C2Tx MXenes with tuneable compositions for a wide range of potential 

applications.  
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6.2 Introduction 

The MAX phases are a class of hexagonal nano–layered carbides and nitrides with 

general formula Mn+1AXn, where n = 1, 2, 3, etc. and referred to by their 

stoichiometry – for example M2AX as ‘211’, M3AX2 as ‘312’ and so on. Whilst the 

‘M’ is generally an early transition metal, ‘A’ an A–group element and ‘X’ either 

carbon or nitrogen, all three sites may consist of more than one element in either 

solid solution or ordered form (such as the MI, MII ordered ‘o–MAX’ phases) [110]. 

This vast chemical diversity results in a wealth of material structures and properties, 

with more than 155 phases known to date – a number that likely represents a small 

proportion of the material possibilities. The MAX phases have attracted attention 

due to their interesting mix of ceramic and metallic properties. Like ceramics, some 

MAX phases are elastically rigid (Young’s modulus > 300 GPa) [107], strong at 

high temperatures [398], lightweight (< 4.5 g cm–3) and creep and oxidation 

resistant [201], [399]. Like metals, MAX phases have shown excellent electrical 

and thermal conductivity [162], [172], machinability [103], thermal shock 

resistance, [103] and even damage tolerance [102]. Recently, the interest in MAX 

phase materials has increased dramatically because they are the feedstock for their 

two–dimensional derivatives, MXenes [430]. MXenes are typically obtained via 

etching of the MAX phase ‘A–layer’ and subsequent chemical delamination of the 

two–dimensional ‘MX–layers’. They have the general formula Mn+1XnTx, where Tx 

refers to the MX–layer surface terminations – usually –OH, –O, and/or –F [431], 

[432]. MXenes have shown potential for use in a large range of applications, 

including photo– and electro–catalysis [433], [434], energy storage and conversion 

[435], [436], the development of novel hybrid nanocomposites [437], [438], 

biosensors [439], water purification [440], electromagnetic interference shielding 

[441], lubrication [442], and conductive inks [443], [444].  

The discovery of new MAX phases and, by derivation, new MXenes with 

different/improved properties can thus be highly valuable. Here we report on the 

successful synthesis of a range of 312 MAX phase materials, where M is a solid 
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solution of Ta and Ti with variable Ti:Ta ratios, A = Al and X = C. The work builds 

on previous experimental reports of a 211 MAX phase with similar elemental 

components – (Ta1–xTix)2AlC (0 < x < 1) [445], and the pure M–layer 312 MAX 

phases M3AlC2 (M = Ta or Ti) [182], [446]. Our experimental realisation of the 

(Ta1–xTix)3AlC2 (0 < x < 1) system was motivated by recent theoretical predictions 

demonstrating the phase stability of TaTi2AlC2 and Ta2TiAlC2 by Dahlqvist and 

Rosen [111]. We further demonstrate successful exfoliation of (Ta1–xTix)3AlC2 (0 < 

x < 1) to generate a new MXene composition (Ta0.38Ti0.62)3C2Tx.  

6.3 Results 

Synthesis of the (Ta1–xTix)3AlC2 quaternary, with nominal compositions of x = 0.05, 

0.1, 0.2, 0.33 and 0.5, was investigated starting from TaC, TiC, Ti and Al powders 

Fig. 6.1 – Ti/Ta fractions for target (diamonds) and actual (crosses) (Ta,Ti)3AlC2 phases (a). (Ta,Ti)3AlC2 

MAX phase concentrations in wt.% (b). The x–axis for (a) and (b) is the Ta concentration in at.%. XRD 

diffractograms of as–synthesised materials with variable nominal initial Ta concentrations (right y–axis) (c). 

The (0002) basal peaks have been identified for the (Ta1–xTix)3AlC2 phase in each composition, with the 

positions of (Ta,Ti)Cx (x ≤ 2) impurity peaks labelled with stars. Actual compositions have been colour coded 

across all plots. 
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(Table 6.1, Table 6.2, SI). Powder mixtures were uniaxially cold–pressed at 250 

MPa before being heated at a rate of 5 °C min–1 to 1600 °C, held for 8 h, and cooled 

to room temperature at a similar rate to the heating, in a pressure–less flowing Ar 

tube furnace. Powder X–ray diffraction (XRD) analysis showed each sample 

contained peaks consistent with a hexagonal P 63/mmc symmetry 312 MAX phase 

(Fig. 6.1c), with unit cell volumes ranging from 153.29(3) Å3 to 156.0(1) Å3 for 

(Ta0.09Ti0.91)3AlC2 and (Ta0.6Ti0.4)3AlC2 respectively (Table 6.3, SI). A fairly linear 

increase in cell volume with increasing Ti M– starting Ta at.% is seen, indicating 

increasing substitution of the site with Ta (atomic radius of 1.45 Å compared to 1.40 

Å) [447]. This puts the cell volumes in the expected range between the lowest 

reported value of 151.8(2) Å3 for Ti3AlC2, and the highest value of 158.73(1) Å3 

reported for Ta3AlC2 [446], [448], as expected (Fig. 6.6, SI). The highest phase 

purity of better than 85 wt.% was obtained for Rietveld refined compositions of 

(Ta0.25Ti0.75)3Al0.77C2 and (Ta0.38Ti0.62)3Al0.81C2 (Fig. 6.1; Table 6.2, SI). 

The best fitting of the XRD data was achieved with the Al layer arranged in the α–

312 stacking configuration for (Ta0.25Ti0.75)3Al0.77C2, (Ta0.38Ti0.62)3Al0.81C2 and 

(Ta0.6Ti0.4)3AlC2, with (Ta0.05Ti2.95)3AlC2 and (Ta0.09Ti0.91)3AlC2 arranged in the β–

312 configuration (see Table 6.1, SI). For most of the samples, the major impurity 

peaks were those belonging to cubic (Ta,Ti)Cx (x ≤ 2) and small quantities of Al2O3 

and TiAl2 (for discussion, see section 6.6.3). The sample with the highest starting 

Ta content (50 at.%), however, produced a multitude of additional phases, including 

at least two that have not been identified. As such, structural refinement used a 

combination of the Rietveld and Pawley methods, that indicated the presence of the 

expected 312 MAX phase as well as up to five further MAX phases (6.6.3 and Fig. 

6.7) [449]. The lower purity and presence of these extra phases at the highest Ta 

concentration suggests a Ta solubility limit in the Ti M–layers.  

Energy dispersive X–ray spectroscopy (EDS) implemented within a scanning 

electron microscope (SEM) was also used for characterisation. EDS provided mean 

Ti:Ta ratios in the primary phase regions that decreased with increasing Ta 
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concentrations in the starting mixtures (Fig. 6.1a). The sample with intended 

formula (Ta1/3Ti2/3)3AlC2 produced a Ti:Ta ratio of 1.62:1 compared with the 

expected 2:1 from the starting mixture (Table 6.2, SI). This is due to the formation 

Fig. 6.2 – STEM micrographs at varying magnifications of β–(Ta0.38Ti0.62)3Al0.81C2, viewed along the [101̅0] 

zone axis (a–c). (c) has been Fourier filtered, with the refined structural model overlaid and the unit cell 

outlined in white. Ti, Ta, Al and C atoms are represented by green, red, blue and brown spheres respectively. 

Additionally, an integrated HAADF intensity line profile has been overlaid. SAED micrograph obtained 

viewing along the same zone axis, with the (0008) and (011̅0) lattice plane reflections identified by red 

arrows (d). HAADF STEM micrograph of (Ta0.38Ti0.62)3Al0.81C2, with a stacking fault near the centre, as 

viewed along the [112̅0] zone axis (e). Integrated horizontal line scan profile of (e) (black line), with 

compositional line profiles obtained from i), ii) and iii), representing EDS scans of Ti, Ta and Al in green, red 

and blue respectively (f). 
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of Ti–rich (Ta,Ti)Cx (x ≤ 2) impurities during synthesis (see section 6.6.3). Both 

SEM– and scanning transmission electron microscope (STEM) EDS quantitative 

analysis indicated a sub–stoichiometric Al content in (Ta0.25Ti0.75)3Al0.77C2 and 

(Ta0.38Ti0.62)3Al0.81C2. Synthesis trials with increased nominal starting Al 

stoichiometries as high as 1.6 resulted in a decrease in MAX phase purity and 

increasing quantities of Al2O3 and TiAl2. This suggests that the reduced Al 

occupancy is a thermodynamic effect rather than being due to a deficiency of Al in 

the starting mixture.  

The characteristic 312 MAX phase layered structure of (Ta0.38Ti0.62)3Al0.81C2 can be 

seen in the high angle annular dark field (HAADF) STEM micrographs in Fig. 6.2c 

and Fig. 6.2e, aligned with the [101̅0] and [112̅0] zone axes, respectively. The 

configuration, in contrast to the XRD data, is likely the result of an α–β 

transformation during TEM sample preparation, as reported by one of us previously 

[102]. The HAADF STEM data also reveals that the central metal layers (MII) have 

visibly higher positions of Al in Fig. 6.2c are consistent with the β–312 stacking  

HAADF intensities than the metal layers that sandwich it (MI) (see Fig. 6.4, SI for 

diagram), indicative of a higher atomic number and hence a higher Ta 

concentration. This is in–line with the XRD data, in which MI and MII Ta site 

occupancies converged to 0.340(6) and 0.466(7), respectively (Table 6.2, SI). This 

preferential elemental enrichment is distinct from the full out–of–plane ordering 

seen in quaternary 312 o–MAX phases with a 2:1 M–element starting ratio [110]. 

Nonetheless, similar preferential enrichment of the centre MII layer has been 

observed in 312 M–layer solid solution MAX phases such as (Cr,V)3AlC2 [110], 

[450]. Lattice parameters obtained from selected area electron diffraction (SAED) 

patterns, like in Fig. 6.2d, of a = 3.01(2) Å and c = 18.59(2) Å, are also in good 

agreement with bulk lattice parameters from XRD (a = 3.0981(1) Å and c = 

18.6140(7) Å (see Table 6.3, SI). It should be stressed at this point that the pristine 

MAX phase layered structure is occasionally interrupted by stacking faults of 

varying thickness that, at times, penetrate entire crystallites (Fig. 6.2a, b, e). 
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Structurally, these defects can be thought of as either few–layer ternary carbide 

impurities, or as MX layers in the MAX phase matrix with an unexpected number 

of M–layers – such as the 6 shown in Fig. 6.2e, compared with the expected 3. 

High resolution EDS scans performed over several regions on (Ta0.38Ti0.62)3Al0.81C2 

samples show the expected elemental segregation of Ti, Ta and Al layers, as seen in 

Fig. 6.2f i, ii, and iii, respectively. Quantitative STEM–EDS analysis provided Ti:Ta 

Fig. 6.3 – XRD scans of Ti3C2Tx MXene partially intercalated with H2O (*), delaminated (Ta0.38Ti0.62)3C2Tx 

MXene (**), ML (Ta0.38Ti0.62)3C2Tx MXene (***), and (Ta0.38Ti0.62)3Al0.81C2. A variety of basal plane peaks 

have been identified, with (Ta,Ti)Cx impurity peaks labelled with stars. Additionally, portions of the central 

two scans have been rescaled to emphasise basal peaks (insets) (a). STEM micrograph of a (Ta0.38Ti0.62)3C2Tx 

MXene flake suspended on a holey C–film (b). Atomic resolution STEM micrograph of the surface of the 

flake in (b) viewed close to the [641̅] zone axis, with a magnified and filtered portion (inset) showing the 

interatomic spacing (c). SAED micrograph of a single flake, as viewed along the [0001] zone axis, with the 

(101̅0) and (112̅0) lattice plane reflections labelled (d). Atomic resolution HAADF STEM micrograph of 

pristine ML MXene as viewed along the [101̅0] zone axis, with a proposed structural model overlaid. Ti, Ta 

and C atoms are represented by green, red and brown spheres, respectively. Additionally, an integrated 

HAADF intensity line profile has been overlaid in black (e). STEM micrograph of a (Ta0.38Ti0.62)3C2Tx flake, 

with a monolayer edge curled up to align along the [101̅0] viewing axis. Inset: magnified and filtered view 

of the area in the white box with an integrated vertical line profile overlaid (f). 
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ratios, excluding stacking faults, from 1.6–1.9:1, with a mean value of 1.7(1):1, 

which is close to the 1.62(2):1 obtained from SEM–EDS. Note that electron 

channelling effects and the limited spatial resolution prevent absolute quantification 

of the relative Ti:Ta concentrations in MII versus MI sites (see section 6.6.4, SI for 

methods). 

To demonstrate the potential to produce solid solution Ta/Ti MXenes, we used an 

in–situ HF etching process at 20 °C for 12 h, similar to that performed by Ghidiu et 

al. [451] (see section 6.6.2, SI). Etching of the (Ta0.38Ti0.62)3Al0.81C2 sample 

produced the expected (Ta0.38Ti0.62)3C2Tx MXene (Fig. 6.3). Characteristic 

multilayer (ML) flakes were observed following vacuum drying of the MXene 

solution (Fig. 6.3b), with SEM–EDS analysis producing a 2:1 Ti:Ta ratio over 

micrometre sized areas –including contributions from Ti–rich (Ta,Ti)Cx impurities 

(similar to the parent MAX phase sample). The etching resulted in a c–lattice 

parameter increase from 18.6140(7) Å to 19.7(1) Å (Fig. 6.3a). After sonication, 

this increased dramatically to 34.9(4) Å, indicating full intercalation of the MX–

layers. This suggests a similar formation mechanism to that proposed for Ti3C2Tx 

MXene from a parent Ti3AlC2 MAX phase, where Al is replaced by terminating 

species in the etchant such as –OH, –F, or =O, followed by intercalation of the MX–

layers by Li+, allowing for full delamination via sonication [430], [435], [452]. The 

lower intensity of  (Ta,Ti)Cx peaks in the XRD of the delaminated MXene compared 

to the parent MAX phase (Fig. 6.3a) suggests an improvement in the purity of the 

sample (better than the 87.9(2) at.% of the parent MAX phase) achieved via 

sonication and centrifugation. 

STEM imaging and diffraction was further used to investigate the MXene structure. 

The pre–delamination (Ta0.38Ti0.62)3C2Tx ML produced lattice parameters of a = 

3.14(3) Å and c = 11.8(1) Å, with a being similar to the parent MAX phase and c 

reduced following the removal of the Al layer. SAED performed on a fully 

exfoliated monolayer (Ta0.38Ti0.62)3C2Tx flake was indexed using a hexagonal basis 

(Fig. 6.3d), and produced an a–lattice parameter of 2.97(3) Å, which is in agreement 
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with the value of 2.98(3) Å obtained from fast Fourier transform of the high 

resolution STEM data (e.g. Fig. 6.3e), and slightly less than the value of 3.0981(1) 

Å in the parent phase. The monolayer sheet thickness was estimated from HAADF–

STEM analysis of the curled–up edge of a single flake as 4.99(5) Å (Fig. 6.3c) – 

slightly larger than the MX–layer (4.85(2) Å) in the parent phase. Furthermore, the 

HAADF contrast suggests Ta enrichment in the MII layer relative to the MI layer, as 

also observed in the parent MAX phase.  

6.4 Conclusions 

In summary, a new quaternary (Ta1–xTix)3AlC2 phase system has been synthesised 

with a variable Ta:Ti ratio (x = 0.05, 0.1, 0.2, 0.33 and 0.5) and up to 87.9(2) at.% 

purity. The ‘M’ sites exist as a solid solution of Ta and Ti, with a higher 

concentration of Ta in the central MII layers. Experimental results suggest a mean 

Ta M–layer concentration limit between 38 and 60 at.%, beyond which the 

formation of several alternative MAX phases is favoured, and thus a significant 

reduction in phase purity.  The (Ta0.38Ti0.62)3Al0.81C2 MAX phase was used to 

synthesise a new solid solution MXene – (Ta0.38Ti0.62)3C2Tx – via chemical etching, 

with the synthesis pathway likely to be similar to the unalloyed Ti3C2Tx MXene. It 

is proposed that this approach can be used to synthesise a range of alloyed 

(Ta,Ti)3C2Tx MXenes, with compositions that can be optimised for a wide range of 

potential applications. 
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6.7 Supplementary Information 

6.7.1 Density Functional Theory 

To guide synthesis investigations, the thermodynamic stability relative to atomic 

constituents of TaTi2AlC2, for two M–layer ordering and two A–layer stacking 

configurations (four different unit cells, as shown in Fig. 6.4) was calculated using 

first principles methods. To achieve this, the total ground state energy at zero Kelvin 

and zero pressure, EMAX, was calculated along with those for individual elemental 

Fig. 6.4 – Structural variations of TaTi2AlC2 for which total energy calculations were performed: (A) α–

TaTi2AlC2 (o–MAX), (B) β–TaTi2AlC2 (o–MAX), (C) α–TaTi2AlC2 (i–MAX–like), and (D) β–TaTi2AlC2 (i–

MAX–like). 
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constituents, Eelement, in equilibrium phase under similar conditions. The formation 

enthalpy of the phase, ∆Hf,MAX was then obtained using Hess’ law: 

 ∆H(f,MAX)  =  EMAX – ∑Eelement ( 6.1 ) 

Total energy calculations were performed for supercells of 2 × 2 × 1 unit cells using 

density functional theory (DFT) as implemented in the Vienna ab initio simulation 

package (VASP) [420], [421]. A plane–wave basis set cut–off energy of 500 eV was 

used for all calculations, with electron–ion interactions represented using the 

projector augmented–wave (PAW) method [422]. The generalized gradient 

approximation (GGA) [423] was used in the form of the parameterisation proposed 

by Perdew, Burke, and Ernzerhof (PBE) [424] to represent the electronic exchange–

correlation energy. Brillouin zone k–point sampling integrations were applied using 

a 3 × 3 × 1 Monkhorst–Pack grid [426], resulting in a k–point spacing of at most 

0.5 A–1. Unit cells were relaxed until the forces on ions converged to < 0.1 meV Å–

1.  

The TaTi2AlC2 configurations considered are shown in Fig. 6.4. The respective 

enthalpies of formation, ΔHf, are shown in Fig. 6.5. A negative ΔHf value in this 

Fig. 6.5 – The formation enthalpies (points), ΔHf in meV atom–1  of the four TaTi2AlC2 unit cells in Fig. 6.4, 

with those of common binary carbide impurities (dashed lines) included for reference. 
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context indicates thermodynamic stability relative to elemental constituents at 0 K 

and is thus a step towards predicting actual stability. It is important to stress at this 

point that the aim of these calculations was to provide guidance in the search for 

new MAX phases, rather than to predict the existence of new stable phases with 

rigour. As such, the thermodynamic stability at expected synthesis temperatures  

 (~1600 °C) and in relation to the set of ‘most–competing phases’ has not been 

considered as in recent calculations by Dahlqvist and Rosen [111]. For reference, 

ΔHf values of common binary carbide impurities TaC, Ta2C and TiC have been 

included in Fig. 6.5, as indicated by dashed horizontal lines. If a particular 

TaTi2AlC2 configuration falls below all of these lines, the phase is expected to be 

more thermodynamically stable and thus will have a higher propensity to form. All 

four MAX phase unit cells fall within 8% of the ΔHf threshold of TiC at –719.74 

meV/atom. 

6.7.2 Synthesis 

Powders of TaC, TiC, Ti and Al of mesh size at least –250 (maximum particle size 

63 μm – see Table 6.1 for further information), were purchased from Alpha Aesar 

(Ward Hill, MA, USA). Powder mixtures in the molar ratios in Table 6.2 were 

zirconia ball milled in plastic jars for 12 h to provide a homogenous mixture. The 

latter was then uniaxially cold pressed at 250 MPa into compact 1.27 cm diameter 

pellets of mass ~10 g. The pellets were loaded into a 82 × 31 × 18 mm Al2O3 boat, 

covered with an Al2O3 plate, and placed inside an Al2O3 tube furnace with an inert 

flowing Ar atmosphere. Additionally, pure Ti powder was placed in an adjacent 

crucible upstream to the pellet as a residual oxygen getter. The furnace was then 

heated to 1600 °C at a rate of 5 °C min–1 and held for 8 h, before cooling to room 

temperature at a similar rate to the heating. 

For MXene synthesis, a small region of the solid sintered (Ta0.38Ti0.62)3Al0.81C2 

MAX phase pellet was milled using a TiN–coated bit. The milled powder was then 

passed through a 400 mesh (particle size < 38 µm) sieve. One gram of as–sieved 
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MAX phase powder was then slowly added to a solution of 10 mL HCl (12M, Alfa 

Aesar, USA) and 1 g LiF (99.5%, 325 mesh, Alfa Aesar) at 20 °C and stirred for 12 

h at 500 rpm. The resultant slurry was then transferred to a 50 mL centrifuge tube 

and deionised water was added to fill the remaining volume. It was then centrifuged 

at 3500 rpm for 60 s, with the resulting clear supernatant discarded. This washing 

procedure was repeated several times until the pH of the solution was ~7, at which 

point deionised water was added to the left–over sediment and the mixture 

sonicated under bubbling Ar flow for 1 h. Ice was added to the sonication bath to 

avoid oxidation. The solution was then centrifuged for 0.5 h at 3500 rpm and the 

supernatant was collected for further use. The sediments that are recovered after 

washing to pH 7 before sonication are referred to as multilayer, ML, powders. The 

MXene films obtained after vacuum filtering of the supernatant are referred to as 

delaminated MXene. 

Table 6.1 – Details of source material used for synthesis. *As quoted by the manufacturer. 

 

  

Material Purity (wt.%)* Average particle size* (μm) 

TaC 99.5 44 

TiC 99.5 2 

Ti 99.5 15 

Al 99.5 15 
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6.7.3 X–Ray Diffraction 

For XRD characterisation, MAX phase samples milled to a powder using a TiN–

coated bit and then crushed using an agate pestle and mortar. For ML MXene, the 

powder was scanned after air drying, while for delaminated MXene free standing 

vacuum filtered films were scanned. XRD scans were carried out using a Rigaku 

MiniFlex 300/600 diffractometer (Tokyo, Japan) with Cu–Kα radiation (40 kV, 15 

mA) incident over a two–theta range of 5–75° for the MAX phases and 2–70° for 

MXenes, with a 0.02° step and a dwell time of 0.75 s. Additionally, a 1.25° 10 mm 

incident slit, a 1.25° 0.3 mm receiving slit, and two 5° Soller slits (incident and 

receiving) were in place. For the Ti3C2Tz sample, XRD scans were performed on a 

PANalytical X’Pert Pro PW3050/60 (Malvern, UK) with a Cu–Kα source (40 kV, 

40 mA) over a two–theta range of 5–70°, 0.033° step size and 1.2 s dwell time. A 

2° 10 mm incident beam slit, automatic divergence slit for continuous 10 mm 

illumination length, and two 2.3° Soller slits (incident and receiving), were also in 

place. 

Spectral phase identification for the MAX phases was performed using relaxed unit 

cells from computational calculations, as shown in Fig. 6.4, and known phases from 

the Inorganic Crystal Structure Database (FIZ Karlsruhe GmbH), using 

CrystalDiffract (CrystalMaker Software Ltd.). Where all major peaks were 

successfully identified using this method (samples with nominal initial Ta 

concentrations of 5, 10, 20 and 33.3 at.%.), quantitative phase analysis was 

performed using the Rietveld refinement method as implemented in the TOPAS 

software package (Bruker AXS GmbH) [324], [453]. The refined parameters 

included: five background parameters, scale factors, X and Y peak width profile 

parameters, lattice parameters, atomic positions, site occupancies for Ta, Ti and Al, 

and a single isotropic thermal displacement parameter for all atomic positions in 

each phase. The relevant Ta:Ti ratio, as obtained from SEM–EDS mapping, was 

fixed during refinement. For the MXene samples, basal peaks were identified via 

comparison with the respective MAX phase XRD data and XRD scans of Ti3C2Tx 
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MXene. For the sample with a starting Ta concentration of 50 at.%, the Pawley 

method was used in conjunction to the Rietveld method due to the presence of 

unidentified phases [449]. Two of the unverified structures ‘X’ and ‘Y’ in Fig. 6.7 

are consistent with the P63/mmc space group, with lattice parameters of a = 3.041(1) 

Å, c = 26.24(2) Å for X and a = 2.716(1) Å, c = 21.254(4) Å for Y. The formation 

of so many phases, none of which appeared to have a distinctly high phase fraction, 

is evidence that, beyond a certain Ta concentration in the Ti M–layer between 38 

and 60 at.%, other MAX phases of 211, 413 or higher order stoichiometry have a 

higher thermodynamic propensity to form. Another possible culprit for the 

formation of this variety of higher order and ternary carbide phases is Al: either a 

deficit of Al in the starting mixture, as higher order MAX phases have higher ratios 

of MX– to A–layers, or the loss of Al from the newly formed matrix due to the 

sintering conditions, resulting in phase decomposition. Such behaviour has 

previously been reported in Ti3SiC2 MAX phase, where there is insufficient Si 

[454].  

All samples analysed with Rietveld refinement contained varying concentrations of 

two common impurity phases. The first is an Fm–3m structure with lattice 

Fig. 6.6 – (A) The unit cell volumes, (B) a–lattice parameters, and (C) c–lattice parameters of Ti3AlC2 (green), 

(Ta,Ti)3AlC2 materials from this work (blue) and Ta3AlC2 (red). The x–axis for all plots is the Ta concentration, 

in at. %. * Bei et al. [448], ** [128], [162], [182], [278], [448], [472]–[474], *** Lane et al. [472], **** Etzkorn 

et al. [446]. 
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parameters lying between those of (TaTi)C2 and TiC, believed to be FCC (Ta,Ti)Cx  

(x ≤ 2) with relative Ta/Ti concentrations dependent on the starting composition. In 

the case of the sample with initial Ta = 10 at.%, this ternary carbide is actually the 

primary phase at 52.5(3) wt.%, whilst comprising < 10 wt.% in the two phases with 

high (> 85 wt.%) MAX phase concentration. Measures were employed to minimise 

the presence of these ternary carbides, such as ball–milling the initial powder 

mixture for 12 h to encourage uniform elemental distribution, as well as adding 

excess Al to account for loss from vaporisation during synthesis. However, smaller 

initial particle sizes may be necessary to further inhibit ternary formation by 

encouraging solid state diffusion. This is especially relevant for Ta, which has a 

Fig. 6.7 – XRD scans (red spots), with overlaid refinement profiles in black and difference between scan and 

the refined profiles below in blue, of samples with initial M–layer Ta concentrations of (A) 50 at.% – with phases 

included in the Pawley refinement displayed on the right hand side; (B) 33.3 at.% – with phases included in the 

Rietveld refinement profile listed under ‘Phase’. For both figures, the (0002) and (011̅4) peaks of the 

(Ta,Ti)3AlC2 phase have been labelled, with peaks representing (Ta,Ti)C2 impurity identified by black stars. 
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melting point nearly 1.9 times greater than the furnace temperature employed 

(1600 °C). The second impurity present is Al2O3 which, for the apparatus used in 

this work, is expected. Despite the use of a Ti oxygen getter, the strongly negative 

formation enthalpy of Al2O3 (–3.44 eV atom–1 [455]) and small, but inevitable, 

presence of O2 leads to preferential and rapid oxidation of exposed elemental Al in 

the pellet. Another more likely source of oxygen is the native oxide layers present 

on all metal and carbide particles. To mitigate this, synthesis under high vacuum 

conditions and/or pre–reducing the starting powders may be required. Additionally, 

small quantities of TiAl2 (< 8.2 wt.%) were detected in XRD data of β–

(Ta0.05Ti2.95)3AlC2, β–(Ta0.09Ti0.91)3AlC2 and α–(Ta0.25Ti0.75)3Al0.77C2.  

The disparity between the Ti:Ta ratios in the starting powders and the primary MAX 

phase matrices can be explained by the presence of the cubic ternary carbide 

impurities with high Ti concentrations – i.e. (Ta,Ti)Cx (x ≤ 2). An example of these 

impurities can be seen in Fig. 6.9A. Analysis of several impurity particles suggests 

the Ti:Ta ratio, as well as varying between particles, appears to decrease from a 

maximum of ~3:1 at the centre, to around 1.4:1 in a thin shell surrounding the 

particle, before finally increasing to 1.62:1 in the main phase. Whilst the volume 

fraction of these impurities is low – < 10 wt.% according to XRD data (Table 6.3), 

Fig. 6.8 – The (0002) basal peak (left axis) and corresponding c–lattice parameter (right axis) evolution from 

(Ta0.38Ti0.62)3Al0.81C2 as obtained from bulk XRD of delaminated (Ta0.38Ti0.62)3C2Tx (red), multilayer 

(Ta0.38Ti0.62)3C2Tx (blue), and Ti3C2Tx partially delaminated with H2O [452] (green). 
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due to the Ti:Ta ratio reaching almost 3.5:1 for the majority of the particle volume, 

the mean Ti:Ta ratio across large areas of the sample, including the primary MAX 

phase is ~2:1. 

Despite the measures employed to minimise the presence of these impurity 

carbides, such as ball–milling the initial powder mixture for 12 h to encourage 

isotropic elemental distribution or adding excess Al to account for loss due to 

vaporisation during synthesis, smaller initial particle sizes may be necessary to 

further inhibit formation by encouraging solid state diffusion of elements with low 

diffusion rates, such as Ta.  

6.7.4 Electron Microscopy 

SEM analysis was performed using a FEI Quanta 650 FEG–ESEM operated at an 

accelerating voltage of 30 kV. The MAX phase samples were mechanically ground 

and polished to a 1 µm diamond finish prior to analysis. The ML MXene samples 

were prepared by pressing the powders on a carbon tape mounted on an aluminium 

stub. Both backscatter electron imaging and EDS quantitative elemental mapping 

were performed to identify the phases present and to measure the MI:MII ratios in 

the MAX phase and ternary carbide impurities (Fig. 6.9).  

Electron transparent MAX phase lamellae were prepared for TEM analysis using 

the focused Ga+ ion beam in–situ lift–out method in an FEI Nova Nanolab 600 SEM 

[329]. For (Ta0.38Ti0.62)3Al0.81C2, atomic resolution HAADF–STEM images were 

obtained using a probe corrected FEI Titan G2 with an X–FEG source, operated at 

200 kV, with lattice resolution EDS elemental mapping performed using the 

ChemiSTEM SuperX system on four different scan regions over two lamellae taken 

from different regions of the bulk sample, providing the range of Ti:Ta ratios 

reported in the main text. Quantification was performed via the standardless k–

factor method and the spectrum images were binned for visual clarity. Binning 

values of 10 and 4 were used for the spatial and spectral axes respectively. All 
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STEM–EDS processing was performed in HyperSpy [361], with averaged profiles 

computed using the NumPy analysis package [362]. 

Table 6.4 – Normalised elemental concentrations, in at.%, calculated from SEM–EDS measurements of scan 

areas ‘A’ to ‘F’ as indicated in Fig. 6.9. Apparent MAX phase formulae derived from these measurements are 

also included. 

Due to the HAADF detector geometry and sample thickness, the primary source of 

contrast in the HAADF micrographs is atomic mass (Z) variations. Atoms with a 

higher Z are more likely to scatter higher angle electrons than lighter ones and, 

therefore, an increase in HAADF intensity is indicative of an increase in average Z, 

which in this case refers to an increased Ta concentration (with a Z roughly 3.8 

times that of Ti). 

MXene TEM samples were prepared by drop–casting colloidally suspended MXene 

flakes onto a Cu grid with a holey C support film. The grid was then briefly dipped 

in isopropanol and dried on a hot plate at 80 °C before loading into the TEM. A 

JEOL ARM300CF STEM at the E02 beamline of the Electron Physical Sciences 

Imaging Centre (ePSIC) of Diamond Light Source, Ltd. was used for HAADF–

STEM imaging 80 kV accelerating voltage, with convergence semi–angles of 32 

mrad, and collection inner/outer semi–angle ranges of 68 / 206 mrad. For both the 

Scan area 
Ti Ta Ti/Ta Al C Formula 

A 30.5(3) 18.9(1) 1.61(6) 13.1(1) 38(1) Ta1.15Ti1.85Al0.80C2.31 

B 30.6(3) 18.8(2) 1.63(5) 13.6(5) 35(3) Ta1.14Ti1.86Al0.83C2.13 

C 31.8(9) 19.3(5) 1.7(1) 14.2(5) 35(3) Ta1.13Ti1.87Al0.83C2.05 

D 28.7(3) 17.9(2) 1.60(5) 12.6(1) 41(1) Ta1.15Ti1.85Al0.81C2.64 

E 31.1(7) 19.0(4) 1.6(1) 13.8(4) 36(2) Ta1.14Ti1.86Al0.83C2.16 

F 30.6(5) 19.4(3) 1.58(8) 13.4(3) 37(2) Ta1.16Ti1.84Al0.80C2.22 
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MAX and MXene samples, SAED micrographs were obtained using an FEI Tecnai 

TF30 FEG–AEM microscope, operating at 300 kV.  
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Fig. 6.9 – (A) Backscatter electron SEM micrograph of the surface of as–synthesised (Ta0.38Ti0.62)3Al0.81C2, with 

EDS scan regions ‘a’ to ‘f’ of the MAX phase identified by red squares, and a scan region with a typical impurity 

particle indicated by the red box. (B) Plot of SEM–EDS data from Table 6.4, with a MAX phase stoichiometry 

scale included on the right–hand y–axis. (C) X–ray count maps corresponding to the region in A for Ti (i), Ta 

(ii), Al (iii), C (iv) and O (v). 
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Despite the high MAX phase fractions in multiple samples – up to 87.9(2) wt.%, 

the main phase is itself neither dense nor homogenous. As expected from a 

pressure–less sintering method, evidence of voids can be seen in SEM micrographs, 

such as in Fig. 6.9a. It is possible that these defects exist due to Al failing to 

intercalate during sintering, or else where Al has been lost at the high temperature 

following formation, with subsequent decomposition of the HCP MAX phase into 

an FCC carbide – a process which is known to occur in other MAX phases at high 

temperatures (> 1000 °C) [186], [456].
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Supplementary information available (section 7.9): Thermal expansion characterisations, high–resolution 

digital image correlation analysis, crack formation analysis, tables of values. 

7.1 Abstract 

The MAX phases Ti3AlC2, (Ta0.25Ti0.75)3Al0.77C2, and (Ta0.38Ti0.62)3Al0.81C2, have 

been irradiated with 2 MeV protons at temperatures of ~141 °C, ~351 °C and 

~658 °C, to doses of ~0.06 and ~0.12 dpa. Irradiation–induced crystallographic and 

microstructural evolutions have been characterised at the macro– and nanoscale 

using a combination of X–ray diffraction (XRD) and high–resolution digital image 

correlation (HRDIC). Anisotropic unit cell expansion in the c–axis and contraction 

in the a–axis were observed in all three materials following irradiation at the lower 

two temperatures, with anisotropic strains resulting in micro–cracking at grain 

boundaries and, to a lesser extent, through grains. At ~141 °C, Ti3AlC2 and 

(Ta0.38Ti0.62)3Al0.81C2 samples underwent significant exfoliation after doses of 

1.04(2) dpa and 1.15(3) dpa at the Bragg peak, respectively. At ~350 °C and below, 

lattice parameter strain appeared to increase with irradiation dose, whilst at the 

highest temperature of ~650 °C, reduced lattice strains were displayed by the Ta–
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containing phases compared with lower temperature irradiations, with Ti3AlC2 

displaying no measurable lattice strain even at the highest dose, indicating a 

damage/recovery equilibrium. In general, Ti3AlC2 shows the highest tolerance to 

disorder compared to the Ta–containing phases. However, (Ta0.25Ti0.75)3Al0.77C2 

displays a higher resistance to irradiation–induced exfoliation at ~141 °C than 

Ti3AlC2 and (Ta0.38Ti0.62)3Al0.81C2. Equally, both Ta–containing phases show 

reduced lattice strain after ~0.06 dpa and at ~141 °C compared to Ti3AlC2.  

7.2 Introduction 

The pathway to commercial thermonuclear fusion power is plagued with 

technological obstacles, with component material selection for future reactors of 

particular concern. Cyclic fusion neutron (14.1 MeV) radiation, thermal load (up to 

10 MW m–2, erosion and corrosion (few µm year–1) resistant materials, capable of 

operating across a wide temperature range (up to 1500 µm) whilst minimising 

radioactive waste, are essential to the realisation of fusion as a safe, efficient and 

economically viable electricity production means. Notable advancements have been 

made recently in the development of materials for high heat flux and radiation 

damage resistant components in fusion, yet their readiness for industrial application 

is still notably low. Much of the research into plasma–facing component materials 

has focussed on tungsten and its associated alloys or composites, such as self–

passivating W–Cr–Y alloys for use as the first wall armour in DEMO – a planned 

fusion power plant design [457]. Yet these alloys and other leading candidates were 

recently assessed at a Material Technology Readiness Level (MTRL) of 2–3 out of 

a possible 9, and where 8 is the minimum required for a material to be suitable for 

use in DEMO [458]. A serious issue with material development for fusion is the 

often prohibitively large volume of research required for qualification at high 

MTRLs, which inevitably takes decades to achieve, even on a global scale. The 

continual development of new and advanced materials is thus essential if fusion 

power is to be realised on an effective scale in the future.  
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The Mn+1AXn, or ‘MAX’ phases, where generally ‘M’ is an early transition metal 

or lanthanide, ‘A’ is a group 12–15 element, X is either carbon or nitrogen and n is 

a positive integer, are a group of metallo–ceramic materials with unusual and often 

interesting properties. Due to their unique nanolaminated structure consisting of 

alternating ceramic ‘M6X’ and metallic ‘A’ layers, MAX phases can exhibit an 

unusual mix of properties. They are elastically stiff (Young's modulus, E > 300 

GPa), relatively soft (often < 10 GPa hardness), easily machinable, mechanical 

impact damage tolerant and have surprisingly high thermal conductivities (up to 60 

W m–1 K–1) [102], [103], [107], [172]. Additionally, several compositions have 

shown thermodynamic stability up to 1600 °C, corrosion resistance, radiation–

induced amorphisation resistance up to 150 dpa, and thermal shock resistance  up 

to 1400 °C [103], [185], [186], [240], [410].  

As such, MAX phases have been proposed for a range of nuclear applications, 

including as coatings on accident tolerant fuel cladding and hard–facing material in 

fission reactors, and as structural materials in magnetic confinement fusion reactors 

[184], [209], [303], [399], [459]. The verdict on MAX phases as candidates for 

nuclear environment applications is still unclear, yet there are veins of research 

which have revealed promise. Select compositions such as Ti3AlC2 have shown a 

remarkable resistance to amorphisation under heavy ion and neutron irradiation, 

remaining crystalline up to 200 dpa at room temperature, despite profuse atomic 

disordering and subsequent phase transformation [240], [248]. Furthermore, it has 

been reported that certain MAX phases display suppression and even full 

reversibility of radiation damage at elevated temperatures both during and 

following irradiation [235], [265], [281]. 

However, MAX phases are known to exhibit anisotropic lattice instabilities, phase 

transformations and even phase decomposition, especially at high temperatures, 

during irradiation. This can lead to microcrack formation and even surface 

exfoliation under certain conditions [281], [286]. The formation and evolution of 

microcracks is of particular concern in MAX phases given the characteristic 
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uniaxial grain structure which can encourage propagation, especially in textured 

specimens [398]. Mechanical failure during operation in a nuclear environment 

could be detrimental to reactor stability. Despite notable efforts in the literature, 

questions remain around the response of MAX phases to irradiation, particularly 

with regards to microstructural evolution and bulk failure modes, which must be 

addressed before they can be successfully implemented in demanding nuclear 

environments.   

Many reported irradiations of MAX phases utilise heavy ions, due to the high 

displacement damage rates compared with nuclear fission test reactors [299]. 

However, there is growing evidence that protons may be used as alternatives to 

simulate neutron damage, despite the often significant differences in atomic 

displacement cascade size [251]. Large scale damage structures in Zr alloys and 

structural steels produced by protons are comparable to those produced in fission–

relevant neutron spectra, especially in terms of elemental segregation and 

microstructural instabilities, with damage rates up to three orders of magnitude 

higher than for neutron irradiations [228], [232]. Additionally, the damage profile 

produced by protons is shallower before the Bragg peak (the region which receives 

the highest relative dose), compared with heavier ions. Combined with vastly 

increased penetration depth compared to heavy ions, this makes protons a reliable 

surrogate for simulating reactor–level neutron damage.  

Ward et al. reported on the crystallographic evolution of Ti3SiC2 and Ti3AlC2 MAX 

phases following exposure to 1.5 MeV protons at 350 °C, to a dose of 0.1 dpa (1.438 

× 1018 protons cm–2) at 60 % of the Bragg peak and at a rate of 4.57 × 10–6 dpa s–1 

[251]. A c–axis expansion and a–axis unit cell contraction were observed along with 

partial phase transformation to a face–centred–cubic impurity, consistent with 

previous heavy ion irradiations in the literature [211], [238], [269], [270], [275], 

[280], [283], [363], [243], [246], [250], [252], [257], [266]–[268]. Extensive 

microcracking was observed at grain boundaries, believed to be a result of the unit 

cell strain. These effects were more pronounced in Ti3AlC2, indicating a lower 
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resistance to damage. However, despite these effects, high angle annular dark field 

scanning transmission electron microscopy (HAADF–STEM) analysis showed no 

loss of crystallinity in the nanolaminate MAX phase following irradiation, 

indicating a resistance to amorphisation. 

In 2 MeV proton irradiations of Ti3SiC2 and Ti3AlC2 at 350–600 °C, lattice 

parameter changes appeared to follow an inverse linear trend with irradiation 

temperature, indicating a mechanism of thermally activated lattice recovery [281]. 

By extrapolating the data, the authors estimated the temperature at which lattice 

recovery would dominate during irradiation as ~685 °C and ~1050 °C for Ti3SiC2 

and Ti3AlC2, respectively. Similar results have been reported for heavy ion and 

neutron irradiations of these and other MAX phases, such as Ti2AlC [243], [252], 

[257], [266], [268], [270]. 

Despite the decreased lattice strains reported for neutron irradiation at higher 

irradiation temperatures, larger defect structures, such as basal plane dislocation 

loops, are still observed after moderate doses (> 1 dpa) [279]. Tallman et al. found 

that the dislocation loop sizes increases and the loop density decreases with 

increasing damage level and temperature (~735 to ~1085 °C ; 1.6–3.4 dpa) [257]. 

This differs from proton irradiation where no irradiation induced dislocation loops 

have been reported.   

Ti3AlC2 samples have also been shown to fail via exfoliation of the target region 

during proton irradiation – with failure occurring near the Bragg peak depth at a 

dose of < 0.73 dpa at < 400 °C [281]. As this has not been observed at higher 

temperatures, it is thought that the exfoliation occurs due to a combination of 

radiation damage induced embrittlement and microcracking, and the accumulation 

of pressurised hydrogen, leading to blistering. Dose rate is also shown to be an 

important factor as Ti3AlC2 has been reported to be stable to higher damages, but 

only at lower dose rates (4.5 × 10–5 dpa s–1 compared to 1.8 × 10–4 dpa s–1) [279].  

Other heavy ion irradiations on Ti3AlC2 to significantly higher damage levels and 
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dose rates have not observed any form of exfoliation, demonstrating the potential 

importance of precise irradiation conditions implantation profile [243], [270], 

[460].  

In this work, we investigate the effect of Ta additions on the proton radiation 

tolerance of the Ti3AlC2 MAX phase, which has previously shown promise, due to 

its radiation tolerance at a range of temperatures [248], [277]. Three compositions 

are considered, with 0, 25 and 38 at.% Ta substitution into the Ti lattice site: 

Ti3AlC2, (Ta0.25Ti0.75)3Al0.77C2 and (Ta0.38Ti0.62)3Al0.81C2, for two target doses 

(~0.06 and ~0.12 dpa) and over a range of temperatures up to ~650 °C. Anisotropic 

lattice parameter evolution and bulk compositional changes are investigated using 

grazing incidence X–ray diffraction, with local microstrain and crack evolution 

assessed using a combination of scanning electron microscopy and high–resolution 

digital image correlation.  

7.3 Experimental Methods 

7.3.1 Material 

(Ta0.25Ti0.75)3Al0.77C2 and (Ta0.38Ti0.62)3Al0.81C2 MAX phases, abbreviated going 

forward as ‘Ta–25’ and ‘Ta–38’, respectively, were synthesised via pressure–less 

sintering. Starting powders of TaC, TiC, Ti and Al from Alfa Aesar (Ward Hill, MA, 

USA), with mean particle sizes of less than 63 μm, were mixed in the desired molar 

ratios, with a 10 at.% Al excess to mitigate atmospheric loss during heating. Despite 

this precaution, the prepared Ta containing compositions still show a reduced Al 

content compared the parent Ti3AlC2 phase [461]. The mixture was then ZrO2 ball 

milled in plastic jars for 12 h to provide a homogeneous blend, before being uniaxial 

cold pressed at 250 MPa. The resulting pellets were then sintered inside an 82 × 31 

× 18 mm Al2O3 boat, covered with an Al2O3 plate, and placed inside an Al2O3 tube 

furnace with an inert flowing Ar atmosphere. Pure Ti powder was placed in an 

adjacent crucible upstream of the Ar flow to the pellet, as a residual oxygen getter. 
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The sintering was performed at 1600 °C, with a heating and cooling rate of 5 °C 

min–1 and an 8 h dwell at the maximum temperature. The resulting materials were 

85.3(2) wt.% Ta–25, 8.0(2) wt.% (Ta0.24Ti0.76)Cx, 4.50(9) wt.% TiAl2, and 2.20(4) 

wt.% Al2O3, for Ta–25, and 87.96(2) wt.% Ta–38, 9.4(2) wt.% (Ta0.27Ti0.73)Cx, 

2.64(1) wt.% Al2O3 for Ta–38, according to refinements of X–ray diffraction (XRD) 

data combined with quantitative scanning electron microscopy energy dispersive 

X–ray spectroscopy (SEM–EDS) [461]. The mean MAX phase grain size (length × 

width) was 14.1(5) × 4.29(10) μm and 12.0(5) × 3.97(13) μm for Ta–25 and Ta–38, 

respectively, as estimated via measurements of apparent major/minor grain axes 

from SEM surface observations.  

In an attempt to provide control data for the identical material without Ta additions, 

bulk Ti3AlC2 was obtained from Kanthal (Sandvik AB, Hallstahammar, Sweden). 

The material was synthesised via hot pressing of pre–reacted Ti2AlC and TiC 

powders at 1400 °C, with a heating rate of 500 °C h–1, for 4 h and under a uniaxial 

pressure of ~40 MPa. The resulting material was 95.1 wt.% Ti3AlC2, 4.1 wt.% TiC 

and 0.8 wt.% Al2O3, according to refinements of (XRD) data combined with 

quantitative SEM–EDS. The mean MAX phase grain size was 15(5) × 5(1) μm, 

estimated using a similar method as for Ta–25 and Ta–38 measurements. 

The bulk densities of the as–synthesised materials were measured using the 

Archimedes method [314] and are listed in Table 7.3. 

7.3.2 Proton Irradiation 

Samples of Ti3AlC2, Ta–25 and Ta–38 were irradiated by 2 MeV protons to 

approximate doses of ~0.06 dpa and ~0.11 dpa at fixed temperatures of either 

~141 °C,  ~350 °C or ~650 °C. Irradiations were performed at the University of 

Manchester’s Dalton Cumbrian Facility (DCF) using a 5 MeV tandem pelletron 

[364], operated at an average beam current of 10.4 μA. The protons were 

accelerated onto a stationary target containing bulk test samples. Bulk 7 × 3 × 1 mm  
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Table 7.1 – Sample irradiation details: including average irradiation temperature (T); depth of the Bragg peak 

(according to SRIM calculations); total fluence (f); and both dose and dose rate at 60% of the Bragg peak depth. 

The values marked '*' correspond to the irradiation period up to the surface exfoliation of the sample. The point 

of exfoliation has been estimated using thermal camera measurements, as a sharp increase in apparent 

temperature accompanies the loss of surface material and, therefore, a slight decrease in emissivity.  

Material 
T  

(°C) 

Bragg depth 

(± 0.2 µm) 

f  
(× 1018  

H+ cm–2) 

Dose 

(dpa) 

Dose rate 

(× 10–6  

dpa s–1) 

Ti3AlC2 141(8) 17.8 1.44(3) 0.0600(14) 4.41(10) 

Ta–25 141(8) 19.6 1.44(3) 0.0558(13) 4.10(10) 

Ta–38 141(8) 15.8 1.44(3) 0.0596(14) 4.37(10) 

Ti3AlC2 141(8) 17.8 1.77(4)* 0.0736(17)* 5.33(13)* 

Ta–25 141(8) 19.7 2.90(7) 0.112(3) 4.92(12) 

Ta–38 141(8) 15.8 2.32(6)* 0.096(2)* 4.50(11)* 

Ti3AlC2 349(7) 17.8 1.45(3) 0.0603(14) 5.31(13) 

Ta–25 344(8) 19.7 1.45(3) 0.0561(13) 4.93(12) 

Ta–38 354(8) 15.8 1.45(3) 0.0598(14) 5.27(12) 

Ti3AlC2 367(7) 17.8 2.90(7) 0.121(3) 5.38(13) 

Ta–25 347(8) 19.7 2.90(7) 0.112(3) 5.00(12) 

Ta–38 346(7) 15.8 2.90(7) 0.120(3) 5.34(13) 

Ti3AlC2 698(6) 17.8 1.45(3) 0.0605(14) 3.926(9) 

Ta–25 646(4) 19.7 1.45(3) 0.0562(13) 3.650(9) 

Ta–38 652(5) 15.8 1.45(3) 0.0600(14) 3.896(9) 

Ti3AlC2 635(4) 17.8 2.89(7) 0.120(3) 4.84(11) 

Ta–25 648(3) 19.7 2.89(7) 0.112(3) 4.50(11) 

Ta–38 672(4) 15.8 2.89(7) 0.119(3) 4.80(11) 

samples of Ti3AlC2, Ta–25 and Ta–38 were sectioned from as–synthesised pellets 

via electrical discharge machining, with the faces mechanically polished to a ¼ μm 

diamond finish. The rear faces of the samples were mounted on a steel backing 

plate, in contact with an inductive heating element, using a thin layer of silver paint  
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Table 7.2 – The atomic displacement values in eV of the elements used in SRIM calculations. 

 mr (amu) Ed (eV) Reference 

Ta 180.95 90 [369] 

Ti 47.867 30 [369] 

Al 26.982 25 [369] 

C 12.011 30 [368] 

and with a thermocouple soldered to the rear of the central sample. A tantalum shim 

washer was fixed over the holder edges to prevent stray ions from activating the 

holder.  

For ~141 °C irradiations, the thermocouple reading was used to track sample 

temperature variations, which were manually corrected via beam current 

adjustments, usually less than 0.5 μA. For irradiations at ~350 °C and ~650 °C, a 

thermal camera was instead used to monitor temperature variations, after calibration 

with the thermocouple at the start of the heating. The thermal camera provided 

higher reliability measurements, as it measures the irradiated sample surface, rather 

than the temperature at the rear, next to the heater. However, this camera only 

operates reliably above temperatures of ~150 °C and thus could not be used for the 

lower temperature setups. This introduces a potential source of error in the 

thermocouple readings from the room temperature irradiations, as these are likely 

lower than the actual surface value, due to beam heating of the irradiated surface 

and subsequent dissipation of heat as it is conducted through the 1 mm thickness of 

sample. The emissivities were measured as 0.29(3) for Ti3AlC2, 0.50(3) for Ta–25, 

and 0.41(2) for Ta–38. 

Estimations of both atomic displacement damage and implanted ion density were 

performed using the Kinchin–Pease method [365] as implemented in the Monte 

Carlo software package Stopping and Range of Ions in Matter (SRIM) [366]. The 

“Ion Distribution and Quick Calculation of Damage” vacancy production method 

was employed for 1,000,000 simulated incident ions [367], [368]. The atomic  



Chapter 7: Manuscript 3 

167 

 

 

Table 7.3 – The theoretical and physical densities of the materials used in this work, along with their respective 

Bragg peak depths and damage levels after irradiation to 2.9 × 1018 H+ cm–2 at a proton energy of 2 MeV. 

Material 
ρtheoretical 

(g/cm3) 

ρmeasured 

(g/cm3) 

Bragg peak 

depth (μm) 

Dose at 

Bragg peak 

(dpa) 

60% of 

Bragg peak 

depth (μm) 

Dose at 

60% Bragg 

peak (dpa) 

Ti3AlC2 4.30(3) 4.242(7) 29.6(2) 1.65(4) 17.8(2) 0.113(3) 

Ta–25 6.12(1) 5.009(12) 27.2(2) 1.41(3) 16.3(2) 0.113(3) 

Ta–38 7.28(1) 7.092(9) 25.6(2) 1.32(3) 15.4(2) 0.114(3) 

displacement energies, with associated source references, used for each element and 

the densities for the materials considered are reported in Table 7.2 and Table 7.3, 

respectively. 

The dose, in dpa, for each sample was calculated using the following relation: 

 dpa =
It

NdAe
(Vprimary + Vrecoil) ( 7.1 ) 

where I is the incident proton beam current, t is the irradiation time in seconds, Nd 

is the target material atomic number density, A is the irradiated area, e is the 

fundamental electron charge 1.602 × 10–19 C, Vprimary is the vacancies produced by 

primary collisions and Vrecoil is the vacancies produced by recoils. Experimental 

fluctuations in beam current as well as ramp–up/ramp–down times, which affect the 

fluence, were taken into account during irradiations. Despite high–frequency beam 

current fluctuations during irradiation of up to ±5.7%, the propagated uncertainty 

of the damage, in dpa, received by the samples was only ±2.4% on average. 

7.3.3 X–Ray Diffraction (XRD) 

For all XRD characterisations, a Cu–Kα source was used, with X–rays incident on 

the samples over a 2θ range of 5–85°. The full list of experimental XRD parameters 

can be seen in Table 7.1. Prior to scanning as–irradiated samples, the surface was  
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Table 7.4 – XRD parameters. 

Diffractometer Bruker D8 Discover 

Source Cu–Kα 

Voltage (kV) 40 

Current (mA) 40 

Power (W) 1600 

Detector 1D 

Divergence slit length (mm) 16 

Incident Soller slit opening (°) None 

Receiving Soller slit opening (°) 2.5 

Receiving slit opening (°) 2.339 

Length (mm) 18 

2θ angular range (°) 5–85 

2θ angular step (°) 0.02 

Step dwell time (s) 4 

gently polished with ¼ μm diamond paste to remove the gold pattern used for digital 

image correlation (discussed in the next section). 

Quantitative phase and unit cell analysis of XRD profiles was performed using the 

software package TOPAS [323]. The Rietveld method was employed to refine 

calculated full profile to the experimental data, made possible by using the Newton–

Raphson nonlinear least–squares minimisation routine [324]. The correlation 

between the calculated profile intensity Ic and the observed intensity Io is defined 

by the objective function, χ2. This is the sum of the individual squares of the 

weighted differences between Io and Ic, written as:    

 χ2  =  ∑
1

Io
(Io– Ic)

2 ( 7.2 ) 

where Ic is given by: 
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 Ic = Sf ∑
fi

Vj
2

Nphases

i=j

∑ Lk|Fk,j|
2
Sj(2θi– 2θk,j)Pk,jAj + Ib

Npeaks

i=k

 ( 7.3 ) 

where Sf is the profile scale factor, Nphases is the number of phases present in the 

sample, fi and Vj are the phase fraction and volume, respectively, Npeaks is the 

number of refined peaks, Lk is the Lorentz–polarisation factor, |Fk,j| is the structure 

factor, θi is the peak position angle, Pk,j is the preferred orientation, Aj is the peak 

area and Ib is the background profile intensity [320]. 

7.3.4 High–Resolution Digital Image Correlation (HRDIC) 

The gold remodelling technique, adapted from [374] was utilised on ¼ μm polished 

surfaces of Ti3AlC2, Ta–25 and Ta–38. A ~20 nm thick gold layer was deposited 

using an Edwards S150B sputter coater. All samples were then placed on a steel hot 

plate at 350 °C and exposed to a partially enclosed steam atmosphere for 3 h to 

reform the gold layer. To prevent further pattern development during irradiations, a 

further heat treatment was performed for the samples prior to irradiation. This was 

done at 350 °C for 6 h, in the same environment on the hot plate as for the reforming, 

for room temperature and ~350 °C irradiations. For the ~650 °C irradiations, the 

samples were instead heat treated at 600 °C for 9 h in an argon furnace. For the 

majority of the samples, these heat treatments fully stabilised the speckle pattern, 

with no development of the speckle sizes seen after irradiation. The subsequent gold 

speckle pattern had a mean particle size of 45(13) nm, with a spacing of 32(10) nm. 

It should be noted that the initial gold layer thickness, quality, remodelling time, 

temperature and humidity all effect the size and structure of the resulting 

nanopattern [386]. As such, the parameters used in this work are not necessarily 

optimal for these materials, but nonetheless resulted in a fine, homogeneous pattern 

which allowed a localised strain resolution of ~350 nm. 
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Digital tracking of the individual gold nanofeatures before and after irradiation was 

enabled using SEM backscattered electron (BSE) detector imaging. Immersion 

mode BSE images were acquired using an FEI Magellan XHR 400L FEG–SEM, 

operated at 10 kV, a beam current of 0.8 nA, dwell time of 3 µs, working distance 

of ~5 mm and images captured using an insertable concentric BSE detector. For 

each sample, both before and after irradiation, an 8 × 8 image array was captured 

from the specimen centre using the Thermo Fisher Scientific MAPS software [390]. 

The individual 8–bit images had dimensions of 2048 × 1768 pixels and included up 

to a 20% overlap with adjacent regions. Mosaics consisting of the 64 individual 

images were stitched using ImageJ by applying a linear blend on overlapping 

identical regions [391], resulting in maps with dimensions ~12800 × 11050 pixels, 

or a 187.5 × 161.9 µm field of view. The mosaics of virgin and irradiated specimens 

were correlated using the commercial source software package DaVis 8.4.0 [392]. 

A sub–window size of 48 × 48 pixels with a 50% overlap was used equating to a 

spatial resolution of ~350 × 350 nm2.  

The DIC generates a full–field in–plane displacement map for each mosaic pair. 

The DIC analysis produces full–field in–plane displacement maps, u(x1, x2, 0), on 

the plane x1x2 with normal x3. The in–plane deformation is then calculated via 

differentiation of the displacement vectors using the displacement gradient tensor: 

 
∂ui

∂xj
=

[
 
 
 
∂u1

∂x1

∂u2

∂x1

∂u1

∂x2

∂u1

∂x2]
 
 
 

 ( 7.4 ) 

To ensure consistency across displacement components and to reduce the impact of 

displacement uncertainty, second order central differences were used to compute 

the gradient. The effective shear strain, γeff – a convenient measure for representing 

slip shearing, was calculated using [393]: 
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 γeff = √(

∂u1

∂x1
–
∂u2

∂x2

2
)

2

+ (

∂u1

∂x2
+

∂u2

∂x1

2
)

2

 ( 7.5 ) 

The full HRDIC dataset for this work was processed using the DefDAP 0.92.3 

Python library [395].  

To supplement HRDIC characterisations, surface compositional analysis was 

performed using SEM energy dispersive X–ray spectroscopy (EDS). An FEI 

Quanta 650 FEG–SEM, equipped with an Oxford Instruments X–MaxN 50 EDS 

detector, was used for all scans, operated an accelerating voltage of 15 kV, a beam 

current of 10 nA and a working distance of 10 mm. 

Finally, quantitative microcrack analysis of the samples both before and after 

irradiation was performed on the BSE micrographs used for HRDIC. A combination 

of image–based thresholding and particle tracking methods, as implemented in 

ImageJ [391], was used to estimate initial crack densities in the virgin material as 

well as the growth of pre–existing cracks and formation of independent cracks 

during irradiation. 

7.4 Results 

The average temperature and total dose received by each sample are outlined in 

Table 7.1. These include small variations due to unavoidable differences in 

experimental setup, including sample dimensions, material surface quality, surface 

contact with the holder, beam spill and current fluctuations, in addition to local 

microstructural anisotropies across the different materials. For brevity, the two 

target irradiation doses (0.06 and 0.12 dpa) delivered to each material will be 

referred to as ‘lower’ and ‘higher’. Equally, the three irradiation temperatures 
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utilised will be referred to as ‘low’ (room temperature), ‘moderate’ (~350 °C) and 

‘high’ (~650 °C). For example, the Ti3AlC2 sample irradiated to 0.0603(14) dpa at 

349(7) °C will be referred to as the low dose, moderate temperature Ti3AlC2 sample. 

BSE images of the MAX phase samples (e.g., Fig. 7.10A–C) show their complex 

microstructure with a combination of XRD and EDS elemental mapping revealing 

the impurity phases in all samples. Our earlier work has shown that Ti3AlC2 is the 

purest with only TiC and Al2O3, with the Ta–based compositions containing 

(Ta,Ti)C, Al2O3 and amorphous TiAl2 impurities. 

7.4.1 HRDIC: Effect of Proton Dose 

 Ti3AlC2 

As seen in Fig. 7.1–1 the lower dose, low irradiation temperature Ti3AlC2 sample 

displays significant anisotropic strain in the MAX phase grains (< 1%), increasing 

to ~2% in concentrated bands at grain boundaries. The values in and around TiC 

and Al2O3 impurity particles (indicated as the royal blue regions in Fig. 7.1E) are 

even higher, reaching compressive strains of up to 3% at grain boundaries, with 

little evidence of expansion. Significant microcrack formation is also observed (as 

represented in Fig. 7.4A), with an increase in number density of 12.8% across the 

sample surface, compared with the as–synthesised material, generally following 

grain boundaries but with some propagating through TiC and Al2O3 particles. 

Additionally, some pre–existing cracks display evidence of growth on the order of 

a few µm (~30%). No local strain data could be extracted for the higher dose 

Ti3AlC2 sample due to surface exfoliation during irradiation (for discussion, refer 

to section 7.5.2). As such, no dose effects could be deduced for this particular 

condition. 

At the moderate irradiation temperature, the low dose Ti3AlC2 sample exhibits a 

largely homogeneous and low–magnitude strain distribution across both MAX 

phase and impurity grains, with effective strains of < 0.3%. There is a small degree 

of strain localisation at grain boundaries, reaching magnitudes of < 1% at high angle  
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Fig. 7.1 – Local microstrain in Ti3AlC2: (A1–6) BSE micrographs of the central regions of the Ti3AlC2 samples 

following 2 MeV proton irradiation to ~0.06 dpa (lower dose, A1–3), and ~0.12 dpa (higher dose, A4–6). (B1–

6) Corresponding phase maps for (A1–6) deduced from SEM–EDS. (C1–E6) HRDIC strain mapping for 

regions (A1–6) showing an εxx (horizontal) strain map (C1–6), an εyy (vertical) strain map (D1–6), and an 

effective shear strain, 
1

2
(εxx + εyy)

2, map (E1–6). Strain magnitudes, in %, are displayed as a colour map and 

range from –3.0% to 3.0% for εxx and εyy, and 0.0–2.0% for the effective shear strain. Voids are overlaid as 

black regions on D–O. All scale bars are 30 µm. 



Chapter 7: Manuscript 3 

174 

 

 

MAX phase boundaries. Additionally, extensive microcracking (34.6% increase 

from that in the virgin material) and growth of existing cracks are evident at grain 

boundaries, although this does not appear to be related to a particular phase. The 

behaviour of the higher dose sample is similar, but with homogeneous, anisotropic 

strains reaching < 0.5% in MAX phase grains and < 1.3% at grain boundaries, along 

with a higher degree of microcrack formation (57.5% compared to 34.6%). As with 

the lower dose, impurities display higher than average strains, with a gradient of 

increasing strain when approaching a grain–edge from the centre. The amorphous 

Ti–Al–C regions appear to show negligible strain, with slightly higher values in 

regions adjacent to crystalline phases with high strain concentrations. This indicates 

a passive response to irradiation, with strain dependant on the behaviour of 

surrounding phases. 

The lower dose Ti3AlC2 sample irradiated at the highest temperature shows severe 

gold pattern damage, as with the Ta–25 and Ta–38 samples under similar 

conditions. Intact regions indicate strain is localised to bands surrounding MAX 

phase and TiC grains. The strain is anisotropic, reaching expansion maxima of up 

to 2%. Due to the pattern damage, no information on intragranular, amorphous 

phase or Al2O3–related strain could be extracted. The sample irradiated to the higher 

dose also experienced damage to the gold pattern, leaving an intact region covering 

~50% of the sample. The most intense strain concentrations are again localised at 

MAX phase grain boundaries and at near–edge regions of TiC grains, but at higher 

concentrations and magnitudes up to 2% and 2.8%, respectively. Despite this, the 

intragranular strain in the MAX phase is considerably lower than that in the 

moderate irradiation temperature samples, with maxima of ~0.35%. 

 Ta–25 

In the Ta–25 sample, irradiated at low temperature and to the lower dose, negligible 

strain is observed in the MAX phase grains. However, up to 0.75% shear strain is 

concentrated in grain boundary regions, which extends into the amorphous TiAl2 
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Fig. 7.2 – Local microstrain in Ta–25: (A1–6) BSE micrographs of the central regions of the Ta–25 samples 

following 2 MeV proton irradiation to ~0.06 dpa (lower dose, A1–3), and ~0.12 dpa (higher dose, A4–6). (B1–

6) Corresponding phase maps for (A1–6) deduced from SEM–EDS. (C1–E6) HRDIC strain mapping for 

regions (A1–6) showing an 𝜀𝑥𝑥 (horizontal) strain map (C1–6), an 𝜀𝑦𝑦 (vertical) strain map (D1–6), and an 

effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map (E1–6). Strain magnitudes, in %, are displayed as a colour map and 

range from –3.0% to 3.0% for 𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are overlaid as 

black regions on D–O. All scale bars are 30 µm. 
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regions between some MAX phase grains (shown as light blue in the phase map in 

Fig. 7.2B1). The highest strain values of up to 1.6% appear to be concentrated at 

the grain boundaries of the MX impurity phase (Ta0.24Ti0.76)Cx, seen as cyan–

coloured loops on the HRDIC map in Fig. 7.2E1. The localisation of strain 

correlates with an increase in microcrack density (17.1%) in those regions. The 

regions of the lowest, and, incidentally, most homogeneous strain are generally the 

amorphous Ta–Ti–Al–C grains and Al2O3 particles, with maximum effective shear 

strains of 0.02%. Similar responses are seen in the higher dose sample, especially 

within grain boundary regions and impurities, but with a significant increase in 

magnitude – seen clearly in Fig. 7.2E2, in which grains are strongly highlighted by 

their respective strain distributions. High and relatively homogeneous strains of up 

to ~1.12% are observed in surrounding regions of MAX phase grains, including the 

amorphous TiAl2 phase. As with the lower dose sample, MX impurity phase grains 

are surrounded by localised strain, but slightly higher in magnitude at up to 1.66%. 

However, unlike the lower dose sample – in which strain appears to be almost 

isotropic across all phases, in the higher dose sample a strong anisotropy is evident, 

as seen in Fig. 7.2C and D. The anisotropy consists of strain maxima of up to 3%, 

which is considerably larger than the c–axis strain observed with XRD 

measurements (~1.93%). Additionally, due to the elongated geometry and 

anisotropic strain distribution of the MAX phase grains, intense strain hotspots are 

observed where adjacent grains are aligned perpendicular to one another, i.e., high 

angle grain boundaries. Examples of this can be seen in Fig. 7.2E4, with hotspots 

visible as dark orange regions. Extensive microcrack formation is observed around 

hotspot regions and regions of high strain concentration surrounding grains, with 

an average microcrack density increase of 37.7% observed across the sample. 

Despite this, the microcracks appear to be generally < 5 µm in length. The lowest 

effective strains (~0.7%) in this sample are found in the amorphous Ta–Ti–Al–C 

regions but are still considerably higher than in the lower dose sample. 
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Fig. 7.3 – Local microstrain in Ta–38: (A1–6) BSE micrographs of the central regions of the Ta–38 samples 

following 2 MeV proton irradiation to ~0.06 dpa (lower dose, A1–3), and ~0.12 dpa (higher dose, A4–6). (B1–

6) Corresponding phase maps for (A1–6) deduced from SEM–EDS. (C1–E6) HRDIC strain mapping for 

regions (A1–6) showing an 𝜀𝑥𝑥 (horizontal) strain map (C1–6), an 𝜀𝑦𝑦 (vertical) strain map (D1–6), and an 

effective shear strain, 
1

2
(𝜀𝑥𝑥 + 𝜀𝑦𝑦)2, map (E1–6). Strain magnitudes, in %, are displayed as a colour map and 

range from –3.0% to 3.0% for 𝜀𝑥𝑥 and 𝜀𝑦𝑦, and 0.0–2.0% for the effective shear strain. Voids are overlaid as 

black regions on D–O. All scale bars are 30 µm. 
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At the moderate irradiation temperature, the low dose Ta–25 sample displays the 

highest consistent strain of ~1.3% in grain boundary regions between MAX phase 

and MX impurities, as well as in the TiAl2 amorphous phase between MAX phase 

grains. This strain is generally anisotropic and inhomogeneous, with compression 

and expansion on orthogonal axes but similar magnitudes. However, within the MX 

grains, the strain is relatively homogeneous and almost exclusively in compression, 

with magnitude ~0.25%. The MAX phase grains, as with the low temperature 

samples, display characteristic anisotropic strain, with compression in the long 

grain axis and expansion in the short axis, although the effective strain is generally 

lower than in the impurity phases, at ~0.15%. The amorphous Ta–Ti–Al–C regions 

display the lowest strains, in compression, of < 0.1%. At the higher dose, similar 

behaviour is seen in all phases, yet to a significantly higher degree. The effective 

strain in MAX phase grains is ~1.3%, with hotspots up to 1.8% at high angle grain 

boundaries, whilst in MX grains compressive strain reaches 2.5%, with a higher 

concentration in the near–edge grain regions.  

Following irradiation at the highest temperature, the gold nanopattern on the lower 

dose sample was largely destroyed. Therefore, no useful HRDIC data could be 

extracted from this sample. As this effect was only observed in select high 

temperature samples, it is presumed to be due to thermal evolution of the pattern 

rather than proton radiation damage. Interestingly, despite the similar irradiation 

temperature, the higher dose sample still had a partially intact pattern following 

irradiation, although only on the MX phase and a few select MAX phase grains. 

Although it is not clear why this is the case, it is assumed the adhesion of the gold 

speckles is related to the roughness of the surface in question, leading to a variation 

across both phase and grain orientation. From the limited data available, it appears 

that strain is localised in the grain near–edge and boundary regions of the MX 

phase, with a net compressive strain of  ~1%. The effective strain in both MX and 

MAX phase grains appears to be considerably lower than in the samples irradiated 
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at the moderate temperature, indicating enhanced recombination of point defects, 

leading to recovery, which is in–line with the XRD data. 

 Ta–38 

In the lower dose, low temperature Ta–38 sample, strain is almost exclusively 

localised at impurity grain boundaries, including the MX and Al2O3 grains, with < 

0.2% effective strain observed elsewhere. Equally, no strain is evident either in or 

adjacent to MAX phase grains. As the same material failed via exfoliation during 

the higher dose irradiation, reaching 0.096(2) dpa (~80% of the target dose), no 

HRDIC data could be obtained. 

During the moderate temperature irradiation, the MAX phase grains in the lower 

dose sample show relatively homogeneous strain distributions of < 0.75%, with 

anisotropic expansion and contraction. At grain boundaries and where MAX phase 

grains are adjacent to MX grains, the strain is more pronounced at up to 1.3%. The 

highest strain magnitudes are again concentrated around MX grains, reaching 2% 

in places. At the same time, Al2O3 particles are almost devoid of strain, even at grain 

boundaries. At the higher dose, the strain distribution is remarkably similar to that 

in the lower dose sample, with significantly higher magnitudes and higher crack 

density increases (28.7% compared to 11.0%). In the MAX phase grains, 

contraction in the long grain axis and expansion in the short axis is evident, with 

maximum effective strains of up to 1.2%. In grain boundaries, the strain is more 

concentrated, with maxima of 1.8%.   

At the highest irradiation temperature, as with the Ta–25 sample mentioned 

previously, a significant proportion of the gold pattern appears to have remodelled, 

as with the Ta–25 sample, leaving ~80% and ~30% of the pattern on the lower and 

higher dose samples, respectively. At the lower dose, high levels of compressive 

strain (< 2%) are localised towards the edge of MX impurity grains as with all other 

samples and conditions. Regions of expansion, although at a lower magnitude to 

the compression (< 1.5%), are observed in MX and MAX phase grain boundaries, 
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often fully surrounding the MX grains. Lower levels of strain, anisotropic but 

homogeneous, are seen in MAX phase grains, which is slightly more pronounced 

in grain boundaries – reaching ~0.7% away from MX impurities. At the higher dose, 

highly concentrated anisotropic strain fields are visible in MX impurities and 

between MAX phase and MX grains, reaching up to 3% of expansion in hotspots 

and in near–edge bands. 

7.4.2 HRDIC: Effect of Irradiation Temperature 

 Ti3AlC2 

Increasing the temperature from 141(8) °C to 349(7) °C appears to have the effect 

of reducing both the intragranular and grain boundary strain intensities 

significantly, although evidence of this can only be seen in the lower dose samples 

due to exfoliation of higher dose samples at the lowest temperature. However, the 

microcrack density increase following irradiation is significantly higher for the 

moderate temperature sample compared to the low temperature (34.6% and 12.8%, 

respectively). This is surprising considering the apparent reduction in irradiation 

Fig. 7.4 – Microcrack formation: The percentage change in microcrack number density (Δn), relative to the 

virgin material surface, as a function of dose (dpa) for all irradiated specimens. Data from samples irradiated 

at ~141 °C, ~351 °C and ~658 °C are shown on separate plots, A–C, respectively. The relative uncertainties of 

Δn values are too small to be visible on the plots, so have been excluded. The Microcrack population values 

were obtained from the stitched BSE maps used for HRDIC analysis, via a combination of digital thresholding 

and visual inspection. 
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induced lattice strain indicated by both the XRD and HRDIC data. This may be 

explained by the increased crack density in the virgin material of the moderate 

temperature sample, compared with that of the low temperature sample (3.5×10–2 

µm–2 and 1.9×10–2 µm–2, respectively). Interestingly, the presence of pre–existing 

cracks doesn't necessarily result in localised strain in that region. In fact, some 

notable grain boundary cracks of < 40 µm length, present in the virgin material, 

didn't grow even after the higher dose. 

At the highest temperature, the intragranular strain in the MAX phase appears to 

have reduced significantly after both low and high dose, compared with the samples 

irradiated at the moderate temperature. In the higher dose sample, effective strain 

reaches ~0.25% in places, whereas in the lower dose sample it averages ~0.5%. 

Conversely, the localised strain at grain boundaries reaches < 1.13% at the highest 

temperature, but only ~1.05% in the moderate temperature sample. Additionally, 

highly concentrated grain boundary strain bands are significantly more widespread 

in the higher temperature sample, even when excluding cracked regions. This can 

be seen clearly in Fig. 7.1. This could be an indication of anisotropic recovery 

distributions, where grain boundaries act as defect sinks and thus experience higher 

strains than their respective grains. 

 Ta–25 

The relationship between irradiation temperature and strain in the Ta–25 samples is 

more complex, as indicated by the XRD data. The lower dose samples show the 

opposite trend to that seen in Ti3AlC2, instead displaying increased intragranular 

and grain boundary strains at higher temperature. This is especially pronounced at 

MX impurity grain boundaries, which show high effective shear strains of < 1.3% 

in the low temperature sample, which increases to < 1.53% in the moderate 

temperature sample. The increase in magnitude is accompanied by an increased 

extent of strain, which affects over 50% of the moderate temperature sample grains, 

compared to less than 5% of grains in the low temperature sample. For the higher 
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dose samples, homogeneous strain of high magnitude is observed at the lowest 

temperature – 1.1% on average and up to 1.83% at grain boundaries, in most MAX 

phase grains with hotspots near high angle grain boundaries. Less homogeneous but 

lower strain is seen in the MX (0.82%) and Al2O3 (0.1%) grains and amorphous 

regions (0.7%). When the temperature is increased, a lower extent of strain (0.99% 

average and 1.78% at grain boundaries) is observed, with slightly higher 

homogeneity across phases. The strain in MX grains is slightly lower (0.78%), and 

significantly lower in amorphous regions, at ~0.35%. The sample irradiated at the 

highest temperature has very few grains remaining with an intact gold pattern, the 

majority of which are either MX grains or amorphous regions. A decrease in strain 

magnitude (0.28%) and increase in homogeneity, compared with the lower 

temperature samples, is observed across all visible phases, but with increased grain 

boundary localisation. All visible MAX phase grains show anisotropic strain, but 

generally distributed homogeneously inside grains, with intense strain localisation 

at grain boundaries. The MX phase grains generally display a gradient of higher 

strain towards and at grain boundaries (< 1.85%), with significantly lower strain in 

central regions (< 0.2%). 

 Ta–38 

For the Ta–38 samples, an increase in irradiation temperature follows a similar trend 

to Ti3AlC2, with the lower dose, low temperature sample an exception. Unlike for 

the low dose, low temperature Ti3AlC2 sample, negligible homogeneous and 

isotropic strain is observed in the MAX phase grains, with high intensity, 

homogeneous and anisotropic localised strain at MX grain boundaries and 

considerably decreased intragranular strain. As such, increasing the irradiation 

temperature appears to have the effect of increasing the strain in all phases, unlike 

for Ti3AlC2. It is possible that the unusually low strain values in the low temperature 

sample are due to radiation–induced amorphisation – something which has been 

shown to not occur in Ti3AlC2, even to very high doses (> 250 dpa). However, no 

evidence for this is seen in the XRD data, which suggests a negligible change in 
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crystallinity in the bulk material following irradiation for all samples. At the highest 

irradiation temperature, lower strain is observed compared to the moderate 

temperature sample in all phases. The MAX phase intragranular strain is generally 

more homogeneous and anisotropic, with little variation in magnitude and direction 

between grains and a much lower effective strain. At grain boundaries, strain is 

localised as with the lower temperature samples, but at a considerably lower 

magnitude (0.8% compared to 0.99%). The localised effective strain in MX grain 

boundaries is as high as in other samples, but the intragranular strain is far less 

homogeneous. 

For the higher dose samples, excluding the lowest irradiation temperature (due to 

exfoliation), the only reliable HRDIC data was extracted for the MAX phase grains, 

as the gold pattern was almost completely destroyed, leaving only a few MAX 

phase grain regions intact. Nonetheless, a significant decrease in the average strain 

is observed (0.32% compared with 0.92%), which is also significantly more 

homogeneous. At grain boundaries, the strain is more localised and intense, but 

again lower than in the moderate temperature sample (1.62% compared with 

1.73%). It should also be noted that the high temperature, higher dose sample 

contained an unusually high microcrack density in the virgin material – 11.73 × 10–

2 µm–2 compared to 3.7 × 10–2 µm–2 for the moderate temperature sample, which 

subsequently underwent a significantly higher relative increase (42.4% compared 

to 28.7%). 

7.4.3 XRD 

At the lowest irradiation temperature, the Ti3AlC2 sample irradiated to the lower 

dose underwent significant c–axis expansion – 0.45%, which is incidentally its 

highest value over the three temperatures. The expansion observed gradually 

decreases from 0.45% to 0.41%, in samples irradiated at the moderate and high 

temperatures, respectively. For the sample irradiated at the highest temperature, 
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negligible c– and a–axis changes are observed, indicating a full thermally induced 

recovery from defects, in–line with observations made by Ward et al. [281].  

Somewhat surprisingly, the lattice strains for both Ta–25 and Ta–38 at the lowest 

temperature are also almost negligible – 0.08% and 0.06%, respectively in the c–

axis, and –0.01% and 0.00%, respectively in the a–axis. This contrasts with the 

0.45% c–axis expansion and 0.08% a–axis contraction experienced by Ti3AlC2 

under the same conditions but is in–line with the HRDIC data, in which little strain 

is observed for the Ta–based phases at the lowest irradiation temperature. This is 

perhaps an indication of a higher tolerance to irradiation at lower temperatures. 

Fig. 7.5 – Anisotropic lattice–parameter evolution: Lattice strains (relative to the virgin material) are plotted as 

a function of dose (dpa), deduced from Rietveld refinement of GIXRD data from both before and after 2 MeV 

proton irradiation. The lattice strains in the c–axis are shown in the first row of tiles (A–C), with those in the 

a–axis shown in the second row of tiles (D–F). The three columns correspond to the three irradiation 

temperatures used – ~141 °C, ~351 °C and ~658 °C (A, D; B, E; and C, F, respectively). A dotted line is included 

on each plot to indicate 0% measured strain. In general, the lattice parameter changes are lower for the higher 

temperature irradiations, although the data is incomplete for the low temperature irradiations due to surface 

exfoliation of the Ti3AlC2 and Ta–38 samples after the higher dose (see section 7.5.2) for more details. 
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However, the notable differences in microstructure between the two Ta–containing 

phases and Ti3AlC2 complicate the understanding of this. It is expected that the 

addition of Ta in the M–layers will decrease the point defect production rate, due 

to the significantly higher threshold displacement energy of Ta compared with Ti 

(90 eV and 28 eV, respectively [368]). As such, it is possible that the defect 

production rate is below a critical recovery threshold at that temperature. In this 

scenario, the local heating from the proton beam may be enough to allow point 

defect recombination at a similar rate to production by knock–on damage. On the 

other hand, the increased porosity of the Ta–containing phases, 2.62% and 18.2% 

for Ta–38 and Ta–25, respectively, compared with 1.32% for Ti3AlC2, likely 

increase the number of Schottky defects produced. With vacancy mobility expected 

to be higher than that of interstitials, this would lead to a lattice disorder with a 

decreased concentration of MA–AM antisites, thus resulting in a less pronounced 

unit cell expansion. To emphasise this, the a–lattice parameter change at the lowest 

temperature is ~0.0% for both materials.  

However, the trend is reversed at the moderate and high irradiation temperatures, 

where both Ta–based phases show significantly higher c–axis expansions than in 

Ti3AlC2. The highest – 1.14%, is experienced by Ta–25, in contrast to the 0.41% 

for Ti3AlC2. Equally, the a–axis contraction of Ta–38 is double that of Ti3AlC2 

(0.16% vs 0.08%). As with Ti3AlC2, a degree of recovery from this expansion is 

seen in the high temperature irradiations. The reduction in c–axis strain experienced 

by all three materials from the moderate to high irradiation temperatures is similar 

(~0.5%), indicating similar rate of recovery and, therefore, point defect 

recombination rates. However, as the Ta–based phases display higher expansions 

at the moderate irradiation temperature, the similar recovery rates mean both 

compositions fall short of a full recovery at the highest temperature. Whilst the c–

axis strain in Ti3AlC2 at the highest temperature goes to 0.0%, expansions of 0.5% 

and 0.32% are still observed for Ta–25 and Ta–38, respectively. For Ta–38, this 

behaviour is also reflected in a reduction of a–axis strain between the moderate and 
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high temperatures, although at a slightly higher rate than for Ti3AlC2 (0.11% vs 

0.07% change, respectively). Conversely, an entirely different regime of a–axis 

strain is displayed by Ta–25 at the same temperatures. Rather than a contraction, at 

the moderate and high temperature, the samples experience a slight a–axis 

expansion, with a 0.02% strain observed. Even considering the high relative 

uncertainty of this strain (0.019% at the high temperature), the values are far 

removed from those of Ta–38 and Ti3AlC2, indicating an alternative a–axis damage 

evolution pathway. For all three materials, a lattice parameter decrease of the 

detected MX impurity phase was observed. There is growing evidence in the 

literature that impurities in MAX phases such as TiC and Al2O3 act as defect sinks 

during irradiation, due to decreased mobility compared with the MAX phase. The 

diffusion of vacancies produced in neighbouring MAX phase grains, which is 

expected to be higher than that of interstitials, according to density functional theory 

(DFT) calculations [215], into TiC or (Ta,Ti)C could explain the observed lattice 

contraction. 

At the higher dose, a similar trend for all three materials is observed – c–axis 

expansion and a–axis contraction, with decreasing magnitude as a function of 

temperature. However, unlike with the lower dose irradiations, this trend includes 

the lowest irradiation temperature, with a 2.03% c–axis strain experienced by Ta–

25, falling rapidly and linearly with temperature to 0.36% at the highest 

temperature. Unfortunately, due to the Ti3AlC2 and Ta–38 samples undergoing 

mechanical exfoliation during irradiation at the lowest temperature, no relevant 

XRD data could be recorded and so it can only be speculated as to the lattice strains 

at this temperature. If a linear relationship between irradiation temperature and c–

axis lattice is assumed, the c–axis strain of Ti3AlC2 and Ta–38 at the lowest 

temperature are estimated as 1.23% and 1.98%, respectively. If reliable, this 

indicates that, despite a higher lattice strain, the Ta–25 sample is more resistant to 

exfoliation under such conditions. However, it is important to emphasise that this 

behaviour may well be related to the microstructure, as opposed to the composition 
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of the MAX phase. The Ta–25 sample contained a significantly higher porosity 

(18.2%) than either of the Ta–38 or Ti3AlC2 samples (2.62% and 1.32%, 

respectively). Voids and pores may act as accumulation sites for implanted 

hydrogen as it diffuses through the material. However, the free space they enclose 

will accommodate a limited volume of hydrogen gas before the pressure causes 

mechanical failure, encouraged by the presence and production of microcracks 

during irradiation. As the deposition of protons during irradiation occurs in a 

relatively small layer, with a full–width at half–maximum of 1.38 µm and 0.85 µm 

for Ta–38 and Ti3AlC2, respectively, the build–up of gas will likely be confined to 

a similarly small region. As an upper estimate, if all the implanted hydrogen is 

assumed to reside in voids, the pressure exerted by the gas in the implantation layer 

of Ta–25 will be ~22 times less than that in Ti3AlC2 and ~8 times less than that in 

Ta–38. This is also assuming the diffusion rate of trapped hydrogen in Ta–25 is 

similar to that in Ta–38 and Ti3AlC2. Of course, this is simply speculation given the 

limited data. To confirm the veracity of this scenario, the diffusion of hydrogen gas 

through all three materials at various temperatures would need to be assessed as a 

function of initial sample porosity.  

If a similar extrapolation procedure is performed for the a–axis, contractions of 

0.63% and 0.48% are predicted for Ta–38 and Ti3AlC2, respectively. This places the 

a–axis strains experienced by all three materials in a similar region at low 

temperature. However, the magnitudes are considerably higher than for the lower 

dose irradiations, indicating a lattice strain onset damage threshold between 0.06 

dpa and 0.12 dpa, prior to which very little a–axis strain is exhibited.   

As with the lower dose irradiations, the higher dose samples for both Ta–based 

phases experience significantly higher c–axis strains than Ti3AlC2, with apparently 

similar recovery rates. Once again, the a– and c–axis lattice strains of Ti3AlC2 at 

the highest irradiation temperature are significantly reduced, indicating a full 

recovery. This supports the idea proposed by Ward et al. that lattice strain recovery 

at a given temperature is a function of dose rate, with the total dose perhaps 
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independent of lattice strain [281]. Whilst the Ta–based phases both exhibit 

significant lattice strain recovery in both the a– and c–axes, both materials have 

significant c–axis strain even after the high temperature irradiations – 0.36% and 

0.19% for Ta–25 and Ta–38, respectively. Both of these final values are lower than 

the respective c–axis strains of the lower dose samples at the same temperature – 

0.5% and 0.32%. As the dose rates were kept similar over both irradiations, this 

discrepancy could be due to a combination of individual temperature differences 

between irradiations and sample purity variations. For example, the Ta–38 sample 

temperatures for the lower and higher dose irradiations were 652(5) °C and 

672(4) °C, respectively. Equally, the MAX phase purities for the Ta–25 samples 

varied between 91.9% and 58.6% for the lower and higher dose irradiations, 

respectively.  

The a–axis strain exhibited by the Ta–25 sample appears to be entirely different to 

that of the Ta–38 and Ti3AlC2 samples, at the moderate and high temperatures – as 

with the lower dose sample. The only similarity with the other two materials is a 

relative decrease in a–axis contraction as a function of temperature. As with the 

lower dose irradiations, the moderate and high temperature irradiation Ta–25 

samples display a somewhat unexpected a–axis expansion, this time with increased 

magnitudes of 0.04% and 0.11%, respectively. This contributes to an overall volume 

expansion far higher than the other two materials at all conditions studied (1.26% 

compared to 0.46% – the highest expansion observed for Ta–38). DFT calculations 

in the literature on the effect of various point defects on the lattice parameters of 

MAX phases have suggested C–Frenkel pairs can lead to a unit cell volume 

reduction [215], [216]. As such, it is possible that the production of C–Frenkel pairs 

dominates the damage evolution in Ta–25 at ~350 °C and ~650 °C, as opposed to 

MA–AM antisites. 

 Secondary Phases 

Whilst Ti3AlC2 appears to exhibit reduced lattice strain in both a– and c–axes 
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compared with the Ta–based phases under similar conditions, the corresponding 

MX impurity phases show the opposite behaviour. The TiC secondary phase in 

Ti3AlC2 experiences a strain of 1.25% at the moderate irradiation temperature and 

lower dose, whilst the Ti3AlC2 itself experiences only 0.41% and 0.08% strain in 

the c– and a–axes, respectively. Surprisingly, the strain observed in TiC in the 

higher dose sample, at the same temperature, falls to 0.29%, whilst the Ti3AlC2 

follows the expected trend of increasing lattice strain with increasing dose. The TiC 

in the high temperature Ti3AlC2 sample appears to behave in a similar way to the 

MAX phase, with a very slight reduction in lattice strain from 0.6–0.54% (0.06%), 

which is well within the propagated uncertainty of ± 0.16% for those measurements. 

This is in–line with the hypothesis that a damage/recovery equilibrium has been 

achieved at 650 °C and ~4.4(1) × 10–6 dpa s–1, at which the lattice strain is possibly 

independent of the dose. Evidence of this is also seen in all three MAX phase 

samples irradiated at the highest temperature, in which lattice strain reduces slightly 

in the higher dose samples, compared with the lower dose samples. This suggests 

that the annihilation rate of point defects is slightly higher than the dose rate, giving 

rise to gradual recovery over the longer time period (6.92 hours compared to 4.28 

hours). On the other hand, the MX impurities in the Ta–phases at all conditions 

exhibit relatively minor lattice parameter expansions of < 0.1%. The sole exception 

to this is the (Ta,Ti)Cx secondary phase in the Ta–25 lower dose, high temperature 

sample, which exhibits a lattice parameter contraction of 0.13%. Incidentally, this 

is the only clear example of lattice contraction in an MX impurity across all samples 

and conditions. 

7.4.4 Exfoliation 

Ward et al. observed a similar exfoliation of Ti3AlC2 at the Bragg peak, following 

2 MeV proton irradiation to 0.73 dpa and at 350 °C. By extrapolating their data at 

higher temperatures, where exfoliation did not occur, the authors estimated the c–

axis strain to be 1.2% at 350 °C. This is almost double the c–axis strain of 0.67% at 

367(7) °C observed in the current work, indicating a more complex relationship 
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between irradiation temperature and lattice strain than the linear proportionality 

proposed by Ward et al. However, given the considerably lower dose rate used, it is 

not surprising that no exfoliation was observed at 367(7) °C in this work for any 

materials. The dose rate used in Ward et al.'s irradiations was 1.806 × 10–4 dpa s–1, 

whilst in this work it was 0.053 × 10–4 dpa s–1, providing support to their notion of 

dose–rate as a fundamental driver of exfoliation.  

The surfaces exposed by exfoliation during irradiation show no evidence of ductile 

fracture mechanisms characteristic of MAX phases under mechanical strain, such 

as kink bands, planar deformation or delamination, as seen in Fig. 7.6C and G. An 

abundance of microcracks is visible on the exfoliated surfaces of both Ti3AlC2 and 

Fig. 7.6 – Surface exfoliation: 3D visualisations of the two samples, Ti3AlC2 (A) and Ta–38 (E), which 

underwent exfoliation during 2 MeV proton irradiation at ~141C. The exfoliated surface on each sample 

appears as an even depression, indicated by arrows with a respective edge region magnified in B and F, 

revealing sharp cliff–like interfaces between the undamaged and exfoliated surfaces – evidence of brittle 

fracture. The relative height in the edge regions (B, F) is represented by a red–blue colour map. A magnified 

region of the fracture surface is shown in BSE micrographs (C, G) of Ti3AlC2 and Ta–38, respectively, showing 

rough surfaces and a high density of microcracks in both samples. Finally, simulated dose (dpa) and ion 

implantation (appm) profiles are shown for each sample (D, H), with the depth of the exfoliated surface on each 

sample indicated by a vertical green line. Values were calculated using SRIM–2013 (for more details, see 

section 7.3.2). The exfoliation appears to have occurred at a considerably higher depth (> 20%) than the Bragg 

peak depth for both materials, with the largest difference seen in the Ta–38 sample (~12 um). Additionally, the 

Ta–38 sample received a higher dose before exfoliation than the Ti3AlC2 – 1.15(3) dpa compared to 1.04(2) 

dpa. 
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Ta–38, propagating both around grain boundaries and cleaving through MAX phase 

grains. This indicates a brittle fracture failure mechanism, in which internal stress 

leads to the propagation of cracks through the sample. The fracture surfaces are 

remarkably consistent, with a height variation of < 3 µm in both cases and a surface 

roughness of 1.3(3) µm for Ti3AlC2 and 2.7(4) µm for Ta–38. This indicates a highly 

localised stress concentration along the plane parallel to the implantation layer from 

the irradiation. It would follow that the source of the stress is either the Bragg peak 

itself, which has a full–width half–maximum of 1.6(2) µm and 2.0(2) µm for 

Ti3AlC2 and Ta–38, respectively, or the implantation of hydrogen, which occurs in 

a 0.9(2) µm and 1.3(2) µm thin layer, respectively – according to SRIM 

calculations. However, the depths at which exfoliation appears to have occurred in 

Ti3AlC2 and Ta–38 – 37.12(19) µm and 38.1(1.2) µm, respectively, are considerably 

larger than the respective positions of the Bragg peak – 29.6(2) µm and 26.4(2) µm. 

The same is true for the peak of the implantation layer, which is expected to be 

within 0.1 µm of the Bragg peak in both cases. This difference is more pronounced 

for Ta–38 – at 12 µm, compared with the 7.42 µm for Ti3AlC2. The discrepancy 

may be explained by a combination of factors. The first is the uncertainty in the 

exfoliation surface position, which can be loosely defined as the resulting surface 

roughness. For Ta–38, this is 2.7(4) µm, which puts the potential difference between 

the Bragg peak and the exfoliation layer at < 10 µm. The second factor is the 

positions of the Bragg and implantation peaks. Whilst SRIM has been shown to 

accurately predict dislocation production in materials in the literature, the lack of 

any microstructural parameters, such as grain size or porosity, involved in the 

calculations open it to inaccuracies where porous materials are concerned. It is 

possible that, given the mean void size of 5.2(1) µm in Ta–38, the range of incident 

ions is considerably higher than for a homogeneous, dully dense material. 

Furthermore, the void size itself may be used to estimate the uncertainty in 

implantation peak position, which is unlikely to be confined to a region of 1.3(2) 

µm where voids of 5.2(1) µm size are uniformly distributed, which incidentally 

appears to be the case for both materials.  This leads to the next observation – in 
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addition to the variation in exfoliation depth and fracture surface roughness, which 

appears to be directly related to the initial microstructure of the respective material, 

the time of exfoliation varies between Ti3AlC2 and Ta–38. As such, the dose 

received by the samples before failure is different: 1.04(2) dpa at the Bragg peak 

for Ti3AlC2, and 1.15(3) dpa for Ta–38, whilst the Ta–25 sample, which did not fail 

during irradiation, received a dose of 1.48(3) dpa at the Bragg peak. The only 

evident correlations appear to be between relative sample porosity, average void 

size and the dose received before exfoliation – as relative porosity increases and 

average void size decreases, the irradiation dose received before exfoliation 

increases. Therefore, it would be unsurprising that as the Ta–25 sample has the 

highest relative porosity of 18.2(5)% and largest mean void size of 7.6(2) µm, it did 

not fail whilst the other two materials did.  

However, to test this hypothesis, a systematic investigation into the effect of relative 

porosity and void size would be required for each material. The fact that Ta–25 in 

this work did not exfoliate at ~141 °C after the higher dose does not mean it will 

Fig. 7.7 – Comparisons of lattice instabilities in Ti3SiC2 and Ti3AlC2 reported in the literature, as well as from 

this work, following various irradiations. The references [i–v] are from [238], [251], [257], [266], [467], 

respectively. 
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survive at either a further irradiation dose or increased dose rate. Nevertheless, this 

particular sample appears to be more resistant to proton irradiation induced 

exfoliation than both Ti3AlC2 and Ta–38 under the same conditions. The presence 

of voids may encourage the accumulation of hydrogen as opposed to isotropic 

diffusion, leading to instantaneous pressure centres. 

7.4.5 Comparison of Materials 

At the lowest irradiation temperature, a doubling of the dose in Ta–25 appears to 

lead to an increase in lattice strain of 1.95% (0.08–2.03%) in the c–axis, and 0.53% 

(0.01–0.54%) in the a–axis. This could be an indication of a threshold dose for 

lattice strain before which the microstructure can accommodate point defect 

production via the migration of defects to voids or impurities. It has been reported 

in the literature that impurities in MAX phases, such as binary carbides and/or 

Al2O3, often contain higher densities of black spot defects – thought to be interstitial 

clusters, and dislocations following irradiation [280], [399]. Defect migration 

calculations indicate lower threshold mobility energies of point defects along the 

MAX phase basal plane than in TiC and Al2O3. This could explain the increased 

damage exhibited by impurities and also the surprisingly low MAX phase lattice 

strain seen at low temperature in this work. If point defects are mobile in the MAX 

phase at ~141 °C and migrate faster than those in neighbouring impurity grains, 

then it follows that the impurities would have a higher defect density. Furthermore, 

if the defect density in impurities reaches a saturation threshold beyond which the 

matrix can no longer accommodate further point defects, then the resulting rapid 

build–up of defect concentration in the MAX phase would lead to the observed 

increase in lattice strain. A similar mechanism may be at play in grain boundaries 

and voids, in which a limited defect concentration can be accommodated, beyond 

which defects preferentially confine to the MAX phase structure. However, further 

experimental and simulation work on local defect concentrations and migration at 

the various conditions is required to investigate this.  



Chapter 7: Manuscript 3 

194 

 

 

For Ti3AlC2 and Ta–38, no dose effect at the lowest irradiation temperature can be 

assessed due to the irradiation induced exfoliation of the samples at the higher dose. 

However, this fact alone provides some insight into the varied response of Ta–Ti 

based MAX phases to proton irradiation. Whilst the Ta–25 shows an increased 

resistance to exfoliation at similar conditions, this may well be due to 

microstructural differences such as increased porosity, rather than fundamental 

composition. To test this, samples of Ta–25 with lower porosity must be 

investigated under comparable conditions. The fact that no exfoliation is observed 

at the lower dose is evidence that a dose effect, in addition to dose–rate, underpins 

the failure mechanism. Below a threshold dose rate at a given temperature and, 

therefore, hydrogen mobility, no exfoliation is expected to occur due to insufficient 

instantaneous internal pressure and a higher defect recombination rate than 

production. However, an increase in dose will result in higher anisotropic lattice 

strain, which will in turn cause microcrack formation and propagation. This is 

supported by the crack density increases seen in all samples following irradiation, 

which is significantly more pronounced at the higher dose than lower, as can be 

seen in Fig. 7.4. The resulting microstructural embrittlement, enhanced by the 

formation of copious point defects within the MAX phase lattice, which inhibit 

dislocation mobility, may then lead to mechanical failure by exfoliation – even at a 

dose–rate lower than the initial threshold. 

At the moderate irradiation temperature, all three materials display a similar c–axis 

response to dose, although to varying degrees. The lower dose Ti3AlC2 and Ta–38 

samples exhibit 0.41% and 0.79% c–axis expansions, respectively, which increase 

to 0.67% and 1.29% for the higher dose samples – a linear relationship between 

dose and c–axis strain for both materials. At the same time, the a–axis contractions 

show similar increases between the lower and higher dose samples for both 

materials – 0.08–0.27% for Ti3AlC2 compared with 0.16–0.39% for Ta–38. Ta–25 

undergoes a c–axis strain of 1.14% and 1.20% after the lower and higher dose 

irradiations, respectively. This is a much smaller difference compared with Ti3AlC2 
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and Ta–38, which may be partially explained by the marginally lower doses 

received (0.11 compared to 0.12 dpa). However, slight a–axis expansions of 0.02% 

and 0.04% of the lower and higher dose samples, respectively, are observed in Ta–

25. Additionally, no exfoliation was observed at the moderate temperature, 

indicating either a higher mobility of defects, dampening the lattice strain compared 

to at the low temperature, or an increased mobility of hydrogen implanted in the 

sample, which prevents the instantaneous accumulation of internal pressure. 

Therefore, it appears from this behaviour that Ta–25 is more resistant to irradiation–

induced strain at ~350 °C than Ti3AlC2 and Ta–38, up to 0.112 dpa. Equally, Ta–25 

is more resistant to irradiation–induced exfoliation at ~141C than Ti3AlC2 and Ta–

38. Whether these differences are microstructure or crystallography–related, or a 

combination of the two, is unclear at this stage. However, there is evidence that Ta–

25 undergoes crystallographic changes which lead to a different a–axis response to 

the other two materials – an expansion rather than the expected contraction under 

irradiation, characteristic of MAX phases in the literature.  

At the highest irradiation temperature, the observed lattice strain response varies 

depending on the material. Ti3AlC2 appears, within error, to exhibit negligible c– 

and a–axis lattice strain after at both the lower and higher doses. This indicates a 

faster rate of defect annihilation is present than point defect production, due to 

increased defect mobility. This is also evidence that Ti3AlC2 is stable under 2 MeV 

proton irradiation between 635(4) °C and 698(6) °C – the irradiation temperatures 

achieved during 0.0605(14) and 0.120(3) dpa irradiations, for a dose rate of ~4.4(1) 

× 10–6 dpa s–1. To test this, however, increased proton irradiation doses would need 

to be applied at a similar dose rate. On the other hand, the two Ta–based MAX 

phases both exhibit a reduction in c–axis lattice strain between the lower and higher 

dose levels. The magnitude of these strains are considerably higher for Ta–25 (0.5–

0.36%) than for Ta–38 (0.32–0.19%), but neither material shows evidence of a full 

recovery – as seen with Ti3AlC2. For Ta–38, the a–axis undergoes a contraction at 

both the lower and higher dose, of 0.05 and 0.03%, respectively – in–line with the 
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trend observed for the c–axis strain. However, Ta–25, which shows negligible a–

axis strain after the lower dose irradiation, exhibits a significant expansion of 0.11% 

at the higher dose. This is similar to the response of Ta–25 at the moderate 

temperature, indicating a damage mechanism transition before ~350 °C which is 

also at play at ~650 °C.  

DFT modelling in the literature, supported by TEM observations, suggests the most 

energetically favourable point defects in MAX phases are the M–A antisite (MA:A-

M) and, to a lesser extent, carbon Frenkel–pairs (VC:Ci) [215], [217], [248], [256]. 

Both anisotropic lattice parameter changes and phase transformations, specifically 

to a cubic solid solution (Mn+1A)Xn phase, in MAX phases under irradiation are 

thought to be due to the formation of MA:AM anti–sites and stacking faults, 

especially at low temperatures. Additionally, when the Ci–Frenkels reside either 

side of the A–layer, as in Ti3AlC2, modelling reproduces the lattice parameter 

changes seen by XRD after irradiation, suggesting MAX phases which promote Ci–

Frenkel residency within the A–layer are preferable for enhanced stability under 

irradiation. This proposed mechanism supports previous suggestions of the 

structural stabilising by antisite defects, leading to amorphisation resistance even 

after high dose [256]. 

As such, it is assumed that the magnitude of the lattice strain is proportional to the 

number of stable point defects remaining after irradiation and the point defects are 

primarily MA–AM antisites. It follows that the materials which have experienced 

higher strains contain a higher density of MA–AM antisites, and, therefore, are more 

disordered. This would suggest that Ti3AlC2 is more resistant to disordering than 

the Ta–based phases at temperatures of ~350 °C and ~650 °C, whilst the opposite 

is true at ~141 °C. 

7.5 Conclusions 

The combination of XRD and HRDIC is a powerful route in the correlation of 
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irradiation induced crystallographic instabilities in MAX phases. The primary 

benefit of HRDIC is it allows the elucidation of local strain distributions, where 

XRD provides a bulk average. In this work, bulk crystallographic, local 

microstructural strain distributions and microcrack formation levels have been 

assessed for three materials – Ti3AlC2 and novel (Ta0.25Ti0.75)3Al0.77C2 and 

(Ta0.38Ti0.62)3Al0.81C2 phases, following 2 MeV proton irradiation to either ~0.06 or 

~0.11 dpa and at temperatures of ~141 °C, ~351 °C and ~658 °C. The XRD and 

HRDIC data are in good agreement, with the latter revealing a significantly higher 

granularity in the bulk radiation damage picture for MAX phases. 

Across almost all samples and conditions, anisotropic strain is observed in the MAX 

phases following irradiation, with a c–lattice parameter expansion and a–lattice 

parameter contraction, which is significantly reduced at higher irradiation 

temperature. Whilst the strain is anisotropic across the vast majority of MAX phase 

grains, it is generally homogeneous inside grains. This is indicative of enhanced 

defect mobility and, therefore, recombination, which allows for instantaneous 

damage recovery at the dose rates involved in this work (~4–5 × 10–6 dpa s–1). The 

highest effective shear strain levels are found in MX impurity (e.g., TiC) grain 

boundary regions and in high angle MAX phase grain boundary hotspots, where 

perpendicular grains are adjacent to one another. Additionally, MX grains display 

spatial strain gradients, with maxima at near edge and grain boundary regions and 

minima towards grain centres. Amorphous regions and Al2O3 exhibit the lowest 

strain levels, at points approaching 0%, even when adjacent to MX or MAX phase 

grains with > 2% shear strain. According to the HRDIC data, MX grains are almost 

exclusively in intragranular compression and grain boundary expansion, whilst the 

XRD data suggests the MX phase experiences expansion across almost all samples. 

All three materials display higher crack formation rates with increased dose, with 

the exception of Ta–25 and Ti3AlC2 at the highest irradiation temperature, which 

display significant decreases in crack formation at the higher dose, possibly 

indicating a level of crack healing over the longer time period. Microcrack 
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formation is more pronounced at grain boundaries and hotspots but pre–existing 

microcracks do not necessarily act as strain localisation sites. A higher pre–existing 

microcrack density does not correlate with a more pronounced increase in 

microcrack density following irradiation, suggesting the formation of microcracks 

is purely irradiation based and potentially unrelated to the integrity of the virgin 

microstructure. 

An increase in dose increases both strain concentration in grain boundaries and 

homogeneity of strain inside grains, in addition to magnitudes across all phases. An 

increase in temperature reduces strain magnitudes across all phases but increases 

localisation of strain in grain boundaries and MX grains – indicating that these sites 

act as defect sinks. 

Ta–25 experiences the highest strain levels relative to the other samples, and 

generally higher microcrack formation levels. Ta–38 displays lower strain levels 

than Ta–25, but still higher than Ti3AlC2, although it has generally the lowest 

microcrack formation levels across all conditions.  

At temperatures below ~350 °C and at ~0.06 dpa, Ta–25 and Ta–38 are more 

resistant to proton irradiation induced disorder than Ti3AlC2. At temperatures above 

~350 °C, Ti3AlC2 is the most resistant to lattice instabilities under proton 

irradiation. Between ~350 °C and ~650–700 °C, the lattice strain recovery rates 

appear to be similar for all three materials, reflected in both a–axis and c–axis strain 

reductions. The threshold recovery temperatures for the dose rates used are assumed 

to be between ~350 °C and ~650–700 °C for all materials, with a higher temperature 

threshold for Ta–25 and Ta–38, which still experience significant lattice strains at 

~650 °C. Finally, despite significantly increased lattice instabilities under 

irradiation, Ta–25 appears to have a higher resistance to proton irradiation–induced 

surface exfoliation under the conditions studied. 

Based on these results, all three materials appear to be promising candidates in high 

temperature, high irradiation environments, so long as the operational temperatures 
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are kept above ~600 °C. At temperatures ~350 °C, Ti3AlC2 is more suitable than 

the Ta–based phases, whilst at ~141 °C, it is expected that both (Ta0.25Ti0.75)3Al0.77C2 

and (Ta0.38Ti0.62)3Al0.81C2 perform better than Ti3AlC2, at least at irradiation doses. 

Regardless, the doses in this study are objectively low in terms of nuclear materials 

applications and are therefore only relevant in assessing damage onset mechanisms, 

rather than predicting lifecycle performance. As such and especially regarding 

(Ta0.25Ti0.75)3Al0.77C2 and (Ta0.38Ti0.62)3Al0.81C2, for which no additional irradiation 

tolerance data currently exists, further work is required to assess the response of 

these phases to much higher dose levels, whilst tracking the local microstructural 

and crystallographic evolution. 
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Fig. 7.8 – Thermal expansion of MAX phases: The coefficient of thermal expansion (CTE) for Ti3AlC2 (red), 

Ta–25 (blue), and Ta–38 (green) as a function of temperature, from room temperature to 800 °C. Expansion of 

a material represents a decrease in density, which leads to a reduced dose during irradiation. The change has 

increasing significance as the temperature of irradiation is increased. The values shown here are used to correct 

the material densities used in SRIM calculations, to provide a more accurate estimate of received dose. 
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Fig. 7.9 – Irradiation–induced microstrain at low temperature after the lower dose irradiation: (A–C) BSE 

micrographs of the central regions of the samples. (D–F) Corresponding  phase maps for (A–C) deduced from 

SEM–EDS. (G–O) HRDIC strain mapping for regions (A–C) showing an εxx (horizontal) strain map (G–I), an 

εyy (vertical) strain map (J–L), and an effective shear strain, 
1

2
(εxx + εyy)

2, map (M–O). Strain magnitudes, 

in %, are displayed as a colour map and range from –3.0–3.0% for εxx and εyy, and 0.0–2.0% for the effective 

shear strain. Voids are overlaid as black regions on D–O. All scale bars are 30 µm. 
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Fig. 7.10 – Irradiation–induced microstrain at moderate temperature after the lower dose irradiation: (A–C) 

BSE micrographs of the central regions of the samples. (D–F) Corresponding  phase maps for (A–C) deduced 

from SEM–EDS. (G–O) HRDIC strain mapping for regions (A–C) showing an εxx (horizontal) strain map (G–

I), an εyy (vertical) strain map (J–L), and an effective shear strain, 
1

2
(εxx + εyy)

2, map (M–O). Strain 

magnitudes, in %, are displayed as a colour map and range from –3.0–3.0% for εxx and εyy, and 0.0–2.0% for 

the effective shear strain. Voids are overlaid as black regions on D–O. All scale bars are 30 µm. 
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Fig. 7.11 – Irradiation–induced microstrain at moderate temperature after the higher dose irradiation: (A–C) 

BSE micrographs of the central regions of the samples. (D–F) Corresponding  phase maps for (A–C) deduced 

from SEM–EDS. (G–O) HRDIC strain mapping for regions (A–C) showing an εxx (horizontal) strain map (G–

I), an εyy (vertical) strain map (J–L), and an effective shear strain, 
1

2
(εxx + εyy)

2, map (M–O). Strain 

magnitudes, in %, are displayed as a colour map and range from –3.0–3.0% for εxx and εyy, and 0.0–2.0% for 

the effective shear strain. Voids are overlaid as black regions on D–O. All scale bars are 30 µm. 
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Fig. 7.12 – Irradiation–induced microstrain at low temperature after the higher dose irradiation: (A–C) BSE 

micrographs of the central regions of the samples. (D–F) Corresponding  phase maps for (A–C) deduced from 

SEM–EDS. (G–O) HRDIC strain mapping for regions (A–C) showing an εxx (horizontal) strain map (G–I), an 

εyy (vertical) strain map (J–L), and an effective shear strain, 
1

2
(εxx + εyy)

2, map (M–O). Strain magnitudes, 

in %, are displayed as a colour map and range from –3.0–3.0% for εxx and εyy, and 0.0–2.0% for the effective 

shear strain. Voids are overlaid as black regions on D–O. All scale bars are 30 µm. For the Ti3AlC2 and Ta–38 

samples (A and C), the micrographs are from the central region of the exfoliated fracture surface. Due to the 

loss of the gold patterned surface, no HRDIC data could be recorded for the samples that exfoliated. 
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Fig. 7.13 – Irradiation–induced microstrain at high temperature after the lower dose irradiation: (A–C) BSE 

micrographs of the central regions of the samples. (D–F) Corresponding  phase maps for (A–C) deduced from 

SEM–EDS. (G–O) HRDIC strain mapping for regions (A–C) showing an εxx (horizontal) strain map (G–I), an 

εyy (vertical) strain map (J–L), and an effective shear strain, 
1

2
(εxx + εyy)

2, map (M–O). Strain magnitudes, 

in %, are displayed as a colour map and range from –3.0–3.0% for εxx and εyy, and 0.0–2.0% for the effective 

shear strain. Voids are overlaid as black regions on D–O. All scale bars are 30 µm. 
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Fig. 7.14 – Irradiation–induced microstrain at high temperature after the higher dose irradiation: (A–C) BSE 

micrographs of the central regions of the samples. (D–F) Corresponding  phase maps for (A–C) deduced from 

SEM–EDS. (G–O) HRDIC strain mapping for regions (A–C) showing an εxx (horizontal) strain map (G–I), an 

εyy (vertical) strain map (J–L), and an effective shear strain, 
1

2
(εxx + εyy)

2, map (M–O). Strain magnitudes, 

in %, are displayed as a colour map and range from –3.0–3.0% for εxx and εyy, and 0.0–2.0% for the effective 

shear strain. Voids are overlaid as black regions on D–O. All scale bars are 30 µm. 
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Fig. 7.15 – Formation and propagation of cracks in Ta–25: BSE–SEM micrographs of two separate regions on 

the surface of the higher dose, low temperature Ta–25 sample, both before (A, C) and after (B, D) irradiation 

to 0.112(3) dpa, displaying examples of the types of microcracks reported in Fig. 7.4. (A) Pre–existing 

microcracks at MAX phase grain boundaries are identified, which undergo irradiation–induced growth (B). (C) 

Pre–existing grain boundary cracks and a small intragranular crack are identified. (D) Following irradiation, 

the formation of new and independent microcracks is observed, both at grain boundaries and intragrain, in 

addition to the growth of a pre–existing grain boundary crack.  In all samples the majority of microcracks, both 

pre–existing and irradiation–induced, are observed at grain boundaries. The few irradiation–induced 

intragranular cracks are generally located in MAX phase grains, with minimal crack formation observed in 

secondary phases. It is important to note that the data on pre–existing cracks was obtained from the samples 

following gold pattern remodelling for HRDIC (at up to 600 °C – see section 7.3.4 for details). Therefore, the 

effect of elevated temperature and subsequent cooling on the formation or evolution of microcracks has not 

been assessed. However, as the synthesis temperatures for all samples are > 1300 °C, it is assumed that this 

effect is negligible.  
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Fig. 7.16 – The correlation between pre–existing crack density (n0) and subsequent change in crack density 

(Δn): A plot showing n0 (x–axis) as a function of Δn (y–axis) for each irradiated sample, with the three materials 

Ti3AlC2, Ta–25 and Ta–38 colour coded in red, blue and green, respectively; the two target irradiation 

conditions ‘lower dose’ (~0.06 dpa) and ‘higher dose’ (~0.1 dpa) as empty and solid symbols, respectively; and 

the three irradiation temperatures ~141, ~351, and ~650 °C shown as triangles, diamonds and circles, 

respectively. The groups of points with a common irradiation temperature have been circled and labelled, 

highlighting the correlation dependence on irradiation temperature. For the low temperature irradiations, Δn 

appears to show a weak inverse proportionality with n0, although the data is incomplete due to sample 

exfoliations. For the moderate temperature irradiations, Δn generally follows a steep decrease with increasing 

n0, indicating an increased resistance to microcrack formation for samples with high levels of pre–existing 

cracks. This could be due to the pre–existing cracks acting as strain accommodation sites. As such, the level of 

irradiation–induced microcrack formation for more pristine samples is perhaps overestimated. For the high 

temperature irradiations, Δn is apparently independent of n0, even at the unusually high pre–existing crack 

density found in the higher dose Ta–38 sample (11.73 × 10–2 µm–2). At high temperatures, dislocation mobility 

and, therefore, plastic deformation is enhanced, suppressing crack formation. This would suggest that at 

~650 °C microcrack formation is solely irradiation–induced, and not dependent on pre–existing microcrack 

density. 
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Chapter 8: Summary 

The primary aim of this thesis is the demonstration of a rapid development 

workflow for novel MAX phases as candidates for high–heat flux and radiation–

resistance applications in fusion devices. This has been established via a 

combination of high–throughput computational predictions, high–temperature 

powder synthesis, advanced X–ray, electron microscopy characterisations and 

digital correlation techniques, and high–temperature proton irradiations. 

As such, the predicted thermodynamic stabilities, relative to elemental constituents, 

of 180 potential quaternary and quinary MAX phases have been calculated. The 

results of these calculations guided the synthesis and subsequent characterisation of 

novel (Ta,Ti)3AlC2 MAX phases and their derivative MXenes. Finally, two of these 

phases – (Ta0.25Ti0.75)3Al0.77C2 and (Ta0.38Ti0.62)3Al0.81C2, along with a reference 

Ti3AlC2 MAX phase, have been proton irradiated at temperatures up to ~650 °C to 

assess their tolerance to radiation damage.  

8.1 Conclusions 

8.1.1 Stability Predictions of Novel MAX Phases 

Guided by an elemental down–selection, the formation enthalpies, relative to 

elemental constituents, have been calculated for 180 MAX phases in the 

(MI
2/3,M

II
1/3)n+1(A

I
xA

II
1–x)Cn system (M = Ti, V, Cr, Y, Ta, W; A = Al or Si; x = 0.5 

or 1; and n = 2 or 3). The following can be concluded: 

1. Phases with MI,MII = Ti,Ta; Ti,V; and Ti,Y have the lowest formation 

enthalpies and are, therefore, the most likely to be thermodynamically 

stable. 
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2. With the exception of those containing W, compositions with a Si–based 

A–layer appear to be more stable than the Al–based phases.  

3. Phases containing both W and Cr generally show the lowest propensity to 

form, with positive formation enthalpies for Cr2W(Al0.5Si0.5)C2 (+79.75), 

Cr2WAlC2 (+83.77), Cr2WSiC2 (+157.72), W2CrAlC2 (+316.30), 

W2Cr(Al0.5Si0.5)C2 (+460.37) and W2CrSiC2 (+965.00), with values in 

meV.  

4. The 211 phases are expected to be more stable than their 312 counterparts. 

5. The addition of Si to the Al–layer of the phases considered appears to 

increase the relative thermodynamic stability, indicating it may be possible 

to partially substitute Al for Si in stable MAX phases. 

6. Whilst the full equilibrium simplex of competing phases for each 

composition has not been considered, atomic formation enthalpy 

calculations can provide guidance for synthesis trials of novel quaternary 

MAX phases, at a reduced computational cost. 

8.1.2 Synthesis of Novel MAX Phases 

New quaternary (TaxTi1–x)3AlC2 MAX phases, with x = 0.05, 0.1, 0.2, 0.33 and 0.5 

have been synthesised and characterised. Incidentally: 

1. Bulk and relatively phase pure (Ta1–xTix)3AlC2 MAX phases can be 

synthesised via high temperature, pressure–less sintering from a 

combination of elemental and binary carbide powders – TaC, TiC and Al. 

2. An M–layer solid–solution is formed under these conditions, with a higher 

Ta concentration in the central MII layers for all compositions. 

3. The maximum Ta concentration in the Ti 312 M–layer is assumed to be 

between 38 and 60 at.%, based on the formation of several competing 

phases at higher initial Ta concentrations, and thus a significant reduction 

in phase purity. 
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4. The synthesis of solid solution Ta–Ti–based MXenes is possible via the 

chemical etching of (Ta1–xTix)3AlC2 MAX phases, with the synthesis 

pathway likely to be similar to the unalloyed Ti3C2Tx MXene.  

5. It is proposed that this approach can be used to synthesise a range of 

alloyed (Ta,Ti)3C2Tx MXenes, with compositions that can be optimised for 

a wide range of potential applications. 

8.1.3 Radiation Tolerance of Novel MAX Phases 

Following irradiation by 2 MeV protons, to doses up to 0.12 dpa at 60% of the 

Bragg peak depth and temperatures up to ~650 °C, bulk crystallographic, local 

microstructural strain distributions, and microcrack formation have been assessed 

for three materials – Ti3AlC2, (Ta0.25Ti0.75)3Al0.77C2 (Ta–25), and 

(Ta0.38Ti0.62)3Al0.81C2 (Ta–38). The following was observed across all materials: 

1. Whilst MAX phase lattice strains are anisotropic (c–axis expansion and a–

axis contraction), microstrain is generally homogeneous across MAX 

phase grains. This is indicative of enhanced defect mobility and, therefore, 

recombination. 

2. MX secondary phases display the highest local microstrain, with high 

concentrations in grain boundary regions and a gradient of increasing 

strain towards grain–edges from the centre. 

3. Strain hotspots and subsequent cracking are evident at high angle MAX 

phase grain boundaries, suggesting textured compositions may be more 

suitable for irradiating environments.  

4. Amorphous regions and Al2O3 impurities exhibit the lowest strain, at 

points approaching 0%, even when adjacent to MX or MAX phase grains 

with > 2% shear strain. 

5. According to the HR–DIC data, MX grains are almost exclusively in 

intragranular compression and grain boundary expansion, whilst the XRD 
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data suggests the MX phase experiences expansion across almost all 

samples. 

6. An increase in dose increases both strain concentration in grain boundaries 

and homogeneity of strain inside grains, in addition to magnitudes across 

all phases. An increase in temperature reduces strain magnitudes across all 

phases but increases localisation of strain in grain boundaries and MX 

grains – indicating that these sites act as defect sinks. 

7. Microcrack formation is more pronounced at grain boundaries and 

hotspots but pre–existing microcracks do not necessarily act as strain 

localisation sites. 

However, when comparing the response of the different materials, it was found that: 

1. Ta–25 experiences the highest irradiation induced strain relative to the 

other samples, and generally a higher microcrack formation levels. 

2. Ta–38 displays lower strain than Ta–25, but still higher than Ti3AlC2, 

although it has generally the lowest microcrack formation levels across all 

conditions. As such, it is perhaps more suited to structural applications in 

fusion than Ti3AlC2 or Ta–38. 

3. The threshold recovery temperatures for the dose rates used are assumed 

to be between ~350 °C and ~650–700 °C for all materials, with a higher 

temperature threshold for Ta–25 and Ta–38, which still experience 

significant lattice strains at ~650 °C. 

4. At temperatures below ~350 °C and at ~0.06 dpa, Ta–25 and Ta–38 are 

more resistant to proton irradiation induced disorder than Ti3AlC2. As 

such, Ti3AlC2 is potentially more suited to PFCs than the Ta–based phases. 

5. The mechanism behind proton irradiation induced exfoliation is likely 

dependent on total dose, as well as dose rate and irradiation temperature.  

6. Finally, despite significantly increased lattice instabilities under 

irradiation, Ta–25 appears to have a higher resistance to proton 

irradiation–induced surface exfoliation than Ta–38 and Ti3AlC2. 
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Based on these results, all three materials appear to be promising candidates in high 

temperature, high irradiation environments, so long as the operational temperatures 

are kept above ~600 °C. At ~350 °C, Ti3AlC2 is more suitable than the Ta–based 

phases, whilst at ~141 °C, it is expected that both (Ta0.25Ti0.75)3Al0.77C2 and 

(Ta0.38Ti0.62)3Al0.81C2 perform better than Ti3AlC2.  

8.2 Further Work 

Synthesis trials in this thesis focussed solely on the (Ta,Ti)3AlC2 system. However, 

other MI/MII pairs studied in Manuscript 1 produced formation enthalpies almost as 

low as the Ta–Ti phases, such as Ti–V and Ti–Y. Therefore, it would be sensible to 

investigate the synthesis of these phases, in addition to MAX phases with different 

n values (1, 3, 4, etc.), where possible. 

The irradiation doses in this study are objectively low, in terms of nuclear materials 

applications, and are therefore only relevant in assessing damage onset 

mechanisms, rather than predicting operational or lifecycle performance. As such 

and especially regarding (Ta0.25Ti0.75)3Al0.77C2 and (Ta0.38Ti0.62)3Al0.81C2, for which 

no additional irradiation tolerance data currently exists, further work is required to 

assess the response of these phases to higher dose levels, whilst tracking the local 

microstructural and crystallographic evolution. A systematic ion irradiation 

campaign of (Ta,Ti)3AlC2 phases with similar phase purities and porosity, at a range 

of temperatures and to high doses (> 5 dpa), is required to fully assess the response 

to radiation damage. 

That said, the presence of Al in the materials assessed is a problem for potential 

application to fusion environments, due to material activation. Therefore, future 

work must be performed to investigate the potential substitution of Al with Si in the 

A–layer, as well as assessing the effect of this substitution on the response to 

radiation damage. Incidentally, other low activation A–layer elements, such as Ga, 

may be produce phases with better responses to radiation damage than the Al–based 
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phases studied here. As such, trials should focus on comparing the response of 

phases with alternate A–layer elements to irradiation.   

These results, supported by recent observations in the literature, indicate that proton 

irradiation, especially at high dose rates, is not practical for high dose irradiation 

studies of MAX phases, due to the risk of surface blistering and exfoliation. In order 

to prevent exfoliation, the dose rate must be minimised, which results in longer 

irradiation times to reach a desired dose. As such, heavier ion irradiations, at the 

cost of a steeper damage profile and lower penetration, may be more suitable for 

simulating reactor–relevant neutron damage.  

It is important to mention at this point that the work in this thesis represents only 

the first stages of a fusion–materials development workflow. Mechanical testing, 

thermal property analysis, microstructural optimisation, etc., are required to 

continue the development pathway. Nonetheless, the results presented here are a 

small but important step towards the development of suitable materials for the 

extreme environments encountered in fusion devices. 
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