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With the development of industrialization, the working environment of robotics
gradually becomes complex, diverse, and fast. Most manipulators at present are still
designed for simple action repetition, which means that the working environment is
determined and the target should be relatively fixed. Therefore, they lack the ability
to perceive the surrounding environment. The main purpose of this thesis is to develop
consensus-based training and deep reinforcement learning methods that enable robot
arms to interact with the environment autonomously.

First of all, a model-free off-policy actor-critic based deep reinforcement learning
method is proposed to solve the classical path planning problem of a UR5 robot arm.
The proposed method not only guarantees that the joint angle of the UR5 robotic arm
lies within the allowable range each time when it reaches the random target point, but
also ensures that the joint angle of the UR5 robotic arm is always within the allowable
range during the entire episode of training.

Moreover, a self-supervised vision-based deep reinforcement learning method that
allows robots to pick and place objects effectively and efficiently when directly trans-
ferring a training model from simulation to the real world is demonstrated. A height-
sensitive action policy is specially designed for the proposed method to deal with
crowded and stacked objects in challenging environments. The training model with
the proposed approach can be applied directly to a real suction task without any fine-
tuning from the real world while maintaining a high suction success rate. It is also
validated that the training model can be deployed to suction novel objects in a real
experiment with a suction success rate of 90% without any real-world fine-tuning.

Additionally, an algorithm that combines actor-critic based off-policy method with
consensus-based distributed training is proposed to deal with multi-agent deep rein-
forcement learning problems. Specially, a convergence analysis of a consensus algo-
rithm for a type of nonlinear systems with a Lyapunov method is developed, and this
result is used to analyse the convergence properties of the actor and the critic training
parameters. To validate the implementation of the proposed algorithm, a multi-agent
training framework is proposed to train each UR5 robot arm to reach the random tar-
get position. Experiments are provided to demonstrate the effectiveness and feasibility
of the proposed algorithm.

Finally, a Consensus-based Sim-and-Real deep reinforcement learning algorithm
is developed for manipulator pick-and-place tasks. Agents are trained in both simu-
lators and the real environment simultaneously to get the optimal policies for both
sim-and-real worlds. The proposed algorithm saves required training time and shows
comparable performance in both sim-and-real worlds.
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Chapter 1

Introduction

1.1 Background

Robots are complex machines created with the purpose of performing tasks indepen-

dently or with minimal human input. With the rapid development of science and

technology, robots can be widely applied in a variety of different tasks such as path

planning [4; 5], obstacle avoidance [6; 7], pick-and-place objects [8; 9], goal reaching

[10; 11], etc. Robots come in different sizes and shapes, and they can be used for

various applications. Small and straightforward robots are typically used in factories

to perform repetitive tasks, while more complex systems are designed to function in

unpredictable and dynamic environments. The use of robots is becoming increasingly

popular in fields such as manufacturing [12], healthcare [13], exploration [14; 15] and

assembly [16]. With advancements in technology and ongoing research, robots are

becoming more versatile and adaptable, allowing them to handle a growing range of

complex and demanding tasks.

One of the most widespread applications of robotics is the robotic manipulator [17].

A robot manipulator [18] is a type of robot that is specifically designed to manipulate

objects in its environment. It achieves this by using mechanical arms and end-effectors,

such as grippers. The manipulator usually consists of a series of articulated arms or

links that are connected by joints or hinges, enabling the manipulator to move in

various degrees of freedom [19]. The gripper is typically attached to the last link of

the manipulator, and it is used to grasp and manipulate objects. Robot manipulators
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are widely used in various industries such as manufacturing [20], assembly [21], and

other industrial settings [22]. They are particularly useful for performing repetitive

tasks with high precision and efficiency. Robot arms have a high technical value and

a wide range of practical applications which play an irreplaceable role in production

mode. The dynamic analysis of the robot arm has always been one of the hotspots in

scientific research.

1.1.1 Pick and Place

Pick-and-place is a common task performed by robots that involve picking up an ob-

ject and moving it to a different location [23; 24]. This task has a wide range of

applications, from industrial settings such as assembly lines [25], packaging [26], and

material handling [27], to everyday tasks like sorting [28] and organizing [29; 30]. To

perform a pick-and-place task, the robot arm must be equipped with a gripper that

can securely grasp the object, and it must be able to locate, approach, and move the

object to the desired location with precision [31; 32]. The success rate of the pick-and-

place task depends on the accuracy of the robot arm and its ability to identify objects

of various shapes, sizes, and materials [33; 34]. To execute a successful pick-and-place

task, the robot arm needs to have a perception system that can detect and locate

objects in the environment reliably [35]. Once the object has been located, the robot

needs to plan its motion to grasp the object using various techniques including Inverse

Kinematics (IK) [36; 37], path planning [38], or trajectory planning [39; 40]. Addition-

ally, obstacles must be taken into consideration when planning a path, and movements

should be adjusted accordingly to avoid collisions [41; 42]. In summary, pick-and-place

is an important task in both simulated and real-world applications, and it relies on

advanced robotic techniques like perception, motion planning, and manipulation to

perform with remarkable precision and dependability [43; 44].

Recently, there has been a growing interest in picking and placing objects [45]. For

instance, an industrial robot system with several stationary cameras was mentioned in

[46] to ensure safe human-robot cooperation. In [47], an application of visual serving

to a 4 degree-of-freedom robot manipulator was proposed to pick and place a target

using the edge detection method as visual input. A remote-controlled mobile robot
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was developed and designed in [48] to deal with the pick-and-place task. In [49],

the software development for a vision-based pick-and-place robot was presented to

provide the computational intelligence required for its operation. In order to eliminate

human intervention or error and work more precisely, a pick-and-place robot using

Robo-Arduino was developed in [50] for any pick-and-place functions. A pick-and-

place robot which offered sensing, control and manufacturing assistance was present

in [51], which improved productivity and reduced the risk of injury because of repetitive

tasks. Nevertheless, in the works above, the authors focus on model-based grasping

with specific robotic manipulators, which may be regarded as a limitation. The pick-

and-place process requires a robot arm and end effector to work in coordination with

precision [52]. As the robot moves the object, it must be able to adjust its grip to

keep the object securely in place [53; 54]. Upon reaching its destination, the robot

must accurately position and orient the object [55; 56]. Pick-and-place is an important

task in both simulated and real-world applications, and it relies on advanced robotic

techniques like perception, motion planning, and manipulation [57]. Highly efficient

and sophisticated pick-and-place systems can handle a wide variety of objects and

tasks with remarkable precision and dependability [58; 59].

1.1.2 Motion Planning

Motion planning [60] is a critical process in the field of robotics that involves generat-

ing a safe and feasible path or trajectory for a robot or autonomous system to move

from one state to another while satisfying specific constraints and objectives. The

aim of motion planning is to enable the robot to perform its intended task, such as

transporting an object or moving to a particular location [61]. Since the development

of effective and robust motion planning algorithms is crucial for the widespread im-

plementation of automation technologies, researchers have been actively investigating

this field. To tackle the various challenges involved in motion planning, several dif-

ferent techniques and algorithms have been developed, including optimization-based

techniques [62], heuristic-based techniques [63], and sampling-based techniques [64].

The contributions of these techniques have been vital in achieving safe and efficient

motion planning in robotics. The early work on motion planning [65] provided a foun-

dation for further research in this field.
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Optimization-based approaches are a particular type of motion planning algorithm

that aims to find a suitable path for a robot by formulating the problem as an op-

timization problem [66; 67]. These algorithms aim to find a path for the robot by

formulating the problem as an optimization problem, which involves identifying the

best path that either maximizes or minimizes a specific objective function while also

meeting certain constraints [68]. This approach has proven to be successful in various

scenarios, leading to the development of several advanced algorithms that can tackle

the complex optimization problems that arise in motion planning. The Covariant

Hamiltonian Optimization for Motion Planning (CHOMP) is an optimization-based

motion planning algorithm presented in [69]. It aims to generate a collision-free trajec-

tory for a robotic system by minimizing a cost function that takes into account both

task objectives and obstacle avoidance. Sequential Convex Programming (SCP) [70]

is another optimization-based approach for solving motion planning problems, which

is particularly useful for systems with non-linear constraints. The goal of SCP is to

find an optimal solution to a problem by iteratively solving a sequence of convex sub-

problems, where each sub-problem is a simplified version of the original problem that

is easier to solve [71]. Optimization-based approaches have gained popularity in mo-

tion planning due to their capability to handle problems with intricate constraints and

locate solutions that are globally optimal [72]. However, these approaches may not

be ideal for dynamic environments where the surroundings of robots undergo frequent

change. This is because solving the optimization problem may need to be performed

repeatedly to account for the changing environment, which can be time-consuming

and computationally intensive.

Heuristic-based approaches have been widely used in motion planning algorithms,

leveraging heuristics or rules of thumb to guide the search for a solution [73]. These

algorithms aim to identify feasible and safe paths for a robot to traverse while satisfying

constraints and reaching a desired goal [74]. The fundamental idea behind heuristic-

based approaches is to employ a heuristic function that can estimate the distance or

cost between two points in space [75]. These approaches are popular in motion plan-

ning due to their efficiency, ease of implementation, and efficacy in low-dimensional
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spaces. One of the most well-known heuristic-based approaches in motion planning is

the A* algorithm [76]. This algorithm uses a heuristic function to guide the search for

the shortest path between two points in a graph. Another popular heuristic-based ap-

proach is the D* algorithm [77], which is designed to update a precomputed path in the

presence of dynamic obstacles. Cyclic-Coordinate Descent (CCD) algorithm [78; 79]

is another heuristic-based approach to performing motion planning. This method is

easy to implement and computationally fast, but may need longer iterations to reach

the target point. Besides, this method is more suitable for solving snake robots rather

than the Universal Robot 5 (UR5) robot arm. Heuristic-based approaches have been

widely used in motion planning due to several strengths, including their ability to

handle problems with well-defined goals and constraints, their simplicity and ease of

implementation, and their potential for efficiency in low-dimensional spaces. Never-

theless, heuristic-based approaches may struggle with complex constraints. Besides,

achieving desirable performance requires careful tuning of the heuristic function.

Sampling-based approaches are a class of motion planning algorithms that construct

a graph or a tree of feasible paths through random sampling of points in the robot’s

configuration space [80; 81]. These approaches have become increasingly popular due

to their ability to handle motion planning problems with high-dimensional state spaces

and complex constraints. In addition, sampling-based algorithms are often computa-

tionally efficient, making them an attractive option for real-time motion planning [82].

Kavraki [83] illustrated the Probabilistic Roadmaps method (PRM) which connects

the sampled points based on a roadmap to manage obstacle avoidance motion plan-

ning. In [84], a geometry-based, multilayered synergistic approach was developed to

solve motion planning problems for mobile robots involving temporal goals. How to

effectively combine a sampling-based method with the PRM was introduced in [85] to

deal with the problem of single query motion planning. Sampling-based approaches

are able to find feasible paths in a wide range of problems, making them versatile solu-

tions for many different applications. However, these algorithms may face challenges

in problems with narrow passages or obstacles with small gaps, which can make it dif-

ficult to construct a valid path. Additionally, long time fine-tuning may be necessary

to achieve optimal performance in more complex scenarios.
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1.1.3 Reinforcement Learning

Reinforcement Learning (RL) [86] is a subfield of machine learning that involves train-

ing agents to make decisions and take actions within an environment by receiving

feedback in the form of rewards or penalties. RL enables intelligent agents to learn

and adapt to complex environments through experience and feedback [87]. Tradi-

tional rule-based approaches [88; 89] to problem-solving can be limited by the need

for extensive human expertise and may not be suitable for uncertain and complex

environments. In contrast, RL allows agents to learn from experience and optimize

their decision-making policies based on feedback from the environment, without re-

quiring explicit instructions or prior knowledge from a human [90]. The so-called RL

refers to the learning of the mapping relationship from the environment state to the

action space, so as to maximize the cumulative reward the system obtains from the

environment [91]. The goal of RL is to develop intelligent agents that can learn to

perform tasks through trial and error without explicit instructions from a human. The

concept of reward in RL was first introduced in [92] to train the machine to make it

understand how to play chess games. Consequently, the machine is able to make better

decisions after several training steps. Sutton [93] illustrated a model-free algorithm

called the Temporal Difference error algorithm which could be used in both on-line

RL and off-line RL. The update of a model state depends on the value function of the

next state and the reward to reach the next state. As a result, RL has been widely

applied in the field of model control and prediction.

RL has become a very active branch in the field of machine learning research. RL has

been successfully applied in a wide range of fields, including robotics [94; 95], game

playing [96], natural language processing [97; 98], finance [99; 100], etc. One strength

of applying RL to robots is that it does not need an accurate dynamic model of robots

[101], [102]. The agent is not told what to do in the learning process, but must obtain

a certain strategy by interacting with the environment, which can guide the agent to

obtain the maximum reward from the environment [103; 104]. In many scenarios, the

current behaviour will affect not only the immediate rewards but also the subsequent

actions and final rewards. Lange [105] demonstrated an algorithm called Deep Fitted
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Q learning which could be applied in vehicle control. RL has also been utilized in cre-

ating game-playing agents that can outperform world champions in games like Go and

Chess [106]. In 2017, Google DeepMind [107] published their latest result in Nature.

A new artificial intelligence system called Alpha Zero is able to beat Alpha Go after

only three days of training. Compared to Alpha Go which mainly uses deep learn-

ing, Alpha Zero is based on RL which does not rely on any chess manual provided

by humans or any human chess-playing experience. The way how Alpha Zero ac-

quires chess playing skills is only by competing against itself. RL is an important area

of research in artificial intelligence, and it continues to advance our understanding of

how intelligent agents can be designed and trained to achieve sophisticated tasks [108].

When dealing with random and unpredictable tasks, RL methods [109; 110] have shown

great benefits. RL methods enable agents to learn the mapping relationship between

the environment and their actions [111; 112]. Therefore, each agent can adjust its

action on the basis of the feedback signal in order to maximize the cumulative reward

from the environment [113; 114]. Off-policy RL is independent of the agent’s actions,

which means that it can figure out the optimal policy regardless of the actions [115].

Recently, many RL methods have been investigated to perform multi-agent tasks. In

[116], Tan claimed that agents could share instantaneous information such as actions,

rewards, etc. Therefore, each agent is able to benefit from the information of neigh-

bours. An actor–critic framework for Multi-agent Systems (MASs) was developed in

[117] to deal with the input of a system with consensus control. In [3], a single-agent

actor-critic algorithm was combined with a consensus-like algorithm to improve the

convergence speed of a distributed actor-critic algorithm. One major challenge of RL

is the requirement for large amounts of data to train the agent effectively. In addition,

designing appropriate reward functions that accurately reflect the desired behaviour

is not always straightforward and may require careful consideration. Furthermore,

RL can be computationally expensive, requiring significant computational resources

to train and optimize the agent’s policies [118].

With the rapid development of artificial intelligence, great achievements have been

made in the research and application of RL. One of the core technologies used is Deep
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Reinforcement Learning (DRL) [119]. DRL is a specialized field within RL that lever-

ages the power of deep Neural Networks (NNs) to enable agents to learn and improve

their decision-making abilities in complex environments [120]. DRL algorithms use

deep NNs to approximate either the value function or policy function of an agent in

an RL problem, allowing them to handle high-dimensional input spaces and learn rep-

resentations that capture the underlying structure of the input data [121; 122]. This

capability enables DRL algorithms to learn directly from raw input data such as images

or audio and extract relevant features and patterns that are useful for decision-making

[123]. DRL enables end-to-end behavioural decision-making by learning decisions di-

rectly from features from raw information [124]. In recent years, DRL has developed

vigorously to provide new ideas for autonomous learning and control of robotic arms.

In [125], a robust end-to-end closed-loop grasping DRL model was trained using grasp-

ing demonstrations by people, which was able to grasp novel or moving objects in

various scenarios. In [126], an end-to-end DRL approach was proposed for a UR5 arm

to jointly learn pushing and grasping objects. A grasping and throwing system called

TossingBot was developed in [127] to make a UR5 robot arm throw arbitrary objects

into boxes via DRL, which could also generalize to novel objects. A DRL algorithm

that mapped the elementary movement to the meta-parameters of its representation

was introduced in [128] for hitting movements of robot arms such as playing table

tennis. In [129], a Form2Fit system was designed using DRL to learn assembling a

wide variety of objects and kits. When using DRL to train models, one of the most

challenging tasks is dealing with a large number of failed experiment samples. Hind-

sight Experience Replay [130] is a technique that has been developed for DRL, aimed

at improving the sample efficiency and effectiveness of DRL algorithms. It involves

reframing failed experiences as successes, thereby providing agents with additional

learning opportunities. This technique has proven to be particularly useful in tasks

with sparse rewards or where the desired outcome may be difficult to achieve. While

Hindsight Experience Replay has several strengths, including the ability to improve

sample efficiency, it also has limitations. For instance, careful goal definition is neces-

sary to avoid overfitting a specific goal.
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Training a DRL model directly in a real environment is difficult since it relies on sev-

eral conditions. One of the major challenges of DRL is the need for large amounts of

data [131], which can be time-consuming and expensive to collect. Another challenge

is the difficulty in training and optimizing deep NNs [132], which require careful pa-

rameter tuning and can be computationally expensive. Additionally, DRL algorithms

may require significant computational resources to train and optimize, making it dif-

ficult to scale up to larger and more complex problems [133]. Collecting real-world

training images will take a lot of time, which increases the training cost significantly

[134]. Sim-to-real DRL is particularly useful when it is difficult or expensive to train

robots in the real world due to safety concerns or limited access to hardware [135].

Therefore, an alternative method is training on simulated images and then adapting

the features to real-world data [136]. Existing methods can be roughly divided into

two categories: high-fidelity simulation and domain randomization.

High-fidelity simulation means adjusting the virtual environment through real data,

thereby improving the suction success rate in the real environment. High-fidelity sim-

ulation is an approach in which a simulated environment is designed to closely mirror

the real world, incorporating realistic graphics, physics simulations, and other details

that accurately capture the dynamics of the real world [137]. This approach is partic-

ularly valuable when it is possible to create a simulation that accurately models the

real world, allowing for a detailed and accurate exploration of the system. In [138],

an end-to-end pipeline was proposed to generate realistic depth data from 3D mod-

els. By modelling vital real-world factors such as sensor noise and surface geometry

accurately, the proposed framework was able to accomplish more realistic results than

baseline methods. An approach to creating pixel-accurate semantic label maps for

images extracted from modern computer games was developed in [139]. Data created

with the proposed method could improve the performance of semantic segmentation

models on real-world images, which reduced the requirement for expensive real-world

labelling. In [140], the problem of transferring policies from simulation to the real

world was solved by training on the distribution of simulated scenarios. A few real-

world samples were used to adapt the simulation parameter distribution instead of

tuning the randomization of simulations manually. By matching the policy behaviour
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in both environments, the simulated policy could be successfully transferred to the

real world [141].

The utilization of high-fidelity simulation has the potential to enhance the efficiency

and effectiveness of robot learning, as the robot can leverage the model to plan and

make decisions strategically [142]. By minimizing the discrepancy between the sim-

ulation and the real world, a complete system framework was proposed in [143] to

optimize trajectories of a bipedal robot with a very small number of real-world experi-

ments. In [144], a framework was developed for identifying the mechanical parameters

of robots before real-world deployment. The simulation parameters were well approx-

imated in order to match real-world trajectories. In [145], a new Grounded Action

Transformation algorithm was fully implemented and evaluated using a high-fidelity

simulator. However, additional models for simulator inverse dynamics and real-world

forward dynamics were required in [145]. An iterative optimization framework was

implemented in [146] to speed up robot learning with an imperfect simulator. After

optimising the behaviour in the simulation, the resulting behaviour was tested on the

real robot and the simulator was modified according to the real-world performance.

By training in high-fidelity simulation, models can learn to perform well in the tar-

get environment, even if the target environment may not be available during training

[147]. Nevertheless, humans were required in the loop to choose the best simulation

training parameters, which might be regarded as a limitation.

Domain randomization [148] is randomly adjusting the shape, brightness and size of

objects in the simulated environment in order to make the real-world experiment more

robust and feasible. The main goal of domain randomization is to expose the robot

to a diverse set of environments during training, with the hope that it will learn to

generalize to real-world conditions that it has not previously encountered [148]. By

training the robot in a variety of simulated environments, it will be better equipped to

handle the unpredictability and variability of real-world scenarios, and thus improve

its ability to perform tasks in the real world [149]. A simple technique for training

models was developed in [150] on sim-to-real image transfer by randomizing rendering

in the simulator. If the simulator had enough variability, the model might treat the
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real world as just another variation. In [151], a pick-and-place task trajectory was

computed in a simulator to collect a series of control velocities. In order to general-

ize to real-world images, domain randomisation was used to map observed images to

velocities. In [152], in-hand manipulation was completely trained in simulation and

performed in the real world. A large number of physical properties such as friction

coefficients were randomized to perform sim-to-real transfer accurately. A CAD2RL

method was proposed in [153] to perform collision-free indoor flight in the real world

on the basis of 3D Computer Aided Design (CAD) models. By highly randomizing

the rendering settings in simulation, the policy in simulation could generalise to the

real world. The key strength of domain randomization is that it does not require a

detailed model of the real-world environment, making it easier to apply in practice

[154]. Nevertheless, the problem of large sample complexity happened in the works

mentioned above, which may be viewed as a restriction.

When a DRL model is transferred from simulation to the real world, the adoption

problem becomes challenging as real-world environments contain unpredictable distur-

bances [149]. Fine-tuning has been widely used to bridge the gap between simulated

and real environments [155; 156; 157; 158]. However, fine-tuning usually takes a long

time to perform parameter adaptation, which increases the experimental cost. Some

recent works use only simulation but work well in the real world. For instance, with

only simulation, a distance function was trained in [159] between the current pose and

the nearest optimal pose. In [160], a grasp quality network was proposed to evaluate

robust grasp configuration based on the antipodal grasping sampling method. The

key idea of these two papers is to use depth data rather than Red Green Blue (RGB)

images since depth images contain less information. Nevertheless, it is challenging for

a depth camera to measure thin, dark colour objects because of their physical proper-

ties in the real world. Under this condition, performance cannot be guaranteed.

Sim-and-real training [161; 162] is a recent research topic compared with the sim-to-real

training method. By training simulated and real environments at the same time with

the DRL method, the mixed training model is able to benefit from both environments,

which improves the performance in real-world experiments. A model that discovers
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cross-domain relations with Generative Adversarial Networks (GANs) was mentioned

in [163]. Unlike other methods, the authors investigated the relationship between real

systems and simulations. The simulated data were utilized for learning a generalized

perception system and the real data were used to learn the dynamics of the system.

A novel domain adaptation approach for robot perception was developed in [164] to

close the sim-and-real gap by finding common features of real and synthetic data.

In [165], the difference between the simulation and the real world was diminished

by applying models that made synthetic images more realistic. In [140], the agent’s

parameters in the simulation were updated to match the behaviour in the real world.

In [166], a method was proposed to learn from both simulation and interaction with

the real environment at the same time. With the aim of balancing less accurate but

cheap samples in simulation and accurate but costly samples from the real world, a

simulated environment was selected by an agent with probability and interacts with

it. Simultaneously, the agent also chose real-world actions with probability from the

replay butter. However, generating transitions is inevitable in the aforementioned

works, which is less effective and efficient.

1.1.4 Consensus Control

Since it is difficult to use one agent to deal with the problem of competition and coor-

dination among multiple decisions, it is necessary to extend to multi-agent DRL[167;

168]. A MAS refers to a group of autonomous agents that collaborate with each other

and with the environment to achieve a shared objective [169]. Each agent has its own

sensors and actuators, which allow it to sense its local environment and make decisions

based on its observations and interactions with other agents. The agents can differ

in terms of their capabilities, goals, and strategies [170]. In multi-agent DRL, each

agent has its own NN that learns from its own experiences and the experiences of other

agents in the system. These agents may have diverse perceptions of the environment

and may have varying objectives or reward systems, but must coordinate their actions

to achieve the common goal [116]. An interactive partially observable Markov decision

process which considered each agent separately was introduced in [171] for multiple

agents within a common environment. In [116], Q learning was extended straightfor-

wardly to multiple agents. However, the performance of MASs was not satisfactory
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when applying single-agent DRL algorithms directly to multiple agents [172]. The

problems faced in DRL in complex task environments were large-scale information

acquisition and exchange [173; 174]. A multi-agent bidirectionally coordinated net-

work was proposed in [175] to coordinate multiple agents to defeat their enemies as

a team in the StarCraft combat game. In [176], a novel counterfactual multi-agent

policy was introduced to address the challenges of multi-agent information exchange

with a centralized critic. In [177], an adaptation of actor-critic methods was developed

to learn complex coordination policies successfully with centralized critics. Neverthe-

less, in the works mentioned above, centralized training is implemented in multi-agent

DRL instead of decentralized training. The proposed systems may suffer from limited

bandwidth when a large number of agents are taken into consideration.

For MASs, the communication channel between agents will introduce fundamental

constraints. A key challenge in MAS communication is finding the right balance be-

tween information sharing and privacy [178]. While agents need to share information

to coordinate their actions effectively, they also need to maintain privacy to safeguard

their individual goals and strategies [179]. Achieving this balance is complicated by

the fact that agents in a MAS may have varying levels of trust and may be competing

against each other [180]. Another challenge is minimizing communication overhead

and avoiding redundancy by selectively communicating relevant information [181]. In

the simplest case, each agent performs its own local training and no information shar-

ing happens between any agent [182]. Since each agent cannot learn from the training

of other agents, the training time of this training method is lengthy. Another approach

guarantees the communication between agents, but with a large communication band-

width caused by real time information sharing [183]. Furthermore, because of the

hardware and software limitations, processing the data communicated between agents

is daunting [184]. The communication between different agents may cause privacy

issues. In [185], an efficient method to solve the privacy violation problem based on

weighted averages of the update vectors taken over a random subset of users was

proposed. A distributed and privacy-preserving algorithm was developed in [186] for

dealing with user-generated data streams.
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The robustness and reliability of agents have aroused considerable interest in the re-

search of MASs [187]. A pulse width modulation protocol was mentioned in [188] for

the distributed consensus of MASs. A distributed multi-vehicle controller system was

introduced in [189] to deal with coordinating platoon formation. In [190], a two-step

distributed model predictive control strategy was developed to solve the cooperative

vehicle platooning problem. Collaborative learning [191; 192] plays an important role

in the field of robotics, where MASs can learn jointly from the environment.

Nowadays, consensus control has been widely used in the coordination and cooperation

of MASs [193; 194]. Consensus control is a field of control theory that is concerned

with achieving consensus or agreement among a group of agents in a distributed sys-

tem [195]. The aim of consensus control is to develop control strategies that enable

the agents in a network to converge to a common decision or a shared state [196; 197].

In nature, the phenomenon of consensus is very common, such as the migration of

birds [198], the parade of fish [199], etc. These simple biological entities can complete

relatively complex tasks through cooperation, thereby improving survival rates. Con-

sensus control has numerous applications in various fields such as robotics [200; 201],

swarm intelligence [202; 203], social networks [204; 205], distributed computing [206],

etc. In robotics, it is used to coordinate the motion of multiple robots to achieve a

common goal, such as exploring hazardous environments [207] or transporting heavy

objects [208]. In swarm intelligence, consensus control can help to achieve coordinated

behaviour among a large group of agents, such as a swarm of drones [209]. In social

networks, consensus control can be utilized to analyze the spread of information and

opinion among a group of individuals [210]. In distributed computing, consensus con-

trol plays a crucial role in reaching an agreement among a group of computing nodes

on a shared decision or a computation result [211]. A distributed consensus problem

was discussed in [212] for linear heterogeneous MASs with both bounded unknown

control input and matching uncertainties. In [213], a linear consensus protocol was

introduced to solve the consensus problem of dynamic MASs. In [214], observer-based

controllers were designed for distributed consensus control of MASs under different

denial-of-service attacks on different channels. A distributed feedback controller was

proposed in [215] to handle cluster consensus problems for linear MASs under directed
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graph topologies. An event-triggered control mechanism was developed in [216] to

deal with the security consensus problem for time-varying MASs with parameter un-

certainties and false data-injection attacks. In [217], novel finite-time adaptive control

algorithms were introduced for leaderless nonlinear consensus control of MASs with

parametric uncertainties. Consensus control can not only effectively reduce the com-

plexity of MASs, but also greatly improve the working efficiency [218].

Achieving efficient and timely convergence to a desired consensus state while ensur-

ing robustness and stability against disturbances and uncertainties is one of the main

challenges in consensus control [219]. This requires a careful design of the control

law that considers various factors, such as the dynamics of the agents, the commu-

nication topology, and the consensus objective [220]. Scalability is another critical

consideration in consensus control algorithms, particularly in large-scale systems with

a significant number of agents [221; 222]. Despite these challenges, consensus control

has proven to be a powerful tool for achieving coordinated behaviour in distributed

systems, with numerous applications in various fields [223].

Consensus control of MASs has become an emerging topic in the field of robotics.

Different from centralized control, distributed consensus control has stronger robust-

ness and better scalability, which solves the shortcoming of the whole system getting

paralyzed due to a certain link failure [224]. A smooth time-varying controller was

proposed in [225] to deal with leaderless consensus control problems in vehicles un-

der communication delays. An adaptive distributed consensus tracking protocol was

developed in [226] for a class of nonlinear mobile robots with mismatched uncertain-

ties. In [227], a well-designed radial basis function NN was used to solve the problem

of nonlinear time-delay consensus control for multiple collaborative manipulator sys-

tems. In [228], a NN-based consensus control framework was introduced for multiple

robotic manipulator systems under both fixed and switching leader-follower commu-

nication topologies. However, in the aforementioned works, the authors only verify

their theorems from a theoretical point of view. Real-world robot experiments are not

considered to validate the feasibility of the proposed theorems.
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In recent years, many adaptive [229; 230] and consensus-based distributed training

methods [231] have been developed to perform tracking and multi-agent tasks. By im-

plementing consensus control, multiple agents are able to exchange their information

and coordinate their positions under the control of a distributed protocol. Ultimately,

their respective agents will be kept in a consistent state and some specific tasks such

as monitoring or rounding up can be accomplished. In [232], an event-triggered con-

trol algorithm was developed to solve the consensus problem of multiple single-link

robot arms in a finite time. In [233], a framework to solve bearing-only collision-

free formation of distributed multiple agents based on directed information flow over

the formation graph was proposed. Consensus algorithms with a time-varying ref-

erence state were proposed in [234] for multi-vehicle formation control. Even though

consensus-based distributed training has been extensively developed, an open question

remains in handling completely random and unpredictable tasks with consensus-based

distributed training.

1.2 Motivation

Although motion planning, DRL, and consensus control have gained significant at-

tention in the field of robotics, several challenges and research gaps still need to be

addressed. These limitations and gaps can potentially hinder the performance of these

techniques in real-world applications. Addressing these limitations and research gaps

is crucial for advancing the capabilities and practical use of these techniques in robotics

applications.

The field of motion planning algorithms for robots faces challenges in handling complex

environments and tasks while maintaining computational efficiency and adaptability.

The demand for faster and more efficient algorithms capable of handling complex en-

vironments and tasks has been increasing [235]. Additionally, these algorithms must

be robust enough to cope with minor changes in initial conditions and adaptable to

changing environments and tasks [236].

One of the main challenges of DRL algorithms is improving their data efficiency, as
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they typically require a large amount of data to learn robust policies [237]. Another

challenge is ensuring their safety and reliability in safety-critical applications, which

is crucial for their practical deployment [238]. Additionally, developing interpretable

DRL algorithms that can explain the decision-making process of the learned policies

is a research gap that can enhance the transparency and trustworthiness of these al-

gorithms in real-world applications.

Consensus control algorithms are facing challenges related to scaling up to large-

scale MASs with minimal communication overhead and computational complexity

[239; 240]. Communication networks between agents must be reliable and robust to

ensure the performance of consensus control algorithms [241; 242]. Additionally, de-

veloping algorithms that can handle heterogeneous agents with different dynamics and

objectives is a challenging problem that requires further research.

Addressing these limitations and research gaps is critical to advancing the field of

robotics and enabling robots to operate effectively and safely in real-world environ-

ments. Motivated by the aforementioned works and challenges, the aim of this thesis

is to develop a theory that combines the strengths of DRL with consensus control and

implements it in real-world applications to improve the performance and scalability of

robotic systems. The specific objectives of this thesis include:

• Developing new algorithms that integrate the strengths of DRL with consensus

control to achieve robust control of MASs.

• Evaluating the proposed algorithms through simulations and real-world exper-

iments to demonstrate their effectiveness and practicality in solving complex

robotic tasks.

• Investigating the scalability and generalizability of the proposed algorithms, par-

ticularly in scenarios with high-dimensional state and action spaces, and in en-

vironments with significant uncertainties and dynamic changes.

• Analyzing the trade-offs between different approaches in terms of computational

complexity, memory requirements, and learning speed, and providing insights

into the design choices and parameter tuning for optimal performance.
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1.3 Contributions and Thesis Organisation

1.3.1 Contributions

This thesis focuses on DRL with manipulators, particularly UR5 robot arms. The

contributions of this thesis can be concluded as follows.

• A novel off-policy DRL method is developed to tackle the UR5 robot arm path

planning problem. A standard path planning method has been implemented in

the actual UR5 robot arm as a baseline in order to make a comparison of the

advantages and disadvantages of both methods.

• After exploring the path planning problem, a vision-based self-supervised DRL

method is proposed for UR5 robot arms to learn to pick and place objects.

The proposed method can pick and place stacked and crowded objects safely in

challenging environments.

• Considering the benefits of collaborative learning, it is interesting to expand

from single robotic arm control to multiple robotic arm control. A novel algo-

rithm which combines actor-critic based off-policy DRL with consensus-based

distributed training is proposed for nonlinear MASs.

• After the study on multiple robotic arm control, sim-and-real training is con-

sidered for manipulators. A Consensus-based Sim-and-Real (CSAR) method is

illustrated for UR5 robot arms to learn pick-and-place tasks.

1.3.2 Thesis Organisation

This thesis is organized as follows:

Chapter 2: Preliminaries and Literature Review

This chapter introduces some related preliminaries including robot kinematics, motion

planning, RL methods, and consensus control.

Chapter 3: A Deep Reinforcement Learning Approach for Robotic Manip-

ulators
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A new off-policy DRL method is proposed to handle the problem of the UR5 robot

arm path planning. Unlike standard path planning methods, the proposed method

can guarantee a smooth movement of the UR5 robot arm. During each movement, all

joint angles of the UR5 robot arm lie within the allowable range. Moreover, a standard

path planning method has been applied to the real UR5 robot arm as a baseline to

make a comparison of the benefits and drawbacks of both methods. The results in

this chapter have been published in [243].

Chapter 4: Deep Reinforcement Learning with Manipulators for Pick-and-

place

A complete self-supervised vision-based DRL method is developed for manipulators

to learn to pick and place objects. Under the implementation of the height-sensitive

action policy, the proposed method is able to pick and place crowded and stacked ob-

jects safely in challenging environments. The performance of the proposed approach

is validated in both simulated and real-world environments. By stimulating the UR5

robot arm to suction the area closer to the centre of targets, the training model with

the proposed method can accomplish pick-and-place tasks with a suction success rate

of 90% without any fine-tuning from the real world. The presented approach can also

be implemented to novel objects with a suction success rate of 90%.

Chapter 5: Distributed Neural Networks Training for Robotic Manipula-

tion with Consensus Algorithm

This chapter illustrates a novel approach which combines distributed NNs with con-

sensus algorithms. A multi-agent training algorithm with actor-critic based off-policy

DRL and consensus-based distributed training is proposed. A multi-agent training

framework is developed to validate the implementation of the proposed algorithm. The

convergence of this algorithm is verified in the presence of the actor and critic training

parameter. Compared with traditional centralized training, the proposed distributed

multi-agent training framework has better scalability with a limited bandwidth when

dealing with lots of agents and protects the privacy of each agent. The efficiency and

feasibility of the proposed method are validated by experiments with several groups

of UR5 robot arms. The results in this chapter have been published in [224].
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Chapter 6: Sim-and-Real Reinforcement Learning for Manipulation: A

Consensus-based Approach

This chapter describes a complete CSAR method for manipulators to learn pick-

and-place tasks. By implementing consensus-based training, the proposed approach

saves training time and decreases the number of required real-world robot training

steps while keeping a comparable suction success rate, which is also cost-effective. A

lightweight and end-to-end NN is developed to train the suction policy, which uses vi-

sual data directly. The feasibility and effectiveness of the CSAR method are validated

via simulation and real-world experiments.

Chapter 7: Conclusion and Future Work

This chapter summarizes this thesis and discusses the potential future work.



Chapter 2

Preliminaries and Literature

Review

Some related preliminaries are illustrated in this chapter. The concept of forward

and inverse kinematics are first demonstrated, together with some existing motion

planning methods. Additionally, mathematical formulation and typical RL algorithms

are elucidated, which provides inspiration for the proposed methods in this thesis.

Moreover, Kronecker product and graph theory are also introduced, and some existing

consensus theorems are reviewed.

2.1 Robot Kinematics

Over the past two decades, robots have already established their worth in both theory

and practical applications, including motion planning tasks [244], formation techniques

[231], human-robot interaction [245], collision avoidance [233; 102], pick and place tasks

[246]. Since the applications of robot arms are quite comprehensive, there are many

studies that are related to the kinematics of the robot arm. One of the fundamental

goals of robotics is to control a robot’s movements and accurately determine its position

and orientation in space. Two fundamental concepts that are widely used in robotics

to achieve this goal are Forward Kinematics (FK) [247] and IK [248]. FK [249] refers

to the process of determining the position and orientation of a robot’s end effector

based on its joint angles. IK [250] refers to the process of determining the joint angles

required to position a robot’s end effector at a particular location and orientation in

42
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space.

2.1.1 Forward Kinematics

FK is a relatively straightforward concept and is widely used in robotics for tasks such

as trajectory planning and motion control. As depicted in [251], FK refers to using

joint angles and kinematic equations of robot arms to compute the position of the end

effector. FK is a key concept in robotics that plays a significant role in determining

the position and orientation of a robot’s end-effector based on the joint angles and

link lengths of the robot’s arm [252]. The FK model essentially maps the robot’s

joint space to its task space, making it a crucial component in enabling the robot to

move to a desired position and orientation and perform a specific task. This makes

FK an essential tool for various industrial applications where precise movements are

required, including manufacturing [253] and assembly lines [254]. Accurately reaching

the desired position and orientation of the end-effector of a robot is critical to ensure

successful task execution.

When dealing with the FK of robot arms, there is only one solution to a robot arm

movement and for that reason, the rotation angles of each joint in a robot arm are pro-

vided. The mathematical representation of FK in robotics is commonly based on the

Denavit–Hartenberg parameters [255], which is a widely used convention in robotics

due to its simplicity and computational efficiency. As a result, the final position of the

robot arm end effector can be easily calculated by multiplying Denavit–Hartenberg

parameters of each link. The Denavit–Hartenberg parameters can be computed as

follows:

Td =



1 0 0 0

0 1 0 0

0 0 1 d

0 0 0 1


, Rθ =



cos θ − sin θ 0 0

sin θ cos θ 0 0

0 0 1 0

0 0 0 1


. (2.1)



CHAPTER 2. PRELIMINARIES AND LITERATURE REVIEW 44

Ta =



1 0 0 a

0 1 0 0

0 0 1 0

0 0 0 1


, Rα =



1 0 0 0

0 cosα − sinα 0

0 sinα cosα 0

0 0 0 1


(2.2)

TD−H = TdRθTaRα =



cos θ − sin θ cosα sin θ sinα a cos θ

sin θ cos θ cosα − cos θ sinα a sin θ

0 sinα cosα d

0 0 0 1


(2.3)

where Td stands for the translation along z-axis, Rθ is the rotation around z-axis, Ta
represents the translation along x-axis and Rα stands for the rotation around x-axis.

In addition to the Denavit–Hartenberg method, Dual Quaternions [256] and Screw

theory [257] are two widely-used mathematical tools in robotics for modelling and

controlling the motion of robot manipulators. Dual Quaternions are a mathemati-

cal representation that combines a quaternion and its dual, providing a concise and

computationally efficient way to represent rigid body transformations [247]. This ap-

proach is often used to model the kinematics of robotic systems in a way that is easy

to implement and computationally efficient. Screw theory is a mathematical frame-

work that describes the motion of a rigid body as a combination of a translational

and a rotational component [258]. This approach is particularly useful for modelling

the motion of robots that have both rotational and translational degrees of freedom.

By integrating Denavit–Hartenberg parameters to describe the kinematic structure of

the robot, dual quaternions to represent the rigid body transformations, and screw

theory to model the motion, it is possible to develop advanced algorithms for motion

planning, control, and simulation of robotic systems.

2.1.2 Inverse Kinematics

Although the position of the robot arm end effector is unique by applying FK, it can-

not deal with the demand of making the robot arm end effector reach a specific point.

In order to accomplish this requirement, the IK solutions of a robot arm are needed.
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By using IK, it is possible to calculate each joint angle rotation of each robot arm link

if the end effector position of the robot arm is given. Nevertheless, the nonlinear prop-

erty of the robot movement makes it harder to find analytical solutions in working out

robot IK solutions compared to finding numerical solutions. Due to the limitations

of each robot joint rotation, using numerical solutions to handle robot arm motion

planning is more convenient than using analytical solutions.

IK is a crucial concept in robotics that deals with determining the joint angles of a

robot necessary to achieve a desired end-effector pose. One of the most widely used

methods for solving IK problems is Jacobian IK [36], which leverages the Jacobian

matrix to relate the velocities of the end-effector to the velocities of the joints. The

Jacobian matrix maps the joint velocities to the end-effector velocities in a particular

configuration. Jacobian IK method is able to solve the IK problem recursively by

updating the inverse Jacobian of the robot arm and the position of the robot arm end

effector inside each loop. The end effector velocity of a robot arm can be represented

by

ẋ = Jθ̇ (2.4)

where J stands for the Jacobian matrix, ẋ represents the velocity of end effector, θ̇ is

a vector of joint angles. Therefore, equation (2.4) can be rewritten as

θ̇ = J−1ẋ (2.5)

where J−1 stands for the inverse matrix of Jacobian. However, the inverse of the

Jacobian does not exist if J is not a square matrix. Furthermore, there is always a

possibility that the Jacobian matrix could be a singular matrix, which means the de-

terminant of J will be 0. As a result, the value of J−1 will be infinity and the robot arm

will suffer from Singularities. Singularities arise when the Jacobian matrix becomes

non-invertible. In such cases, it is impossible to determine the required joint velocities

for achieving the desired end-effector pose. Another limitation of the Jacobian IK

method is the presence of local minima, which occurs when the solution space is not

unique and there are multiple solutions that can result in the desired end-effector pose

[259].
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In order to solve this problem, the Jacobian pseudo-inverse is used to deal with singu-

larity problems [37]. As stated in [39], the solution of equation (2.5) can be illustrated

as

θ̇ = J+ẋ+ (I − J+J)ζ̇ (2.6)

If J is full row rank, the pseudo-inverse of the Jacobian can be expressed as

J+ = JT (JJT )−1 (2.7)

where J+ is the pseudo-inverse of the Jacobian, ζ̇ stands for an arbitrary n-dimension

vector in θ̇ space. Although using J+ is able to handle the non-square matrix prob-

lem of J , Equation (2.7) can not be used if J does not have full rank. Moreover, it

cannot make the robot arm get rid of oscillation and movement discontinuities when

its position is close to a singularity. Due to calculation inaccuracy, the joint values

calculated by the pseudo-inverse method could be a hundred times larger than the

desired movement when the robot arm moves near singularities.

With the aim of solving the drawback of J+ above, Wampler [260] and Nakamura

[261] had developed damped least square method which substitute J+ as

J+ = JT (JJT + λ2I)−1 (2.8)

Compared to equation (2.7), an extra parameter, λ, was added to the denominator of

J+. As a consequence, when the value of JJT is close to zero, the value of the extra

parameter will make the denominator part of J+ larger, thereby decreasing the whole

value of J+ in order to minimize the robot arm oscillation when it reaches singularities.

An extension of the damped least square method was illustrated by Maciejewski [262]

which combined the damped least square method with singular value decomposition.

Therefore, equation (2.8) can be illustrated as

J+ =
n∑
i=1

σi
σ2
i + λ2viu

T
i (2.9)

where σi, vi and ui provide singular value decomposition of J . Compared to traditional

singular value decomposition, an extra term λ2 was added into the denominator of J+.

Similar to equation (2.8), the movement discontinuities of a robot arm when it gets
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close to the singularities can be significantly diminished, thus making the performance

of the robot arm smoother near singularities.

In addition to the Jacobian IK method, there exist several other advanced IK algo-

rithms, such as Artificial Neural Network (ANN) based IK [263], Genetic Algorithm

(GA) based IK [264], Simultaneous Localization And Mapping (SLAM) based IK [265],

etc. ANN-based IK leverages a NN to map the end-effector position to joint angles

and can handle high-dimensional systems through training with large amounts of data

[266]. However, it can suffer from overfitting and necessitates substantial computa-

tional resources. GA-based IK involves using a population of candidate solutions and

iteratively selecting and breeding the fittest individuals to find an optimal solution

[267]. This approach can handle non-linear and non-convex optimization problems

but may require careful tuning of parameters and can be computationally expensive.

SLAM-based IK employs sensor data to estimate the robot’s pose and environment

and then uses this information to perform IK [268]. This technique can handle complex

and uncertain environments but necessitates sophisticated sensors and algorithms.

2.2 Motion Planning

Motion planning is a fundamental problem in robotics and control systems [269]. It

involves finding a collision-free path for a robot to move from its initial position to

a goal position [270]. The problem can be considered as finding a feasible trajectory

for the robot to follow while satisfying certain constraints and objectives. To solve

the motion planning problem, various approaches have been developed over the years,

including optimization-based methods [271], heuristic-based methods [272; 273], and

sampling-based methods [274; 275]. Optimization-based methods [276] formulate the

motion planning problem as an optimization problem and use optimization techniques

to find the optimal solution. These methods are often computationally expensive

but can find optimal solutions. Heuristic-based methods [277] use a set of rules or

heuristics to generate feasible trajectories for the robot. These methods are fast and

efficient, but they may not always find an optimal solution. Sampling-based methods

[278] generate a set of random configurations and connect them to form a collision-free
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path. These methods are often probabilistically complete, meaning that they can find

a solution if one exists.

2.2.1 Optimization-based Method

Optimization-based methods are commonly employed for motion planning in robotics

[279]. These approaches typically involve formulating the motion planning problem

as an optimization problem, which is then solved using numerical optimization tech-

niques. The objective function of the optimization problem is usually defined to min-

imize some cost, such as the distance travelled, the time required, or the energy con-

sumed, while taking into account various constraints, including obstacle avoidance,

collision avoidance, and kinematic constraints [280]. One of the most representative

examples is TRAC-IK proposed by Beeson [276]. Aiming at finding the best possible

motion planning solution, the optimization target function of Sequential Quadratic

Programming (SQP) can be represented as

argmin (qseed − q)T (qseed − q) (2.10)

s. t. fi(q) ≤ bi, i = 1, ...,m (2.11)

where qseed stands for the n-dimensional seed value of joints and fi(q) represents in-

equality constraints which are composed by joint limits of the robot arm, the error

of the euclidean distance, and the error of angular distance. The minimized objective

function for SQP-SS in [276] can be described as

ϕss = perrp
T
err (2.12)

The TRAC-IK algorithm is made up of both the KDL-RR algorithm and the SQP-

SS algorithm, where the KDL-RR algorithm represents the traditional pseudo-inverse

Jacobian algorithm. Two algorithms work simultaneously when the whole TRAC-IK

algorithm is initiated until either algorithm finds the one IK solution of the robot arm.

As a result, the average solution time of TRAC-IK is less than the single SQP-SS

algorithm and the IK solve rate of TRAC-IK is higher than the single KDL-RR al-

gorithm. As shown in [276], taking Atlas 2015 as an example, the average solution

time of TRAC-IK is 0.1ms while the average solution time of the SQP-SS algorithm

is 0.25ms. The average solve rate of TRAC-IK is 96.56% while the average solve rate
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of KDL-RR is only 94.13%.

The main limitations of TRAC-IK are having self-collisions, reaching singularities, and

dealing with movement discontinuities. In order to refine these imperfections, Rakita

introduced an optimization-based IK solver called RelaxedIK [281]. Similar to Trac-

IK, optimization target functions are also used in RelaxedIK. The key optimization

function of RelaxedIK in [281] can be demonstrated as

θ = argmin f(θ) (2.13)

s.t. ci(θ) ≥ 0 (2.14)

ce(θ) = 0 (2.15)

li ≤ θi ≤ ui, (2.16)

where ci(θ) stands for inequality constraints, ce(θ) stands for equality constraints, li
is the lower bound of robot joints, ui is the upper bound of robot joints, f represents

the target objective function which is composed of a weighted sum of individual op-

timization functions such as end effector position matching, singularity distance, and

minimum joint jerk. The value of f(θ) in equation (2.13) can be expended as follows:

f(θ) =
n∑
i=1

wihi(θ, v(t))fi(θ, ωi) (2.17)

where wi is each weight term value, hi(θ, v(t)) stands for the dynamic weight function,

fi(θ, ωi) stands for the single objective function. Compared to TRAC-IK, RelaxedIK

trains a NN to teach the robot arm to avoid self-collision. Although the solution time

of RelaxedIK is more than using TRAC-IK, the joint jerk of RelaxedIK is much less

than that using TRAC-IK. In other words, the joint performance of RelaxedIK is much

smoother than that of TRAC-IK.

Although optimization-based motion planning has achieved significant progress, there

are still several challenges and limitations that need to be overcome. One of the pri-

mary challenges is the high computational complexity and memory requirements of

these methods, especially for high-dimensional problems. Additionally, formulating

an accurate and tractable cost function that captures real-world objectives and con-

straints is another challenging task. Furthermore, optimization-based methods may
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be sensitive to the initial conditions and can get stuck in local minima, which may

lead to suboptimal solutions.

Trajectory optimization methods, such as SQP [271], Interior-Point methods [282], and

Gradient-Based Optimization [283], represent state-of-the-art approaches in optimization-

based motion planning. These methods employ various techniques, such as gradient

descent and nonlinear optimization, to find the optimal solution to the motion plan-

ning problem [69]. Trajectory optimization methods have the advantage of producing

high-quality trajectories that satisfy constraints and optimize the cost function.

2.2.2 Heuristic-based Method

Heuristic-based methods are a class of problem-solving approaches that rely on prac-

tical and intuitive techniques to find solutions when exact methods are not feasible or

efficient [284]. Unlike exact algorithms, heuristic methods do not guarantee optimal

solutions, but instead aim to find solutions that are acceptable or satisfactory within a

reasonable amount of time [285]. Heuristic-based methods are often useful in scenarios

where the problem is complex or has a large number of variables, making it challenging

to find an exact solution using traditional methods.

Despite the lack of optimality guarantees, heuristic-based methods have proven to

be efficient in finding satisfactory solutions within a reasonable time frame. One of

the advantages of heuristic-based methods is their flexibility and adaptability, making

them suitable for various problem types and sizes [272; 277]. Heuristic iterative search

algorithms are able to simplify the joint chain problem of multiple joints into a single

joint problem. Since minimizing the objective function of one single joint is quite sim-

ple, the computation speed of each iteration can be quite fast. CCD algorithm is one

of the most representative heuristic iterative search algorithms. This algorithm was

first introduced by Lander [78] in 1998, after which many scholars have made their

own contributions to improve the performance of the CCD algorithm with the aim of

meeting typical demands. Algorithm 2.1 details this algorithm.



CHAPTER 2. PRELIMINARIES AND LITERATURE REVIEW 51

Algorithm 2.1 Cyclic-Coordinate Descent (CCD) algorithm
1: Initialize the joint angles of the robot arm to an initial guess.

2: Compute the FK of the robot to obtain the position and orientation of the end-

effector.

3: Compute the vector from the current joint to the end-effector.

4: For each joint, starting from the first joint and ending at the last joint:

a. Compute the vector from the current joint to the end-effector.

b. Compute the vector from the current joint to the next joint.

c. Compute the angle between the two vectors.

d. If the angle is greater than a threshold value, update the joint angle by rotating

the joint about its axis in the direction that brings the end-effector closer to the

target pose.

5: Compute the FK again to obtain the new position and orientation of the end-

effector.

6: If the difference between the desired end-effector pose and the actual end-effector

pose is less than a tolerance value, terminate the algorithm. Otherwise, go to step

3.

CCD is a heuristic-based optimization algorithm commonly used in motion planning

and IK problems for manipulators with a serial chain structure [78]. CCD optimizes

each joint angle sequentially in a cyclical manner until the end effector of the robot

reaches the desired position and orientation. The algorithm has gained popularity due

to its simplicity, fast convergence, and ability to handle complex kinematic structures

efficiently.

The CCD algorithm offers several advantages that make it a popular choice for solv-

ing motion planning and IK problems. Firstly, it is computationally efficient and can

handle complex robotic systems with numerous degrees of freedom. Additionally, the

algorithm has demonstrated the ability to converge to a solution from a wide range

of initial joint configurations. However, one limitation of the CCD algorithm is that

it can be sensitive to the ordering of the joints, which can lead to different solutions

for different joint orderings. Additionally, it can get stuck in local minima, which can

result in suboptimal solutions. If the location of the final desired point is close to the
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baseline, the trajectory of the robot arm will be a zigzag curve rather than a straight

line. Thus, the motion planning of the robot arm needs to be optimized. Aiming at

solving this problem, Mukundan [79] developed an improved CCD algorithm called

the improved triangulation algorithm. Instead of moving all the links of the robot arm

one by one from the end effector to the base, this improved triangulation algorithm

divided the links of the robot arm through midpoints. As a result, half of the robot

arm moves together instead of a single link of a robot arm, thereby enabling large-

angle rotations rather than oscillating trajectories.

There are also other state-of-art heuristic-based methods for solving motion planning

problems in robotics, such as Forward and Backward Reaching Inverse Kinematics

(FABRIK) [286]. FABRIK uses heuristics to iteratively update the joint angles until

an acceptable solution is found. What distinguishes itself from the CCD algorithm is

that FABRIK updates the position of the joints from both the start and end of the

chain. FABRIK is a heuristic-based method that is based on the assumption that each

link in a chain can be modelled as a straight line. The algorithm iteratively updates the

joint angles of the chain until the end effector position is within an acceptable tolerance

of the desired position. FABRIK is computationally efficient and can be used in real-

time applications. However, it should be noted that FABRIK does not guarantee an

optimal solution and can result in suboptimal solutions [273]. Despite this limitation,

FABRIK’s ability to solve for both position and orientation simultaneously makes it

a versatile method that can be used for a wide range of robotic applications.

2.2.3 Sampling-based Method

Sampling-based motion planning algorithms are employed to find a feasible path for

a robot to move from an initial to a desired goal configuration, while ensuring that it

avoids obstacles in the environment [275]. Unlike optimization-based methods, which

utilize mathematical models to compute an optimal trajectory, sampling-based meth-

ods generate a set of feasible paths by randomly sampling the configuration space of

the robot. From the generated set of paths, the best path is then selected.
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Algorithm 2.2 Probabilistic Roadmaps Method (PRM)
1: Create a roadmap by randomly sampling configurations of the robot in the environ-

ment. Each configuration is checked for collision with obstacles in the environment

using collision detection.

2: Connect nodes in the roadmap to form edges between them if the straight-line

path between them is collision-free.

3: Given a start configuration and a goal configuration, find the nodes in the roadmap

that are closest to the start and goal configurations. Then, use a search algorithm

(such as A* [76]) to find the shortest path between the start and goal configurations

in the roadmap.

4: The resulting path may not be collision-free, so refine the path by performing local

planning to adjust the path to avoid collisions. This can be done by applying IK

to find the joint angles that correspond to the waypoints in the path and then

smoothing the resulting path.

5: Execute the refined path on the robot.

Sampling-based motion planning methods are preferred in many cases because of

their simplicity, scalability, and ability to handle high-dimensional configuration spaces

[274]. Among these methods, PRM [83] is one of the most widely used algorithms.

PRM constructs a roadmap, which is a graph representation of the free space, and can

be used to efficiently answer queries regarding motion planning in that space. The

PRM algorithm works by randomly sampling the free configuration space of a robotic

system, and connecting these samples in a graph using collision-free paths. This graph

can then be used to find a feasible path between any two configurations of the robotic

system [287]. Algorithm 2.2 details this algorithm.

The PRM algorithm has several advantages over other motion planning algorithms, in-

cluding scalability to high-dimensional configuration spaces and the ability to handle

complex obstacle shapes [287]. It is computationally efficient and can handle high-

dimensional configuration spaces. However, it can be difficult to tune the parameters

of the algorithm to obtain good performance, and it may not always find a feasible

path if the configuration space is highly cluttered or has narrow passages.
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Sampling-based motion planning algorithms are a powerful tool for solving complex

motion planning problems with high-dimensional configuration spaces [288]. Apart

from the PRM method, there exist numerous other state-of-the-art sampling-based

motion planning algorithms that have been developed and shown to be effective in

solving a wide range of motion planning problems. With the aim of solving the single-

query motion planning problems, the Rapidly-exploring Random Trees (RRTs) method

[289; 290] has been widely used. RRT generates a tree-like structure by iteratively

adding new nodes to the tree through random sampling of the configuration space.

The RRT algorithm has been successfully applied to various robotic tasks such as

path planning for mobile robots [291] and manipulators [292]. The core of the RRT

algorithm is to generate random points evenly in order to find the possible route

solution [293]. During each iteration, a random point is generated and the RRT

algorithm will try to link the newly generated point with the current RRT tree [294].

An RRT-connect method was proposed in [295] with the aim of improving the efficiency

of finding motion planning solutions. In the proposed algorithm, two RRT trees can be

generated both from the start point and the goal point. If two RRT trees are connected,

they should be swapped to reverse their roles. As a consequence, the performance of

using two RRT trees at the same time is much better than using a single RRT tree.

One of the limitations of using the RRT algorithm to do motion planning is that the

performance of the RRT tree is not that desirable when the algorithm is used to find a

path inside a maze. This is because the extending point is totally randomly generated,

which leads to a large number of unnecessary RRT tree expansions.

2.3 Reinforcement Learning

RL is a branch of machine learning that focuses on training an agent to make deci-

sions that lead to maximum cumulative reward in a given environment [296]. Unlike

other popular machine learning approaches such as supervised [297] or unsupervised

learning [298], RL is characterized by trial-and-error learning. During training, the

agent interacts with the environment, taking actions that lead to rewards or penalties,

which inform future decision-making [299]. RL autonomously enables the machine to
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learn the mapping relationship between the state of the environment and its actions

[300]. Therefore, the machine can adjust its action output according to the feedback

signal in order to maximize the cumulative reward from the environment [301].

RL can be particularly advantageous in complex and dynamic environments where the

optimal solution may change over time or where the rules of the game are not fully

understood [302]. Moreover, RL algorithms can efficiently handle high-dimensional

and continuous state spaces, making them suitable for a wide range of applications

[115]. Agents are encouraged to learn mapping relationships between the environment

and action with RL techniques [303]. Recently, many RL methods have been investi-

gated to solve classical problems. For instance, an actor-critic based RL approach was

developed in [304] to deal with the input of a classical formation control problem. In

[305], a solution for achieving consensus of multiple agents under sudden total com-

munication failure was proposed by using the actor-critic RL method. A distributed

off-policy actor-critic method was developed in [2] to deal with RL problems in a MAS.

To summarize, RL has become increasingly popular in recent years due to its ability

to solve complex problems that are difficult or impossible to solve using traditional

rule-based programming or other machine learning approaches [306].

RL has the potential to transform the field of robotics by enabling robots to learn

to perform tasks that are too complex for conventional control methods [307]. By

leveraging RL, robots can learn from their experiences and dynamically adapt their

behaviours to changes in their environment [308; 309]. This enables them to complete

tasks with greater accuracy and speed than traditional control methods. One of the

main advantages of RL in robotics is that it allows robots to learn from their expe-

riences, instead of relying solely on pre-programmed instructions [310]. As a result,

robots can now perform tasks that are too complex or too dynamic for traditional

control methods. Furthermore, RL enables robots to learn from their mistakes, which

is critical for tasks that demand high precision [311]. However, there are also some

drawbacks to using RL in robotics. One of the primary challenges is that RL requires

a large number of trials before a robot can learn a control policy that performs well

[312]. This can be a time-consuming and expensive process, particularly for tasks that
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require a lot of interaction with the environment. Additionally, RL is susceptible to

overfitting, which can result in poor performance when the robot is placed in a new

environment [127]. Despite these challenges, RL has been successfully applied to a

broad range of robotic tasks, including grasping [313; 314], navigation [315], and ma-

nipulation [316; 317].

With the rapid development of science and technology, RL is required to handle com-

plex tasks [318; 319]. In order to solve this problem, people combine deep learning with

RL with the aim of tackling the complex real environment [320]. Deep learning [321] is

a subfield of machine learning that utilizes NNs with multiple layers to model and solve

complex problems. Deep learning [322] requires extracting feature information from

raw data to complete learning through NN [323], which has been used extensively in

computer vision [324; 325], natural language processing [326; 327], etc. RL is a subset

of machine learning that deals with training agents to make decisions in an environ-

ment to maximize rewards [328]. DRL [329] is an exciting and rapidly evolving field of

Artificial Intelligence that combines the power of deep NNs [330] with RL algorithms

to enable agents to learn from high-dimensional sensory input and make intelligent

decisions in complex and dynamic environments. DRL is a method that utilizes deep

NNs to approximate the optimal policy function of a RL problem. This approach

is particularly effective in learning complex and high-dimensional state-action spaces,

and it enables the agent to make decisions based on raw sensory input [331].

In recent years, DRL has emerged as a powerful tool in the field of robotics, as it

has enabled robots to learn complex motor skills [224]. By combining deep NNs with

RL, DRL has enabled robots to adapt to changing environments and perform a wide

range of tasks [332]. An efficient real-time hybrid path planning scheme was proposed

in [333] to handle the uncertain dynamics of a robot manipulator by combining the

PRM method with DRL. In [131], a robot arm was trained to learn how to fold a

towel diagonally with DRL. In [334], a robotic manipulator was trained using DRL

to solve the task of grasping an initially invisible object via a sequence of grasping

and pushing actions. A high-precision peg-in-hole target task was selected in [335] for

force-controlled robotic assembly with DRL. Specifically, the force and moment of the
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robotic manipulator end effector were chosen as the state. Although DRL has shown

great promise in various applications, it is not without its challenges and limitations.

One of the main hurdles is the requirement for vast amounts of data to train deep NNs.

Furthermore, the process of training DRL agents can be computationally expensive and

time-consuming, posing a significant practical challenge in some cases [336]. Designing

appropriate reward functions that effectively capture the true objectives of the task is

another challenging aspect of DRL. Incorrectly specified reward functions can lead to

undesirable behaviours, and even cause harm in certain situations.

2.3.1 Mathematical Formulation

Markov Decision Process [303] is a mathematical framework for modelling decision-

making problems in situations where outcomes are partly random and partly under

the control of a decision-maker. It is a fundamental concept in the field of RL and

decision theory. In Markov Decision Process, the decision-maker takes actions that

transition the system from one state to another according to a probabilistic rule called

the transition function. The transition function defines the probability of moving from

one state to another as a result of a specific action. In addition, the reward function

defines the amount of reward or penalty that the decision-maker receives when transi-

tioning between states. The objective of the Markov Decision Process is to find a policy

that maximizes the expected cumulative reward over time. Figure 2.1 introduces the

interaction between the agent and environment in a Markov decision process. At each

iteration t, the agent receives information from the environment’s state st and selects

an action at. At next iteration t+ 1, the agent receives the reward rt+1 and finds itself

in a new state st+1 [303]. The key elements of Markov decision process can be listed

as follows [303]:

Action: A decision made by the agent at a particular state. The action can affect the

state and the reward.

State: A particular situation or condition that the agent is in at a given time. The

state can affect the action and the reward.

Agent: The entity that is learning and making decisions based on the environment.

The agent takes actions and receives rewards from the environment.
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Figure 2.1: The interaction between agent and environment in a Markov decision
process. State represents the current status. Agent is an individual that performs
the action. Action stands for agent behaviour. Reward is the feedback given after
completing the action. Environment can judge the next state and provide a reward.

Reward: A numerical value that the agent receives from the environment based on

the action taken and the current state. The goal of the agent is to maximize the

cumulative reward over time.

Environment: The external system or process that the agent interacts with. The

environment provides feedback to the agent in the form of rewards based on the actions

taken and the current state.

Discounted Reward

The discounted reward is a way to quantify the cumulative future rewards an agent

can expect to receive when following a specific policy in an environment. As stated in

[303], the goal of the agent is to maximize the total amount of reward. In the simplest

case, the reward can be represented by

Gt = Rt+1 +Rt+2 + · · ·+RT (2.18)

where T is the final step. However, we take future rewards into consideration in the

actual RL implementation. Therefore, the discounted reward is given by

Gt = Rt+1 + ρRt+2 + ρ2Rt+3 + · · · =
∑∞

k=0 ρ
kRt+k+1 (2.19)

where 0 ≤ ρ ≤ 1, and ρ is the discounted factor.
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State Value Function

If a policy π denotes a mapping from states to probabilities of choosing each possible

action [303], the state value function vπ(s) of a state s under π can be defined by

vπ(s) = E[Gt|St = s] = E[
∑∞

k=0 ρ
kRt+k+1|St = s] (2.20)

where E is the expected value, St stands for the current state.

Action Value Function

Similarly, by following [303], the action value function qπ(s, a) taking action a in state

s can be described as follows

qπ(s, a) = E[Gt|St = s, At = a] = E[
∑∞

k=0 ρ
kRt+k+1|St = s, At = a] (2.21)

where E is the expected value, St stands for the current state, At is the current action.

Bellman Equation

As stated in [303], RL satisfies recursive relationships. For any policy π and any state

s, the following condition holds

vπ(s) = E[Gt|St = s]

= E[Rt+1 + ρGt+1|St = s]

=
∑
a

π(a|s)
∑
s′,r

P (s′, r|s, a)[r + ρvπ(s′)]

(2.22)

where s′ is the next state, a stands for the action, r represents the reward, P (s′, r|s, a) =

Pr{St = s′, Rt = r|St−1 = s, At−1 = a}. Equation (2.22) is the Bellman equation. The

value function vπ(s) is the unique solution to its Bellman equation [303].

Optimal Policy and Optimal State Value Function

As described in [303], there always exists at least one policy which is better than or

equal to all other policies. This is the definition of optimal policy. The optimal state

value function v∗(s) is defined as

v∗(s) = max
π
vπ(s) (2.23)

for all s ∈ S.
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Optimal Action Value Function

Following [303], the optimal action value function q∗(s, a) can be described by

q∗(s, a) = max
π
qπ(s, a) (2.24)

for all s ∈ S and a ∈ A(s).

As stated in [303], the optimal action value function q∗(s, a) can be written in terms

of the optimal state value function v∗(s):

q∗(s, a) = E[Rt+1 + ρv∗(St+1)|St = s, At = a] (2.25)

where E is the expected value, St+1 stands for the next state, Rt+1 represents the next

reward, ρ is the discounted factor.

2.3.2 On-policy and Off-policy Algorithms

RL algorithms can be broadly classified into two categories: on-policy and off-policy

algorithms [303]. Both these algorithms are used to learn an optimal policy for an agent

to take actions in an environment to maximize its rewards. On-policy algorithms learn

from the policy that they are currently following, while off-policy algorithms learn from

a different policy than the one being used to select actions.

On-policy Algorithms

On-policy algorithms [303] are a class of RL algorithms that learn optimal policies

by generating experience from the current policy. These algorithms work by using

the current policy to both generate trajectories and update the policy parameters.

In other words, the policy used to collect experience is the same policy that is being

learned and updated. On-policy algorithms are often used in situations where it is

difficult or expensive to obtain data from other policies, or when the current policy is

already close to optimal and only small refinements are needed [337].

The most common on-policy algorithm is the SARSA (State-Action-Reward-State-

Action) algorithm [303] which is shown in Figure 2.2. The SARSA algorithm updates
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Figure 2.2: SARSA algorithm.
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the Q-function using the current policy’s action and the resulting next state and re-

ward. The policy is then updated to be epsilon-greedy with respect to the updated

Q-function. SARSA updates its policy based on the actions actually taken under

the current policy, allowing it to learn policies that are better suited to changing

environments. However, SARSA may be less effective than off-policy algorithms like

Q-learning in environments where exploration is difficult or expensive, as SARSA relies

on the current policy for exploration. This can make it more challenging for SARSA

to learn an optimal policy, as it may not explore all possible actions in a given state.

Activation Functions

SARSA requires a finite number of states and actions, which can be a limiting factor in

certain applications where the state space is continuous or the action space is infinite.

To address this issue, deep learning approximates infinite-dimensional functions ((2.23)

and (2.24)) by finite-dimensional functions parameterized by NNs. As stated in [338],

if the parameterization is linear, the state value function v(s) and the action function

q(s, a) can be described as:

v(s) = ηTϕ(s) (2.26)

q(s, a) = ξTψ(s, a) (2.27)

where η and ξ are training parameters. ϕ(s) and ψ(s, a) denote the feature functions

that correspond to the state value function and the action value function, respectively.

Activation functions [339] are a critical element in the architecture of artificial NNs,

as they enable the introduction of non-linearity into the output of neurons. These

functions receive the weighted sum of the inputs and a bias term and then transform

it into an output value, which determines the degree to which the neuron is activated.

By introducing non-linearity, activation functions allow NNs to approximate complex

non-linear relationships between inputs and outputs [340]. An example of a NN is

visualized in Figure 2.3. The input signal enters from the input layer, passes through

the nonlinear activation function and then is transmitted to the next hidden layer.

This process will repeat until the input signal reaches the output layer. Thus, the NN

has enough capacity to extract features from input. If there is no activation function,
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Figure 2.3: An example of NN. x stands for the input signal. y represents the output
signal.

the NN can only process linear mapping, which makes it equivalent to a single-layer

network. To sum up, the NN is able to acquire hierarchical nonlinear modelling ability

by using the activation functions [341].

As illustrated in Figure 2.4, there are three activation functions that are mainly used

in the NN. The first one is the sigmoid function [342], which is defined as follows:

σ(x) = 1
1 + e−x (2.28)

where σ(x) is the sigmoid function. Although the sigmoid function is convenient for

derivation, sometimes it causes gradient vanishing. In this situation, the NN cannot

be optimized and the training parameters cannot be updated. Moreover, the output

of the sigmoid function is always greater than 0, which is not zero-centred. This will

slow down the convergence speed of NN.

The second activation function is the tanh function [343], which is given by

tanh (x) = ex − e−x

ex + e−x (2.29)

where tanh (x) represents the tanh function. Compared with the sigmoid function,

it solves the zero-centred problem, which allows for faster convergence speed. Never-

theless, the gradient vanishing issue still exists when using the tanh activation function.
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Figure 2.4: Three activation functions.

The last activation function is the ReLu function [344], which is computed by

δ(x) = max(0, x) (2.30)

where δ(x) is the ReLu function. In the positive interval, the ReLu function is able to

solve the gradient vanishing problem. The computation speed of the ReLu function is

very fast since it only needs to judge whether the input is greater than 0. Consequently,

the convergence speed of the ReLu function is much faster than the sigmoid function

and the tanh function.

Off-policy Algorithms

Off-policy algorithms [303] are a type of RL method that learns a policy from a differ-

ent policy than the one being optimized. Specifically, they learn a target policy based

on data generated by a behaviour policy. This enables the algorithm to learn from

a broader range of experiences than on-policy algorithms, which can only use data

generated by the current policy. Off-policy methods are often preferred in scenarios

where exploration is expensive or difficult because they allow for the use of previously

collected data to improve the policy [345].

Q learning [346] is a well-known RL algorithm that has been applied to solve prob-

lems in a variety of domains. It is categorized as a model-free method since it does

not require an explicit model of the environment to learn. Instead, it approximates

the optimal action-value function, which estimates the expected reward for taking a

specific action in a given state and following an optimal policy thereafter. Q learn-

ing is a variant of Temporal Difference (TD) learning, which means that it updates
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the estimates of the action-value function based on the observed rewards and state

transitions. The flowchart of the Q learning algorithm is shown in Figure 2.5.

2.3.3 Deep Q Learning

Algorithm 2.3 Deep Q Learning
1: Initialize training parameter ξ, target training parameter ξ′, learning rate α, dis-

counted factor γ, replay buffer Rp, action value function Q, target action value

function Q′.

2: for episode = 1, N do

3: Reset the environment.

4: Receive state st.

5: for t = 1, T do

6: Choose random action at with probability ϵ.

7: Otherwise select at = arg max
a

(Q(ξ, st, a)).

8: Execute action at and get reward rt, next state st+1.

9: Store (st, rt, st+1, at) to Rp.

10: Sample a minibatch (st, rt, st+1, at) from Rp.

11: yt = rt + γmax
a′

(Q′(ξ′, st+1, a
′)).

12: Perform a gradient descent step on Loss L with respect to ξ:

13: L = 1
2(yt −Q(ξ, st, at))2.

14: Every M steps reset Q′ = Q.

15: end for

16: end for

Deep Q Learning [347] is a variation of Q Learning that utilizes deep NNs to approx-

imate the Q-value function. The idea is to use a deep NN as a function approximator

for the Q-value function, instead of a table. In Deep Q Learning, the NN takes in the

state as input and outputs the Q-values for all possible actions. The network is trained

using an experience replay buffer and a target network to stabilize the learning process.

Deep Q Learning has several advantages including the ability to deal with high-

dimensional state spaces and the ability to generalize well to unseen state-action pairs.
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Figure 2.5: Q learning algorithm.
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However, Deep Q Learning also presents some challenges that must be addressed to

ensure its effectiveness. One of the main difficulties is the instability of training, which

stems from the use of non-linear function approximators that can lead to overfitting

and divergence of the Q-values. Another challenge is the need for large amounts of

training data, which can be particularly time-consuming and computationally expen-

sive in certain scenarios. The Deep Q learning algorithm can be described as shown

in Algorithm 2.3.

2.3.4 Policy Gradient Method

The Policy Gradient method [348] is a well-known class of RL algorithms that directly

optimizes the expected cumulative reward via gradient ascent to learn a policy. Un-

like value-based methods such as Q learning, which estimate the optimal action-value

function, the policy gradient method learns a parameterized policy function that maps

states to actions directly. This feature enables the agent to learn policies that are con-

tinuous and stochastic, making it a suitable method for handling high-dimensional and

continuous state spaces.

The policy gradient method aims to learn a parameterized policy by directly opti-

mizing the expected cumulative reward. To achieve this, the method estimates the

gradient of the expected reward with respect to the policy parameters using stochastic

gradient ascent. The objective function, which represents the expected cumulative

reward under the policy, is typically used as the optimization criterion. The policy

parameters are then updated by following the gradient direction of the objective func-

tion, which can be estimated using Monte Carlo methods.

The policy gradient method has several advantages, including the ability to learn

policies that can handle continuous and high-dimensional state and action spaces.

These advantages make the policy gradient method a promising option for a variety

of real-world applications. However, it also has some drawbacks, including a tendency

to converge slowly and get stuck in local optima. Tuning the hyperparameters of

the policy gradient method can also be a challenging task, which can lead to poor

performance. The flowchart of the policy gradient method is shown in Figure 2.6.
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Figure 2.6: Policy Gradient Method.



CHAPTER 2. PRELIMINARIES AND LITERATURE REVIEW 69

2.3.5 Actor-critic Method

Algorithm 2.4 Actor-critic Method
1: Initialize actor training parameter η0, critic training parameter ξ0, critic learning

rate α, critic network g, policy function π, actor learning rate β, initial state s0,

fixed behaviour policy µ, discounted factor ρ, maximum time limit T̂ , maximum

episode limit N̂ , exploration noise Ot.

2: for episode = 1, N̂ do

3: Reset the environment.

4: Receive initial state s1.

5: for t = 1, T̂ do

6: Select action at = µ(st) + Ot for action exploration according to the fixed

behaviour policy and the exploration noise.

7: Execute at, calculate reward rt+1 and get new state st+1.

8: Store transition (st, at, rt, st+1) in the replay buffer Rp.

9: Sample a minibatch (st, at, rt, st+1) from transitions in Rp.

10: Compute temporal difference error:

κt = rt+1 + ρgξ(st+1, at+1)− gξ(st, at).

11: Update critic training parameter:

ξt+1 = ξt + ακt∇ξg(st, at).

12: Update actor training parameter:

ηt+1 = ηt + β∇ηπ(st)∇agξ(st, a)|a=πη(s).

13: end for

14: end for

Actor-critic method [338] is a popular RL algorithm that combines the benefits of both

policy-based and value-based methods. This algorithm consists of two components:

the Actor and the Critic. The Actor is responsible for selecting actions based on the

current state, while the Critic evaluates the action taken by the Actor by estimating

the value function. The value function provides feedback to the Actor, which is then

used to improve the policy. Compared to pure policy-based or value-based methods,

actor-critic method is more efficient because it utilizes the value function to decrease

the variance of the policy gradient. This is achieved by subtracting a baseline from



CHAPTER 2. PRELIMINARIES AND LITERATURE REVIEW 70

the action-value estimate to get an advantage estimate, which reduces the gradient es-

timate’s variance. Actor-critic method can also be used with function approximation

techniques, such as deep NNs, to learn complex policies and value functions.

One of the main strengths of the actor-critic method is its ability to learn from ex-

perience, which allows it to adapt to changing environments and tasks. Moreover,

it can efficiently handle high-dimensional state and action spaces, making it suitable

for many real-world applications. However, the actor-critic method is sensitive to the

choice of hyperparameters, and can suffer from instability and convergence issues if

not properly tuned. Additionally, the use of function approximation techniques may

lead to overfitting. Actor-critic method can be briefly described in Algorithm 2.4.

2.3.6 Deep Deterministic Policy Gradient Method

Deep Deterministic Policy Gradient (DDPG) [349] is a popular algorithm in RL that

can handle continuous action spaces, which are often encountered in robotics and con-

trol applications. DDPG is an actor-critic method that combines the advantages of

policy gradient and Q-learning. DDPG is an off-policy algorithm that uses experience

replay to learn from previous experiences. The agent stores experiences in a replay

buffer and randomly samples them to train the networks. DDPG has demonstrated

strong performance in various environments and is a powerful tool for addressing com-

plex problems in continuous action spaces.

One of the major advantages of the DDPG algorithm is its ability to handle continuous

action spaces, which are challenging for discrete action algorithms such as Q-learning.

Moreover, compared to other RL methods, DDPG is more sample-efficient and has

a faster convergence rate. Despite these strengths, DDPG has several limitations.

It is sensitive to hyperparameters and can be unstable during training, potentially

leading to divergent policies. Additionally, DDPG requires significant memory to

store the replay buffer, which may be a concern in resource-limited environments. A

brief algorithm of how DDPG works is shown in Algorithm 2.5.



CHAPTER 2. PRELIMINARIES AND LITERATURE REVIEW 71

Algorithm 2.5 DDPG Method
1: Initialize actor network ϕ(s|η) with weight η, critic network Q(s, a|ξ) with weight

ξ, maximum time limit T , maximum episode limit N , replay buffer R, maximum

size of the replay buffer Rm, target actor network ϕ′ with weight η′ ← η, target

critic network Q′ with weight ξ′ ← ξ.

2: for episode = 1, N do

3: Reset the environment.

4: for t = 1, T do

5: Initialize a random exploration noise ot for action exploration.

6: Choose action at = ϕ(st) + ot according to the current policy and exploration

noise ot.

7: Execute action at, calculate reward rt and get new state st+1.

8: Store (st, at, rt, st+1) in the replay buffer R.

9: Sample a minibatch (sj, aj, rj, sj+1) from R if size(R) > Rm.

10: Set yj = rj + γQ′(sj+1, ϕ
′(sj+1|η′)|ξ′).

11: Update critic by minimizing the loss:

12: L = 1
2(yj −Q(sj, aj|ξ))2

13: Update actor with policy gradient ascent:

14: ∇ηJ = E[∇aQ(s, a|ξ)|s=sj ,a=ϕ(sj)∇ηϕ(s|η)|sj]

15: Update the target actor and critic networks:

16: η′ ← τη + (1− τ)η′

17: ξ′ ← τξ + (1− τ)ξ′

18: end for

19: end for

2.3.7 State-of-Art Algorithms

RL is a subfield of machine learning that focuses on training an agent to interact with

an environment and learn from the feedback it receives in the form of rewards [115].

Over the years, various RL algorithms have been proposed to solve different problems,

ranging from classic control tasks to complex games and robotics applications [350].

State-of-art RL algorithms typically have the ability to handle high-dimensional input

spaces, model complex dynamics, and generalize well to unseen data [351]. Some of
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the most prominent state-of-art RL algorithms include Soft Actor-critic (SAC) [352],

Proximal Policy Optimization (PPO) [353], Trust Region Policy Optimization (TRPO)

[354], Asynchronous Advantage Actor-critic (A3C) [355], and Twin Delayed Deep De-

terministic Policy Gradient (TD3) [356], etc.

SAC [352] is a recent RL algorithm that has shown outstanding performance in contin-

uous control tasks. This algorithm combines ideas from maximum entropy RL and soft

Q-learning, and it is capable of learning optimal policies with high sample efficiency

in continuous state and action spaces. SAC is an off-policy, model-free algorithm that

maintains a stochastic policy and learns an approximation of the state-action value

function by minimizing the mean squared Bellman error. One of the main characteris-

tics of SAC is its use of the maximum entropy framework, which encourages the policy

to explore more widely and learn more efficiently by maximizing an objective function

that combines the expected cumulative reward with an entropy term. This results in

a policy that is more robust and adaptive to changing environments. Furthermore,

SAC uses a target network, similar to the one used in deep Q learning, to reduce

the correlation between the Q-function updates and the policy updates. Additionally,

SAC uses automatic entropy tuning to optimize the trade-off between exploration and

exploitation, leading to better performance and faster convergence.

PPO [353] is another state-of-the-art RL algorithm that was introduced by OpenAI

in 2017. PPO is an on-policy algorithm that directly optimizes the policy objective.

PPO aims to maximize the expected cumulative reward obtained from executing a

policy in a given environment, which is also less sensitive to hyperparameter choices.

Additionally, PPO has a strong theoretical foundation and is guaranteed to converge

to a locally optimal policy. PPO achieves its state-of-the-art performance through

several key innovations. One of the most important is the use of a clipped surrogate

objective, which helps to prevent the policy from deviating too far from the current

policy distribution. Another key innovation is the use of a value function that is

learned simultaneously with the policy. This helps to improve sample efficiency and

reduce variance in the policy gradient estimates.
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TRPO [354] is a policy optimization method that is commonly used in RL. TRPO is

designed to find an optimal policy that maximizes the expected cumulative reward of

an agent, subject to constraints. One of the key features of TRPO is that it is a trust

region method, which means that it limits the amount of change to the policy during

each update. This helps to prevent large policy updates that could potentially lead to

instability or divergence in the learning process. By constraining the size of the up-

date, TRPO ensures that the new policy remains close to the previous policy while still

allowing for improvement. TRPO utilizes a surrogate objective function that approxi-

mates the performance of the true objective function, which is the expected cumulative

reward. This surrogate objective function ensures that the new policy is always an

improvement over the previous policy. Additionally, TRPO includes a constraint on

the size of the policy update to ensure that the new policy is not too different from

the previous policy. One of the limitations of TRPO is that it requires a large amount

of data to achieve good performance, which can be a bottleneck in many applications.

A3C [355] is a state-of-art RL algorithm that combines Asynchronous and Advantage

Actor-critic methods. The algorithm has multiple agents, each running an indepen-

dent copy of the same NN. These agents are trained asynchronously, meaning that they

are not synchronized with each other, and each agent interacts with the environment

and updates the shared network independently. A3C utilizes an actor-critic architec-

ture, with the actor network responsible for selecting actions and the critic network

estimating the value of state-action pairs. To reduce the variance in the estimated

value, A3C employs an Advantage function that estimates the advantage of taking a

particular action in a given state. This feature helps to improve the stability of the

algorithm. A3C offers several benefits, including its ability to handle high-dimensional

state spaces such as images or sensor readings. It can also handle continuous action

spaces, making it a promising choice for robotic control tasks. Additionally, the asyn-

chronous training scheme used in A3C enables scalability and makes it well-suited

for large-scale distributed systems. However, A3C also has some limitations. The

algorithm requires a significant amount of training data to learn accurately and may

require careful hyperparameter tuning to achieve optimal performance.
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TD3 [356] is also a state-of-the-art RL algorithm that is designed to solve continuous

control tasks. It is an extension of the original DDPG algorithm, which improves

its stability and sample efficiency. TD3 employs a twin network architecture that

consists of two NNs, both of which learn the same function but with different noise

added to their outputs. The goal of this approach is to reduce overestimation of the

Q-function, which is a common issue in Q-learning-based methods. In addition to the

twin network architecture, TD3 also uses a delayed policy update mechanism. This

means that the policy network is updated less frequently than the Q-network, which

reduces the variance of the policy updates and improves the stability of the learning

process. Furthermore, TD3 uses target policies for both the Q-function and the policy

network. These target policies are updated slowly using a moving average of the main

network weights, which ensures that the target values are more stable and less prone to

changes. One of the primary advantages of TD3 is its sample efficiency. By reducing

the overestimation of the Q-function and using delayed updates, TD3 requires fewer

data than other algorithms to achieve good performance. Additionally, TD3 is capable

of handling high-dimensional continuous action spaces, which is a common challenge

in robotics and control applications. Despite its advantages, TD3 still suffers from

the problem of local optima, which can limit its performance. Moreover, tuning the

hyperparameters can be a challenging task.

State-of-art RL algorithms are continuously evolving, and researchers are constantly

proposing new ideas and techniques to improve their performance and applicability.

As the field of RL continues to grow, more advanced algorithms that can handle even

more complex tasks and improve the efficiency and stability of RL-based systems will

be carried out.

2.4 Consensus Control

Consensus control is a field of control theory that deals with the problem of coordi-

nating a group of agents to achieve a common goal [357; 358]. The goal of consensus

control is to develop control strategies that enable the agents to converge to a common

state or behaviour through local interactions with their neighbours, without the need
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for a centralized controller [359]. The problem of consensus control is motivated by a

wide range of applications, including robotics [360], swarms [361], and social networks

[362]. In these applications, the agents are often distributed and autonomous, and the

communication among them is subject to delays [363], noise [364], etc.

The research on the issue of consensus can be traced back to 1974 when DeGroot

[365] first proposed the concept of consensus. The problem of asynchronous consensus

control and its application in distributed systems was first proposed in [366]. In 1987,

Reynolds [367] proposed a “Boid” model that uses a computer program to simulate the

motion behaviour of birds. In 1995, Vicsck [368] studied the motion behaviour of par-

ticle swarms and proposed the simplest swarm kinematics model. Later, Jadbabaiel

[369] further discussed the “Vicsck” model and made the first theoretical research

analysis on distributed consensus. The problem of consensus control has attracted

significant attention from researchers over the past few decades, leading to the devel-

opment of various control strategies [370]. Broadly, these strategies can be categorized

into two groups: decentralized [371] and centralized [372] control. Decentralized con-

trol methods rely on local interactions between agents without the need for a central

authority to coordinate their actions [373]. Centralized control approaches involve a

central controller that collects and processes information from the agents and provides

them with appropriate control signals [374].

Consensus control is a popular approach for MASs due to its desirable properties such

as scalability, robustness, and adaptability [375]. However, there are still several chal-

lenges that need to be addressed to make consensus control more effective in real-world

applications. One of the key challenges is the ability to design control strategies that

can handle uncertainties and disturbances in the system, which can greatly affect the

performance of the system [376]. Another important consideration is the scalabil-

ity of the consensus control strategies, which can be limited by the communication

bandwidth and computational resources available to the agents [377]. Moreover, the

implementation of consensus control strategies in real-world applications can be chal-

lenging due to the need for reliable communication networks and accurate sensing and

actuation devices [378]. In recent years, there have been quite a few satisfying results in
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various types of consensus control [379; 380]. A first-order continuous-time integrator

was used in [369] to describe the dynamic model of the agent. Moreaul [381] analyzed

the consensus theory of discrete systems and proved the relationship between com-

munication network connectivity, convexity conditions and consensus. Ren and Bread

[382] proved that the sufficient condition for the first-order MAS to achieve consensus

is that the fixed communication topology should have a directed spanning tree.

2.4.1 Kronecker Product

The Kronecker product [383] is a mathematical operation that combines two matri-

ces to create a larger block matrix. The Kronecker product is particularly useful in

representing and manipulating large, complex systems that can be decomposed into

smaller subsystems [384]. The Kronecker product of matrices X ∈ Rn×m and Y ∈ Rp×q

is defined as

X ⊗ Y =



x11Y x12Y . . . x1mY

x21Y x22Y . . . x2mY
... ... . . . ...

xn1Y xn2Y . . . xnmY


∈ Rnp×mq

As stated in [383], important properties of the Kronecker product are listed in the

following equations:
X ⊗ (Y + Z) = X ⊗ Y +X ⊗ Z

(cX)⊗ Y = X ⊗ (cY ) = cX ⊗ Y

(W ⊗X)(Y ⊗ Z) = WY ⊗XZ

(X ⊗ Y )−1 = X−1 ⊗ Y −1

(X ⊗ Y )T = XT ⊗ Y T

where W,X, Y, and Z are the matrices with compatible dimensions for multiplication.

2.4.2 Graph Theory

Graph theory is a field of mathematics concerned with studying graphs, which are

mathematical structures that are used to represent pairwise relationships between ob-

jects [385]. A graph consists of a set of vertices and a set of edges connecting pairs of
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(a) (b) (c)

Figure 2.7: (a) An undirected graph (b) A directed graph (c) A weighted graph.

vertices [386]. The degree of a vertex, which is the number of edges that are incident

to it, is a fundamental concept in graph theory [387]. Paths are another important

concept in graph theory, which refer to a sequence of edges connecting a sequence of

vertices [385]. Paths can be used to determine the connectivity and distance between

vertices [388]. While graph theory is a powerful tool that has numerous applications,

it also has limitations. One of the main challenges in graph theory is computational

complexity, particularly when working with large-scale graphs [389].

Graphs are mathematical structures used to model pairwise relationships between ob-

jects [390]. There are several types of graphs, including undirected graphs, directed

graphs, and weighted graphs [391]. An undirected graph is a graph where edges have

no direction. That is, the relationship between the two nodes connected by an edge

is symmetric, as shown in Figure 2.7 (a). When it comes to the directed graph, edges

have a direction associated with them. This means that the relationship between two

nodes connected by an edge is asymmetric, as depicted in Figure 2.7 (b). A directed

graph is said to have a spanning tree if there exists at least one node having a directed

path to all the other nodes [392]. A weighted graph [393] is a graph where edges have

weights or values associated with them. These weights can represent various things,

such as the distance between two nodes or the cost of traversing an edge.

The interaction topology of a MAS with N agents is depicted by a graph G = (V , E)

[394]. V is a vertex set V = {1, 2, · · · , N}. The edge set E ⊂ V × V . If pth and

kth agents can share information with each other, (p, k) ∈ E [395]. If (p, k) ∈ E ,
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apk > 0, where apk represents the connection strength [396]. Let the Adjacency matrix

A = [apk] ∈ RN×N of G be

[apk] =


apk, p ̸= k, (p, k) ∈ E ,

0, otherwise.
(2.31)

The degree matrix D ∈ RN×N is a diagonal matrix which indicates the number of

connections in each vertex [391]. The degree matrix D can be expressed as follows:

D =



d(v1) 0 0 0

0 d(v2) 0 0
... ... . . . ...

0 0 . . . d(vN)


(2.32)

where d(vp) = ∑N
k=0,k ̸=p apk stands for the degree of vertex.

The Laplacian matrix [397] is a fundamental tool in graph theory that describes the

structure of a graph. It is a matrix that captures the relationship between the nodes

in the graph and is defined as the difference between the degree matrix and the adja-

cency matrix [398]. The Laplacian matrix is a symmetric positive-semidefinite matrix.

The Laplacian matrix’s eigenvectors are important because they represent the graph’s

modes of vibration or oscillation, and the eigenvalues represent the frequencies of

these modes [399]. The smallest eigenvalue of the Laplacian matrix, also known as the

graph’s algebraic connectivity, is a measurement of how well-connected the graph is.

According to [391], the Laplacian matrix L of G can be defined as

L = D −A (2.33)

Lemma 1. [391] If G contains at least one spanning tree, the Laplacian matrix L

has one eigenvalue equal to zero with associated right eigenvector 1N , where 1N =

[1, · · · , 1]T , and all the other eigenvalues have nonnegative real parts. Specially, L is

positive semi-definite if the graph G is undirected.

2.4.3 Consensus for a Single Integrator System

As stated in [391], the dynamics of the ith agent with a single integrator system can

be represented by

ẋi(t) = ui(t) (2.34)
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where xi ∈ R represents the state of each agent, and ui denotes the control input of

each agent.

Following [391], all the agents are said to achieve consensus if

lim
t→∞
∥xi(t)− xj(t)∥ = 0, ∀i, j ∈ {1, · · · , N}. (2.35)

Accordingly, the consensus protocol for a single integrator system in (2.34) can be

designed as

ui(t) =
N∑
i=1

aij(xj(t)− xi(t)). (2.36)

As mentioned by [391], let the globe vector x be x = [x1, · · · , xN ]T , the compact form

of (2.34) under the consensus protocol (2.36) can be described as

ẋ = −Lx (2.37)

Theorem 1. [400] The consensus of a single integrator system in (2.34) can be ensured

by the protocol (2.36) if and only if G has one spanning tree. Furthermore, denote p =

[p1, · · · , pN ]T as normalised left eigenvalue of L for the zero eigenvalue, the consensus

state x̄ of each agent is given by

x̄ =
N∑
i=1

pixi(0) (2.38)

where xi(0) denotes the initial value of the ith agent.

2.4.4 Consensus for a Linear Time-Invariant System

Considering a linear time-invariant system with N agents, the dynamics of the ith

agent can be expressed as

ẋi(t) = Axi(t) +Bui(t) (2.39)

where xi ∈ Rn represents the state of each agent, and ui ∈ Rm denotes the control

input of each agent. A ∈ Rn×n and B ∈ Rn×m are constant matrices.

According to [401], the consensus protocol for single integrator system in (2.39) can

be designed as

ui(t) = cK
N∑
i=1

aij(xi(t)− xj(t)), (2.40)
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where c ∈ R+ is the positive coupling gain, and K ∈ Rm×n denotes the feedback gain

matrix.

Define the globe vector x as x = [xT1 , · · · , xTN ]T , the compact form of (2.39) under the

consensus protocol (2.40) can be described as

ẋ = (In ⊗ A+ cL ⊗BK)x (2.41)

Theorem 2. [402] Suppose G has at least one spanning tree, The consensus of the

linear time-invariant system (2.39) can be ensured by the protocol (2.40) if c and K

are selected such that

A+ cλiBK, i = 1, 2, · · · , N (2.42)

are Hurwitz, where λi are the nonzero eigenvalues of L. Furthermore, denote p =

[p1, · · · , pN ]T as normalised left eigenvalue of L for the zero eigenvalue, the consensus

state x̄ of each agent is given by

x̄ = (pT ⊗ eAt)x(0) (2.43)

where x(0) = [xT1 (0), · · · , xTN(0)]T denotes the initial value of each agent.

2.5 Summary

Robot kinematics, motion planning, RL, and consensus control are all important re-

search areas in robotics and control. Despite significant progress in these areas, there

are still many research gaps to be addressed.

FK is a widely used method in robotics to determine the position and orientation

of the end-effector. FK offers several benefits, including simplicity, speed, and ease

of implementation in real-time applications. However, FK suffers from limitations in

terms of accuracy and precision. Despite the significant advancements in modelling

and computation techniques, the precision of the joint angle and position sensors is

still a limiting factor in the accuracy of the FK model. Additionally, environmental

factors, such as temperature, can also affect the accuracy of the FK model.
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IK is a fundamental component of robotics that enables the calculation of joint angles

or positions necessary for a robotic system to achieve a desired end-effector position

or orientation. Compared to FK, which determines the end-effector’s position and ori-

entation given the joint angles or positions, IK provides greater flexibility and enables

the robot to perform more complex tasks. However, IK problems can be challenging

due to the existence of multiple solutions and non-solutions, which can lead to difficul-

ties in finding the optimal solution. Therefore, finding efficient and reliable methods

to handle multiple solutions and non-solutions is a critical research gap.

Motion planning is a crucial aspect of robotics research that seeks to create efficient

and safe algorithms for planning the motion of robots within a given environment. This

technology has the potential to optimize robot trajectories for improved performance,

reduced errors, and increased safety. However, the present state-of-the-art algorithms

for motion planning can be computationally demanding and may require a significant

amount of time to converge. Moreover, the algorithm may struggle if the environment

contains uncertainty and incomplete information.

RL is a prominent research area in machine learning that focuses on developing al-

gorithms and methodologies for training agents to make sequential decisions in an

environment. RL does not require labelled training data, and the agent learns from

interactions with the environment, making it suitable for situations where manual la-

belling is either expensive or impractical. Additionally, RL has the capability to adapt

to changes in the environment and can generalize to new situations. Despite its ad-

vantages, RL still faces several challenges that need to be addressed. One significant

challenge is the trade-off between exploration and exploitation, where the agent must

balance between learning from new experiences and exploiting its current knowledge

to make decisions. Another challenge is the slow convergence of RL algorithms, which

can be a significant issue in large-scale problems with high-dimensional state spaces.

Additionally, RL algorithms can suffer from high variance and instability during train-

ing, which can significantly affect the overall performance of the agent.

Consensus control is a critical area of research in control theory that deals with the
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coordination of agents in networked systems to reach an agreement or consensus. The

primary objective is to develop control strategies that allow the agents to converge

to a common state or decision despite the presence of communication constraints or

external disturbances. One of the main advantages of consensus control is its abil-

ity to achieve cooperation and coordination among agents in a decentralized manner,

which can lead to improved system performance, scalability, and robustness. Moreover,

consensus control is flexible, allowing for the addition or removal of agents without

significantly affecting the overall system behaviour. Nonetheless, there are several chal-

lenges to using consensus algorithms to handle uncertainties and disturbances in the

system. Additionally, optimizing consensus control algorithms for large-scale systems

can be difficult due to limited computational resources and communication bandwidth.

To sum up, the continued development and integration of robot kinematics, motion

planning, RL, and consensus control will play a critical role in advancing the field of

robotics. There is a need for combining consensus control with other fields such as RL

to address more complex and dynamic systems.



Chapter 3

A Deep Reinforcement Learning

Approach for Robotic Manipulators

When dealing with path planning problems, standard methods are always considered

as the primary solution. However, how to avoid the occurrence of jerks in path planning

remains an open question. Therefore, a vital question will be ensuring the smoothness

of the manipulator trajectory while accomplishing path planning tasks. In order to

overcome the difficulties encountered in a path planning problem, RL techniques have

been widely used to solve challenging problems in engineering, computer science and

robotics [333]. However, the problem of solving path planning problems with a DRL

method is not considered in the aforementioned works.

The goal of this chapter is to propose a new off-policy DRL method to deal with the

problem of path planning of the UR5 robot arm. Different from standard path planning

methods, this method is able to guarantee a smooth movement of the UR5 robot arm,

and all joint angles of the UR5 robot arm lie within the allowable range during each

movement. Moreover, a standard path planning method has been implemented on the

real UR5 robot arm as a baseline to compare and contrast the benefits and drawbacks

of both methods.

83
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3.1 The Proposed Method

In this section, we present the reward design, action space, observation space, NN

structure, and training details of the proposed method.

3.1.1 Reward Design

The reward should make the UR5 robot arm reach the target position smoothly while

keeping the end effector orientation of the UR5 robot arm as straight as possible

downwards. The reward function is given as follows:

r = rd + ro + ra + rk (3.1)

where r represents the total reward, rd stands for the distance reward, ro represents the

orientation reward, ra is the arrive reward, and rk stands for the smoothness reward.

The distance reward rd is computed as follows:

rd = dp − dc (3.2)

where dp stands for the previous distance between the end effector position of the UR5

robot arm and the target position, and dc denotes the current distance between the

end effector position of the UR5 robot arm and the target position. The time step

between dp and dc is set to 0.01 seconds. If dp is smaller than dc, the UR5 robot arm

will receive a negative reward since it gets further to the target position.

The orientation reward ro is given by

ro =


rop if |oe − od| < oth

0 otherwise
(3.3)

where rop equals to a positive orientation reward, oe denotes the current end effector

orientation of the UR5 robot arm, od represents the desired end effector orientation of

the UR5 robot arm which is as straight as possible downwards, oth is the orientation

threshold. By introducing ro in the reward function, the end effector orientation of

the UR5 robot arm is more likely to be as straight as possible downwards.
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The arrive reward ra can be calculated by

ra =


rap if |dc| < rah

0 otherwise
(3.4)

where rap equals to a positive arrive reward, and rah represents the distance threshold.

Therefore, ra equals a positive reward if |dc| lies within the distance threshold, or it

remains 0.

The smoothness reward rk can be computed by

rk =


−rj if |rd| > rth

0 otherwise
(3.5)

where rj represents a positive smoothness reward, and rth stands for the smoothness

threshold. As a result, rk will receive a negative reward if |rd| is above the smoothness

threshold. By introducing rk in the total reward, the smooth movement of the UR5

robot arm can be ensured.

3.1.2 Action Space and Observation Space

The shoulder pan joint of the UR5 robot arm is actuated in this training scenario,

together with the shoulder lift joint, elbow joint and wrist 1 joint. As a result, the

action space is a vector that contains the joint angle of the shoulder pan joint, shoulder

lift joint, elbow joint and wrist 1 joint. The observation space includes the action space,

the location of the elbow joint and wrist 2 joint, the distance between the elbow joint

and the goal, the distance between the wrist 2 joint and the goal and the distance

between the end effector and the goal.

3.1.3 Neural Network Structure

The proposed method is on the basis of actor-critic off-policy DRL method. The

structure of the actor network is shown in Fig. 3.1 (a). The input of the actor network

is a vector that contains 17 elements, which are the joint angle of shoulder pan joint,

shoulder lift joint, elbow joint and wrist 1 joint, the location of the elbow joint and
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(a)

(b)

Figure 3.1: The architecture of actor network (a) and critic network (b).

wrist 2 joint, the distance between the elbow joint and the goal, the distance between

the wrist 2 joint and the goal and the distance between the end effector and the goal.

The input of the actor network is connected with three dense layers with ReLu [403]

activation function, which also belongs to the input of the critic network architecture.

The output of the actor network contains 4 elements, which are the joint angle of the

shoulder pan joint, shoulder lift joint, elbow joint and wrist 1 joint. Tanh function is

the activation function of the output of the actor network, which also belongs to the

input of the critic network architecture, as depicted in Fig. 3.1 (b). The output of the

critic is a Q value which is engendered by a linear activation function.

3.1.4 Training Details

The proposed method was trained in CoppeliaSim [404] simulation environment for

efficiency. The process of the UR5 robot arm reaching the target position is demon-

strated in Fig. 3.2. The UR5 robot arm is connected with a suction gripper. The

experiment is considered to be successful if the UR5 robot arm is able to reach the po-

sition of the pink disc within the allowable range during each iteration. The first three

pictures describe how the UR5 robot arm gradually reaches the target point within

the allowable range, while the last three pictures depict another solution. Algorithm

3.1 details the proposed off-policy actor-critic based DRL method.
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Algorithm 3.1 The proposed method
1: Initialize actor network ϕ(s|η) with weight η, critic network Q(s, a|ξ) with weight

ξ, maximum time limit T , maximum episode limit N , replay buffer R, maximum

size of the replay buffer Rm, target actor network ϕ′ with weight η′ ← η, target

critic network Q′ with weight ξ′ ← ξ.

2: for episode = 1, N do

3: Reset the environment.

4: for t = 1, T do

5: Initialize a random exploration noise ot for action exploration.

6: Choose action at = ϕ(st) + ot according to the current policy and exploration

noise ot.

7: Execute action at, calculate reward rt and get new state st+1.

8: Store (st, at, rt, st+1) in the replay buffer R.

9: Sample a minibatch (sj, aj, rj, sj+1) from R if size(R) > Rm.

10: Set yj = rj + γQ′(sj+1, ϕ
′(sj+1|η′)|ξ′).

11: Update critic by minimizing the loss:

12: L = 1
2(yj −Q(sj, aj|ξ))2

13: Update actor with policy gradient ascent:

14: ∇ηJ = E[∇aQ(s, a|ξ)|s=sj ,a=ϕ(sj)∇ηϕ(s|η)|sj]

15: Update the target actor and critic networks:

16: η′ ← τη + (1− τ)η′

17: ξ′ ← τξ + (1− τ)ξ′

18: end for

19: end for

3.2 Standard Path Planning Method

A standard path planning method was implemented in the real UR5 robot arm with

Robot Operating System (ROS) [405]. The Open Motion Planning Library (OMPL)

[406] is a widely used open-source software library for motion planning that provides a

set of standard path planning methods. It is integrated into the ROS and can be used

with various robotic platforms. OMPL includes a variety of algorithms for solving



CHAPTER 3. A DRL APPROACH FOR ROBOTIC MANIPULATORS 88

Figure 3.2: The process of the UR5 robot arm reaching the target position. The pink
disc depicts the position of the target.

motion planning problems, such as the RRT algorithm and its variants, which have

proven to be effective in complex and high-dimensional environments. Robotiq 3 finger

gripper was tested in accomplishing pick and place tasks with 3D camera rs-visard.

Fig. 3.3 shows the rviz [407] view of the actual UR5 robot arm, which demonstrates

how the UR5 robot arm can accomplish pick and place tasks via the standard path

planning method. To avoid potential crashes on the actual UR5 robot arm, OMPL

[406] was used in rviz to move the actual UR5 robot arm to the position above the

aruco marker, as shown in the first picture of Fig. 3.3. Then the actual UR5 robot

arm went down to grasp the box first, then move the box to the target location and

release the box in the end.

3.3 Result and Analysis

In this section, we demonstrate the evaluation on the training of the proposed method

and compare the performance of the proposed method with the standard path planning

method.

3.3.1 Evaluation on Training of the Proposed Method

Fig. 3.4 (a) demonstrates the average reward of the proposed method and Fig. 3.4

(b) describes the average Q value of the proposed method. The batch value is set to

512. Each average value is computed by averaging the results within a fixed batch

size. The maximum episode limit is set to 215 and the maximum time limit is set
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Figure 3.3: Pick and place tasks via the standard path planning method. The UR5
robot arm with orange colour denotes the initial position of the actual UR5 robot arm.
The UR5 robot arm with grey colour represents the current position of the actual UR5
robot arm. The image viewer at the bottom right corner represents the view from the
3D camera. The location of the box can be computed by the aruco marker [1] on top
of it.

to 200. The simulation of the UR5 robot arm is trained to arrive at the position of

the target. In the initial stage, the robotic arm performs action exploration, so the

reward at the beginning did not increase immediately. As can be seen from the figure,

the reward and Q value get stable when it reaches 35000 steps, which indicates the

off-policy actor-critic based DRL training is successful.

Fig. 3.5 shows solutions of reaching random target positions after training for 43000

steps. The aim of the proposed method is to train the UR5 robot arm to reach the

target position (the pink disc) smoothly while keeping the end effector orientation of

the UR5 robot arm as straight as possible downwards. The first and the last picture

depict how the UR5 robot arm is trying to find path planning solutions at the right

half plane, where the joint value of the shoulder pan joint, shoulder lift joint, elbow

joint and wrist 1 joint are all within the allowable range. The second and the third

picture depict how the UR5 robot arm is trying to find path planning solutions at the

left half plane. It can be deduced from Fig. 3.5 that the proposed training method is

feasible.
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(a)

(b)

Figure 3.4: (a) Average reward of the proposed method. (b) Average Q value of the
proposed method. The transparent area indicates the standard deviation of the results.

3.3.2 Comparison with Standard Path Planning Method

Unlike the standard path planning method, the proposed method can not only guar-

antee that the joint angle of the UR5 robotic arm is within the allowable range each

time when it reaches the target point, but also ensure that the joint angle of the UR5

robotic arm is always within the allowable range during the entire episode of training.

Fig. 3.6 shows an example of failed path planning. It can be seen from the pictures in

Fig. 3.6 that the planned trajectory generated by the standard path planning method

contains a severe jerk, which makes it impossible to execute in the actual experiment.
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Figure 3.5: Solutions of reaching random target positions with the proposed method.

Table 3.1 depicts the method of successful rate comparison for path planning of both

methods. If the planned trajectory does not contain any severe jerk, path planning

is considered to be successful. It can be inferred that the standard path planning

method failed to complete the task around 20% more than the proposed method.

On one hand, the allowable joint angle range of both methods is different. With

the proposed method, each joint on the UR5 robot arm has its unique allowable

range, thereby saving training time and improving the training speed. Nevertheless,

with the standard path planning method in ROS, all the joint range of the UR5

robot arm is set to [−2π, 2π] due to various application environments. On the other

hand, there exist multiple solutions when performing path planning with the standard

method. This may lead to path planning joint solutions with large jerk manoeuvre.

The total reward of the proposed method contains smoothness reward according to

equation (3.1). By introducing the smoothness reward inside the total reward, it is

more likely to reduce the occurrence of a large jerk manoeuvre when performing path

planning with the proposed method. A minor drawback of the proposed method falls

in the requirement of training before using it. However, this can be overcome by

implementing the proposed method in the simulation environment.
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Figure 3.6: Failed path planning with the standard path planning method. The orange
UR5 robot arm stands for the initial position of the actual UR5 robot arm, the grey
UR5 robot arm stands for the current position of the actual UR5 robot arm, and the
transparent UR5 robot arm denotes the planned trajectory for the actual movement
of the real UR5 robot arm generated by OMPL in rviz.

Table 3.1: Algorithm comparisons for path planning.

Success rate (%) 10 trials 20 trials 40 trials
Standard method 80 75 77.5
The proposed method 100 100 100



CHAPTER 3. A DRL APPROACH FOR ROBOTIC MANIPULATORS 93

3.4 Summary

An off-policy actor-critic based DRL method is proposed to solve the problem of

path planning. The simulation results in CoppeliaSim validated the feasibility of

the proposed method. When it comes to the hardware implementation, a standard

path planning method has been implemented as a baseline to compare and contrast

both methods. It can be deduced that the proposed method can generate a smooth

trajectory and keep the joint angles of the UR5 robot arm always within the allowable

range. In future work, the proposed method will also be implemented on the real

UR5 robot arm. Besides, vision information can be applied in the proposed method

to accomplish more complicated tasks.



Chapter 4

Deep Reinforcement Learning with

Manipulators for Pick-and-place

In the last chapter, we develop an off-policy DRL method to solve the path planning

problem of the UR5 robot arm. In this chapter, we focus on real-world applications

and propose a self-supervised vision-based DRL method for manipulators to learn to

pick and place objects.

Transferring a DRL model from simulation to the real world is difficult because it

depends on several conditions. Since the simulation cannot imitate the real world

very well in many cases, fine-tuning usually requires lots of time to adapt simulated

model parameters to real environments. However, the time to use a robot arm in a

real environment is limited. Therefore, a vital question will be to reduce the required

real-world fine-tuning time while maintaining high accuracy when picking and placing

objects in the real environment.

With the emergence of robotic technology, robots have witnessed innovations in goal

reaching [224; 231], picking and placing objects [408; 246], formation tracking [409],

human-robot interaction [410], collision avoidance [233; 102], path planning [243; 411],

etc. DRL has been widely used in robotic applications as an important component

in robotic control. Although there is no instruction for the agent in the learning pro-

cess, it must gradually generate a certain strategy by interacting with the environment

to obtain the maximum reward. Compared to using traditional methods to pick and

94



CHAPTER 4. DRL WITH MANIPULATORS FOR PICK-AND-PLACE 95

Figure 4.1: Pick-and-place objects with the proposed method

place objects, the challenges of using DRL are 1) feature extraction, for instance, using

NNs to extract features from visual information to suction objects, 2) novel objects

generalisation, such as suctioning objects with various shapes and heights, 3) data

collection, for example, developing a self-supervised approach to avoid pre-labelling

training data, 4) challenging environments adaptation, such as suctioning crowded

and stacked objects. We introduce a self-supervised end-to-end DRL approach that

allows robots to pick and place objects effectively and efficiently when directly trans-

ferring a training model from simulation to the real world, as shown in Fig. 4.1.

The main goal of this chapter can be summarized as follows. A complete self-supervised

vision-based DRL method is proposed for manipulators to learn to pick and place

objects. By encouraging the UR5 robot arm to suction the area close to the centre

of target objects, the training model with the proposed method is able to accomplish

pick-and-place tasks in the real world with a suction success rate of 90% without

any real-world fine-tuning. Specially, a height-sensitive action policy is developed for

the proposed self-supervised vision-based DRL method to suction in a challenging

environment, i.e., crowded and stacked objects. The performance of the proposed

method is validated in both simulated and real environments. The presented approach

can also be applied to novel objects with a suction success rate of 90% without any

fine-tuning from the real world.
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Figure 4.2: Overview of the proposed framework. BN stands for Batch Normalization.
Conv represents convolution. Up stands for upsampling. The red circle denotes the
pixel-wise best suction position. More details can be found from Algorithm 4.1.

4.1 The Proposed Method

The proposed method is completely trained under self-supervision through the inter-

actions between the UR5 robot arm and the simulated environment. In this section,

we present the system overview, reward space, NN structure, state space, and height-

sensitive action policy of the proposed method.

4.1.1 System Overview

The overview of the proposed DRL framework is shown in Fig. 4.2. The Red Green

Blue-Depth (RGB-D) image gt, captured by a fixed camera, is orthographically pro-

jected in the gravity direction to construct the colour heightmap ct and the depth

heightmap dt. Then both heightmaps are fed into the suction network to generate a

suction Q map qt. By detecting different heights from dt, a clutter probability map lt

can be obtained. The position with the highest probability in the action map denotes

the pixel-wise best suction position [xt, yt]. The suction height zt is obtained from dt.

The use of depth information alone can be inadequate in certain scenarios, such as

those with low light or reflective surfaces, where the data obtained can be ambiguous

or incomplete. By supplementing depth data with RGB images, the resulting data
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can provide a more comprehensive and precise representation of the objects and envi-

ronments being analyzed. Moreover, RGB images can contribute to object recognition

and segmentation tasks by providing colour information. This integration of RGB

and depth data can lead to improved performance and reliability in computer vision

applications.

4.1.2 Reward Space

For each suctioned object, the centre distance ψt can be computed by

ψt =
√

(xt − σt)2 + (yt − ιt)2 (4.1)

where σt and ιt denote x, y positions of the centre of the suctioned object.

The reward function can be defined as follows:

r = rp
(ψt + δ)rg (4.2)

where rp is a positive constant reward, δ is a small positive number which prevents zero

division, rg = 1 if the object is successfully suctioned, otherwise rg = 0. As a result,

the reward in the simulated environment stimulates agents to suction the area close to

the centre of the expected suctioned object, which increases the suction success rate.

4.1.3 Neural Network Structure

As shown in Fig. 4.2, the input of the suction network passes data through ResNet-50

[412] to extract features from both heightmaps. Then the aforementioned features are

fed into a Batch Normalization layer [413] with 4096 input features, a ReLu layer [413],

a Convolution layer [413] with 4096 input channels, and 1024 output channels. After

passing data through another Batch Normalization layer [413], ReLu layer [413] and

Convolution layer [413], data are processed by a bilinear upsample layer [413] with a

scale factor of 16. The output of the suction network shares the same image size as

the heightmap input, which is a dense pixel-wise Q map. The pixel with the highest

probability in the action map denotes the best suction position.
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Algorithm 4.1 Vision-based DRL for Pick-and-place
1: Initialize training parameter ϕt, learning rate α, RGB-D image gt, discounted

factor γ, training steps parameter T , replay buffer Rp.

2: while t < T do

3: Generate ct and dt from gt.

4: Generate lt from dt.

5: if object number bt < empty threshold then

6: Feed ct and dt into the suction network with the height-sensitive action policy

to get action-value function Q(ϕt, st, at).

7: if t > 2 then

8: Use Q(ϕt−1, st−1, at−1) to generate rt.

9: Minimize the temporal difference error ξt−1:

yt−1 = rt + γmax
a

(Q(ϕ−
t−1, st, a)).

ξt−1 = Q(ϕt−1, st−1, at−1)− yt−1.

10: Sample a minibatch from Rp for experience replay.

11: end if

12: Suction objects.

13: Store (ct, dt, at) in Rp.

14: else

15: Reposition objects.

16: end if

17: end while

4.1.4 State Space

The state space st contains the colour heightmap ct and the depth heightmap dt.

4.1.5 Height-sensitive Action Policy

To effectively suction in a challenging environment, a height-sensitive action policy is

proposed. As can be seen from Fig. 4.2, qt can be acquired from ct and dt. However, the

information contained in qt is not enough to make the proposed framework sensitive

to the heights of the grasped objects. As a result, we introduce the clutter probability
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map lt. The depth heightmap is shifted along one axis for 60 pixels to generate a

translated map. By comparing the depth difference between the translated and the

original depth heightmap, the pixel with enough depth difference is counted as 1

otherwise 0, which builds the clutter probability map lt. Therefore, the action space

at can be computed as follows:

at = arg max
a

(qtlt) (4.3)

4.2 Experiments and Results

The feasibility of the proposed method is validated in both simulated and real envi-

ronments. The proposed approach is implemented on a desktop with Nvidia GTX

2080 and Intel Core i9 CPU with 64 GB RAM. In this section, we demonstrate train-

ing details, evaluation metrics, baseline method, simulation evaluation and real-world

evaluation of the proposed method.

4.2.1 Training Details

The proposed method is trained in Coppeliasim [404] using Python [414] and Pytorch

[413]. The UR5 robot arm is connected with a suction gripper [415] to pick and place

objects, as shown in Fig. 4.3. During each training iteration, a vision sensor captures

RGB-D images of the UR5 robot arm in a 0.448×0.448 m2 workspace. The resolution

of the RGB-D images is 640× 480. The UR5 robot arm motion planning task can be

accomplished using Coppeliasim [404] internal IK. The suctioned objects are 5× 5× 5

cm3 cubes.

Figure 4.3: The training environment in simulation
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Depending on the size of the suction gripper and the intrinsic of the vision sensor,

we set rp = 15 and δ = 0.00001 in (4.2). For other robotic platforms, these values

can also be reconfigured. In Algorithm 4.1, the learning rate α is set to 0.0001. The

discounted factor γ has a fixed value of 0.5. The training steps parameter T is set to

400. The training is considered to be successful if the UR5 robot arm is able to pick

and place target objects which are randomly dropped into the workspace.

4.2.2 Evaluation Metrics

We design two metrics to evaluate the suction performance of the UR5 robot arm. For

all these metrics, a larger value leads to better performance.

The suction success rate Sr is given by

Sr = Ns

Ni

× 100% (4.4)

where Ns stands for the number of successful suctions, Ni represents the number of

training steps.

The distance rate Dr is defined as follows

Dr = Nd

Ni

× 100% (4.5)

where Nd is the number of times when ψt < 0.015 m.

4.2.3 Baseline Method

The performance of our system is compared with the following baseline approach:

Visual Grasping method shares the same input as our proposed method to generate

the probability maps for best suction positions. However, it takes binary classification

for the reward space design in which 1 stands for successful grasp and 0 otherwise. This

baseline method is analogous to the Visual Pushing Grasping (VPG) method [126].

Nevertheless, we extend this method to our suction framework for a fair comparison.

4.2.4 Simulation Evaluation

To confirm the validity of our design, we train both methods in simulation for 400

steps. Overall the proposed method outperforms the Visual Grasping method in terms
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of both suction success rate and distance rate by large margins. It can be obtained

from Fig. 4.4 that the proposed method arrives at around 97% suction success rate

at 150 training steps, while the Visual Grasping method shows only 52%. When the

height-sensitive action policy is removed from both methods, it takes longer for both

methods to achieve the same suction success rate. As can be seen from Fig. 4.5,

the distance rate of the proposed method reaches around 80% at 400 training steps,

whereas the Visual Grasping method shows only 58%. When the height-sensitive

action policy is separated from both methods, the distance rates are reduced by 20%

and 33%, respectively. A pick-and-place demonstration with the proposed method is

shown in Fig. 4.6. The simulation results confirm the validity of our reward space

design which stimulates robots to suction the area close to the centre of the expected

suctioned object, thereby improving the suction success rate.
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Figure 4.4: Suction success rates of the proposed method and the Visual Grasping
method. The dotted lines represent methods without the height-sensitive action policy.

4.2.5 Real-world Evaluation

We evaluate both methods in the real environment using the models trained in Fig. 4.4.

Each model is executed 10 times, and the maximum number of actions is 20 for each

run. The UR5 robot arm is connected to a Robotiq EPick vacuum gripper for real-

world evaluation. A fixed Azure Kinect camera is used to capture RGB-D images with

a resolution of 1280× 720. The suctioned objects are 7× 7× 7 cm3 cubes.

Fig. 4.7 depicts the box plot of real-world evaluation with the proposed method and the
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Figure 4.5: Distance rates of the proposed method and the Visual Grasping method.
The dotted lines stand for methods without the height-sensitive action policy.

Figure 4.6: Pick-and-place demonstration in simulation with the proposed approach.
The proposed method encourages the UR5 robot arm to suction the area close to the
centre of the target objects with the height-sensitive action policy.

Visual Grasping method. The proposed method achieves a 90% suction success rate at

200 training steps in real-world evaluation, while the Visual Grasping method shows

only 40%. When the height-sensitive action policy is separated from both methods,

the suction success rates drop to 65% and 30%, respectively. By implementing the

proposed method, the suction success rate gap between the simulation and the real

environment is only 6%, much smaller than the gap using the Visual Grasping method

(26%). Although the suctions are considered successful in Fig. 4.8, they will result

in real-world failures because of edge suctioning, which enlarges the gap between the
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Figure 4.7: Real-world evaluation of the proposed method and the Visual Grasping
method

(a) (b)

Figure 4.8: Edge suctioning with the Visual Grasping method. Although the suctions
are considered successful in simulation, they will cause real-world failures.

simulation and the real world. The demonstration of real-world evaluation with the

proposed method is shown in Fig. 4.9. By encouraging the UR5 robot arm to suction

the area close to the centre of the target objects, the proposed method has a higher

suction success rate than the Visual Grasping method.

Figure 4.9: The demonstration of real-world evaluation with the proposed approach.
The training model with the proposed method can be implemented directly to a real
suction task without any fine-tuning from the real world.
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Figure 4.10: The demonstration of suctioning in challenging Environment 3

Table 4.1: Average performance in challenging environments

Collision rate (%) Env 1 Env 2 Env 3
The proposed method 0 0 5
The proposed method (No Policy) 0 45 50
Visual Grasping method 0 1 9
Visual Grasping method (No Policy) 5 55.5 60

* No Policy means without the height-sensitive action policy.

4.3 Suction in Challenging Environments

The performance of the height-sensitive action policy in our proposed method is vali-

dated in this section. When humans try to pick and place crowded or stacked objects,

they tend to grasp top objects first and then bottom objects since it’s safer to do so.

Inspired by this, we design a height-sensitive action policy that makes the UR5 robot

arm take the heights of objects into consideration in order to avoid potential collisions

when applying the presented approach. The testing environments are elucidated in

Fig. 4.11. Environment 1 contains fully stacked objects. Environment 2 consists of

half stacked objects, which is more challenging. Environment 3 is the most challenging

environment which contains both half stacked objects and novel objects. As shown in

Fig. 4.10, the proposed method is able to handle crowded and stacked objects in a safe

manner. It can be obtained from Table 4.1 that the more challenging the environment

is, the more effective the height-sensitive action policy is. If the height-sensitive action

policy is removed from both methods in Environment 3, the collision probability will

increase by 45% and 51%, respectively. Some failed examples are shown in Fig. 4.12,

which are due to the fact that the UR5 robot arm tries to suction the object below

first rather than the object above, thus colliding with the object above. This confirms

the necessity of the proposed height-sensitive action policy which ensures safety during

the entire movement of the UR5 robot arm.
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(a) (b) (c)

Figure 4.11: Suctioning in challenging environments: (a) Environment 1; (b) Environ-
ment 2; (c) Environment 3

(a) (b) (c)

Figure 4.12: Examples of collisions without the height-sensitive action policy

4.4 Real-world Unseen Objects Challenge

In this section, we validate the generalisation capability of our proposed vision-based

DRL method. As shown in Fig. 4.13, novel objects contain cylinders of different heights

as well as irregularly shaped objects. The proposed method can generalise to novel

objects with a suction success rate of 90% without any real-world fine-tuning. More

details can be seen in Fig. 4.14.

(a) (b)

Figure 4.13: Novel objects for real-world suctioning: (a) Environment 1; (b) Environ-
ment 2
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Figure 4.14: Pick-and-place novel objects with the proposed method

4.5 Summary

In this chapter, we propose a self-supervised vision-based DRL method to bridge

the gap between simulated and real environments. Overall the proposed approach

outperforms the Visual Grasping method in terms of both suction success rate and

distance rate by large margins. By implementing the proposed approach, the suction

success rate of the real robot achieves 90% at 200 training steps, while the Visual

Grasping method shows only 40%. By implementing the height-sensitive action policy,

the proposed method is able to pick and place crowded and stacked objects safely in

challenging environments. Not only can our model be applied to the real experiment

directly, but also it is capable of generalising to novel objects with a success rate of

90% without any fine-tuning from the real world. In the future, an optimisation of the

proposed method will be explored to handle more complicated scenarios.



Chapter 5

Distributed Neural Networks

Training for Robotic Manipulation

with Consensus Algorithm

In Chapter 3 and Chapter 4, we pay attention to simulations and real experiments

of single-agent DRL. In this chapter, we aim to propose an off-policy algorithm that

combines multi-agent actor-critic based DRL with consensus-based distributed train-

ing. Compared to the policy gradient [416] method, the actor-critic based off-policy

algorithm can perform single-step updates which lead to faster update speed. Addi-

tionally, the actor-critic based off-policy algorithm can select actions on a continuous

action space whereas the Q learning [417] algorithm must have a discrete action space.

Figure 5.1: Training a group of nine UR5 robot arms to reach the random target
positions. The targets are represented by wooden boxes.

107
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Our work builds on the algorithm presented in [2], but our novel algorithm allows us

to update both actor and critic parameters at each time step. As a result, the system

is no longer a single excitation system and the consensus error of the actor network

with our proposed method converges 50 times faster than the algorithm proposed in

[2]. Furthermore, even if the consensus-based distributed training on the critic value

training parameter is removed from our proposed algorithm, the consensus error of the

actor network is still 25 times faster than the algorithm proposed in [2]. To guarantee

convergence of the novel algorithm, a convergence analysis of a consensus algorithm

for a type of nonlinear systems with a Lyapunov method is developed. We use this

result to analyse the convergence properties of both actor and critic training parame-

ters simultaneously in our algorithm.

To sum up, a multi-agent training algorithm with actor-critic based off-policy DRL

and consensus-based distributed training is developed. The convergence of this algo-

rithm is verified in the presence of the actor training parameter and the critic training

parameter. Additionally, a multi-agent training framework is proposed to support the

implementation of our algorithm. Compared with centralized training, the proposed

multi-agent training framework has better scalability with a limited communication

bandwidth when dealing with a large number of agents and protects the privacy of

each agent. The feasibility and efficiency of the proposed algorithm are validated by

experiments using several groups of UR5 robot arms, as shown in Fig. 5.1.

5.1 Problem Formulation

We develop an algorithm that combines multi-agent DRL with consensus-based dis-

tributed training. During the process of training, each agent performs training param-

eter sharing with other agents, which guarantees privacy protection.

5.1.1 Consensus-based Distributed Training

The interaction topology of the J agents is described by an undirected graph G = (V , E)

which consists of a vertex set V = {1, 2, · · · , J} and an edge set E ⊂ V ×V . The edge
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(k, j) ∈ E represents that the kth and jth agents are connected with each other.

For an undirected graph G, we suppose that τk denotes the training parameter vector

for agent k in graph and τ̃k denotes the updated training parameter of τk after a single

consensus step. Therefore, the consensus training step of each agent can be written as

τ̃k = Mτk + uk (5.1)

uk = ιT
∑J

l=1 âkl(τl − τk) (5.2)

where M ∈ Rn×n and M is Schur, uk is the input of the agent k, ι is the scalar cou-

pling gain, T stands for the feedback gain, âkl represents the elements of the graph

adjacency matrix generated by the undirected graph G.

The connectivity of the undirected graph G can be formalized in a weighted connec-

tivity matrix W = [wkl] ∈ RJ×J , where the value of the elements wkl represent the

strength of the connection between these agent k and agent l [418; 400]. So we have

wkl


> 0 if agent k and agent l are connected.

= 0 if agent k and agent l are disconnected.
(5.3)

With the aim of reaching multi-agent consensus for any undirected graph, the weighted

connectivity matrix W should meet the following requirements: 1) wkl ∈ [0, 1], ∀(k, l);

2) wkl = wlk, ∀(k, l); 3)∑J
l=1 wkl ≤ 1, ∀k.

We can use the consensus algorithm to update an agent k in the following scheme by

putting (5.2) into (5.1):

τ̃k = Mτk + ιT
∑J

l=1 âkl(τl − τk)

= Ck (τl, wkl) =
J∑
l=1

wklτl
(5.4)

where Ck denotes the consensus protocol of the kth agent.

Let the training parameter matrices τ̃ and τ represent the concatenation of training

parameter vectors of all the J agents before and after the consensus process, respec-

tively. We can show the update of training parameters of all the J agents with a single
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consensus step as

τ̃ = (IJ ⊗M − ιL⊗ T )τ

= C (τ,W ) = Wτ
(5.5)

where C denotes the consensus protocol for all agents, L is the Laplacian matrix

generated by the given undirected graph, and IJ is a J × J identity matrix. By

repetitively computing (5.5), this algorithm allows all agents to converge to their

average [418].

5.1.2 Actor-critic Based Off-policy Deep Reinforcement Learn-

ing

We consider single-agent training in this scenario. The state of the agent at the current

time step t is represented by st and the action of the agent at the current time step t is

denoted by at. Both the state st and the action at are continuous. The local reward of

the agent at current time step t is defined by r(st, at) and the state transition function

of agent is denoted by st+1 = T (st, at, σt), where σt represents the noise in the state

dynamics at time step t [2; 419].

The state value function V π(s) and the state action value function Qπ(s, a) can be

defined as follows [2]:

V π(s) = E[
∑∞

t=0 ρ
tr(st, at)|s0 = s, π] (5.6)

Qπ(s, a) = E[
∑∞

t=0 ρ
tr(st, at)|s0 = s, a0 = a, π] (5.7)

where π(s) : s −→ a denotes the global deterministic policy function which is followed

starting from this state and ρ ∈ (0, 1) is the discounted factor.

The relationship of the state value function V π(s) and the state action value function

Qπ(s, a) is given by

V π(s) = E[Qπ(s, a), a = π(s)] (5.8)

For all s, the goal of the actor-critic method is to find the optimal policy π̂(s) =
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arg max
π

f(π, s) of each agent to maximize infinite-time discounted-reward value func-

tion f(π, s) = V π(s). As stated in [338], if the parameterization is linear, the policy

function πη(s) and the value function gξ(s, a) can be described as:

πη(s) = ηTϕ(s) (5.9)

gξ(s, a) = ξTψ(s, a) (5.10)

where η ∈ Rk denotes the actor training parameter, ξ ∈ Rk represents the critic

training parameter. ϕ(s) and ψ(s, a) denote the feature functions that respond to the

policy function and the value function, respectively.

Under (5.9), the optimization problem can be converted to the parameterized policy

optimization problem

max
η

f(πη(s), s) (5.11)

which can be solved by gradient descent methods. According to [420], ∇ηf(πη(s), s) =

E[∇ηπ(s)∇aQ
π(s, a)|a = πη(s)].

Since the function Qπ(s, a) is unknown, according to [421; 348], gξ(s, a) can be used to

represent the closest approximation of Qπ(s, a). Hence, gξ(s, a) ≈ Qπ(s, a). The ex-

pression of∇ηf(πη(s), s) can be rewritten as∇ηf(πη(s), s) = E[∇ηπ(s)∇agξ(s, a)|a=πη(s)].

As stated in [303; 422], the process of updating the critic training parameter and the

actor training parameter are given as:

κt = rt+1 + ρgξ(st+1, at+1)− gξ(st, at) (5.12)

ξt+1 = ξt + ακt∇ξg(st, at) (5.13)

ηt+1 = ηt + β∇ηπ(st)∇agξ(st, a)|a=πη(s) (5.14)

where κt stands for the temporal difference error, ξt+1 and ηt+1 represent the updated

critic training parameter and the actor training parameter, respectively. α and β de-

note the critic learning rate and the actor learning rate, respectively. From (5.10), we

have ∇ξg(st, at) = [ψ(s, a)|ξ = ξt, s = st, a = at].

As discussed in [420], we make the following assumptions:
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Assumption 1. For any deterministic policy function πη(s), there always exists a

compatible function approximator of the form

gξ(s, a) = (a− πη(s))T∇ηπ(s)T ξ + V v(s) (5.15)

where gξ(s, a) can be used to represent the closest approximation of Qπ(s, a). V v(s)

can be any differentiable baseline function that is independent of the action a. For

instance, V v(s) can be v(s)T ξ̃, where v(s) represents the state feature function.

5.1.3 Actor-critic Based Off-policy Deep Reinforcement Learn-

ing with Consensus-based Distributed Training

Before we state our main result with J agents, we make the following assumptions:

Assumption 2. All agents share the same training task and scenario.

Assumption 3. Each agent is able to accomplish the training independently.

This algorithm combines multi-agent actor-critic based off-policy DRL with consensus-

based distributed training. Each agent has its own actor training parameter ηj and

critic training parameter ξj. The graph connection between different agents performs

a decentralized consensus-based distributed training.

We consider a network with J agents. In this training scenario, the state of the system

at time t is st = [s1
t , s

2
t , · · · , sJt ] ∈ S, where sjt ∈ S denotes the jth agent at current time

step t. The executed joint action at time t can be rewritten as at = [a1
t , a

2
t , · · · , aJt ] ∈ A,

where ajt ∈ Aj denotes the action of the jth agent at current time step t. The state

space Sj and the action space Aj are continuous. The local reward received by agent j

at current time step t is defined by r(sjt , ajt) and the state transition function of agent j

is denoted by sjt+1 = T (sjt , ajt , σjt ), where σjt represents the noise in the state dynamics

at time step t for agent j [2; 419].

Assumption 4. Any applied exploration policy retains some ultimate bounded stability

for each agent, i.e. S and A are compact sets.
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Similar to (5.6) and (5.7), the state value function V π(s) and the state action value

function Qπ(s, a) of J agents can be defined as follows [2]:

V π(s) = E[
∑∞

t=0 ρ
t
∑J

j=1 r(s
j
t , a

j
t)|s0 = s, π] (5.16)

Qπ(s, a) = E[
∑∞

t=0 ρ
t
∑J

j=1 r(s
j
t , a

j
t)|s0 = s, a0 = a, π] (5.17)

where π(s) : S → A denotes the global deterministic policy function and ρ ∈ (0, 1) is

the discounted factor.

The goal of this algorithm is to find the optimal policy π̂(s) = arg max
π

f(π, s),∀s ∈ S of

each agent to maximize infinite-time discounted-reward value function f(π, s) = V π(s).

The definition of the policy function πη(s) and the value function gξ(s, a) of J agents

can be also represented by (5.9) and (5.10). In this J agent training scenario, η =

[(η1)T , (η2)T , · · · , (ηJ)T ]T ∈ Rnη which denotes the actor training parameter, ξ =

[(ξ1)T , (ξ2)T , · · · , (ξJ)T ]T ∈ Rnξ which represents the critic training parameter.

Similar to the single-agent training scenario, the optimization problem of J agents

can be also converted to the parameterized policy optimization problem as stated in

(5.11). Correspondingly, gξ(s, a) can be also used to represent the closest approxima-

tion of Qπ(s, a) according to [421; 348]. Hence, gξ(s, a) ≈ Qπ(s, a). The expression of

∇ηf(πη(s), s) can be rewritten as ∇ηf(πη(s), s) = E[∇ηπ(s)∇agξ(s, a)|a=πη(s)].

Under Assumption 2 and Assumption 3, for J agents, the process of updating the critic

training parameter and the actor training parameter with consensus-based distributed

training can be described as:

κjt = rjt+1 + ρgξ(sjt+1, a
j
t+1)− gξ(sjt , ajt) (5.18)

ξjt+1 = ξ̃jt + ακjt∇ξg(sjt , ajt) (5.19)

ηjt+1 = η̃jt + β∇ηπ(sjt)∇agξ(sjt , aj)|aj=πη(sj) (5.20)

ξ̃jt+1 = Cj
(
ξkt+1, wkj

)
(5.21)

η̃jt+1 = Cj
(
ηkt+1, wkj

)
(5.22)

where ∇ξg(sjt , ajt) = [ψ(s, a)|ξ = ξjt , s = sjt , a = ajt ] is the gradient of the jth agent, ξjt+1
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represents the updated critic training parameter of the jth agent at the next time step,

ξ̃t+1 stands for the updated critic training parameter of J agents after consensus-based

distributed training at the next time step, ξ̃t is the updated critic training parameter

of J agents after consensus-based distributed training, κjt stands for temporal differ-

ence error of the jth agent, η̃jt stands for the updated actor training parameter of the

jth agent after consensus-based distributed training, η̃jt+1 stands for the updated actor

training parameter of the jth agent after consensus-based distributed training at the

next time step, ηjt+1 represents the actor training parameter of the jth agent at the

next time step.

Algorithm 5.1 summarizes the proposed actor-critic based off-policy DRL with consensus-

based distributed training. Compare with the on-policy method, the off-policy method

is more powerful due to the fact that it ensures the comprehensiveness of the data and

can cover all behaviours.

5.2 Stability Analysis

In this section, we state at first some auxiliary results: The first result considers the

stability analysis of a linear, exponentially stable system impacted by some Lipschitz-

continuous non-linearity. The second result investigates the Lipschitz continuity of the

non-linearities of the overall consensus-based learning algorithms. We use these results

to analyse the convergence properties of the actor and the critic training parameters

for the system described in (5.18)-(5.22).

5.2.1 Convergence Analysis of a Type of Nonlinear Discrete

Systems

Let us consider a system defined as

et+1 = Aet + f̂(et, t), (5.23)

where e ∈ Rn, A ∈ Rn×n, and f̂ : Rn ×R+ → Rn is a Lipschitz continuous function.

Moreover f̂(0, t) = 0 for all t ∈ R+, hence et = 0 is an equilibrium point of the system.
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The matrix A is said to be Schur if the absolute value of all its eigenvalues are within

the unit disk. The notation ∥ · ∥ represents the Euclidean norm of a vector or spectral

norm of a matrix [383; 423].

Theorem 3. Let A be Schur. Then there exists Λ̂ > 0 such that the system defined

in (5.23) is exponentially stable if ∥f̂(et, t)∥ ≤ Λ̂∥et∥ for all t ∈ R+.

Proof. If A is Schur, there exists a matrix Q > 0 such that ATQA − Q < −ΓIn for

some Γ > 0. Take Λ̂ such that Γ = Λ̂∥ATQ∥+ Λ̂∥QA∥+ Λ̂2∥Q∥.

We consider a Lyapunov function

Vt = 1
2e

T
t Qet, (5.24)

then it follows

Vt+1 − Vt = 1
2e

T
t+1Qet+1 −

1
2e

T
t Qet

= 1
2(Aet + f̂(et, t))TQ(Aet + f̂(et, t))−

1
2e

T
t Qet

= 1
2e

T
t ATQAet −

1
2e

T
t Qet + 1

2e
T
t ATQf̂(et, t)+

1
2 f̂(et, t)TQAet + 1

2 f̂(et, t)TQf̂(et, t).

(5.25)

Since ∥f̂(et, t)∥ ≤ Λ̂∥et∥ for all t ∈ R+, yields

Vt+1 − Vt ≤
1
2e

T
t ATQAet + 1

2Λ̂∥ATQ∥eTt et + 1
2Λ̂

∥QA∥eTt et + 1
2Λ̂2∥Q∥eTt et −

1
2e

T
t Qet

= 1
2e

T
t (ATQA + ΓIn −Q)et.

(5.26)

Let R̂ = −(ATQA + ΓIn −Q) > 0, we have

Vt+1 − Vt = −1
2e

T
t R̂et

≤ −λmin(R̂)
2 eTt et

≤ − λmin(R̂)
2λmax(Q)e

T
t Qet

= −âVt.

(5.27)

where â = λmin(R̂)
λmax(Q) > 0. By using the Lyapunov Theorem [424], for any initial condition

e0 ∈ Rn, i.e. the system is exponentially stable.
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Lemma 2. Let xj ∈ Rk. If f̄(xj) is Lipschitz continuous with Lipschitz constant

Λ, and we apply the change of variable ej = xj − x̄, where x̄ = 1
J

∑J
n=1 x

n. Define

e = [(e1)T , (e2)T , · · · , (eJ)T ]T ∈ RJk and f̂(ej, x̄) = f̄(xj) − 1
J

∑J
n=1 f̄(xn), then the

function F̂ (e, x̄) = [f̂(e1, x̄)T , f̂(e2, x̄)T , · · · , f̂(eJ , x̄)T ]T satisfies∥∥∥F̂ (e, x̄)
∥∥∥ ≤ Λ̂∥e∥ ∀e ∈ RJk, (5.28)

where Λ̂ = 2Λ
√
J .

Proof. Since f̄(xt) is Lipschitz continuous with a Lipschitz constant Λ, it follows∥∥∥f̂(ej, x̄)
∥∥∥ =

∥∥∥∥∥ 1
J

∑J

n=1 f̄(xj)− 1
J

∑J

n=1 f̄(xn)
∥∥∥∥∥

=
∥∥∥∥∥ 1
J

∑J

n=1(f̄(xj)− f̄(xn))
∥∥∥∥∥

≤ Λ
J

∑J

n=1 ∥x
j − xn∥

= Λ
J

∑J

n=1 ∥(x
j − x̄)− (xn − x̄)∥

= Λ
J

∑J

n=1 ∥e
j − en∥

≤ Λ
J

∑J

n=1(∥e
j∥+∥en∥)

= Λ∥ej∥+ Λ
J

∑J

n=1∥e
n∥ .

(5.29)

Then, ∥∥∥F̂ (e, x̄)
∥∥∥2

=
∑J

n=1

∥∥∥f̂(en, x̄)
∥∥∥2

≤
(∑J

n=1

∥∥∥f̂(en, x̄)
∥∥∥)2

≤ (2Λ
∑J

n=1∥e
n∥)2

≤ 4Λ2J
∑J

n=1∥e
n∥2

= 4Λ2J∥e∥2 ,

(5.30)

where we have used the generalized mean. So we complete the proof if Λ̂ = 2Λ
√
J .

5.2.2 Convergence Analysis of the Critic Training Parameter

In this section, we analyse the critic training parameter dynamics as defined in (5.19)

and (5.21).
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Substituting ∇ξg(sjt , ajt) in (5.19) with (5.10), it follows

ξjt+1 = ξ̃jt + ακjtψ(sjt , ajt)

= ξ̃jt + α(rjt+1 + ρgξ(sjt+1, a
j
t+1)

− gξ(sjt , ajt))ψ(sjt , ajt)

= ξ̃jt + α(rjt+1 + ρ(ξjt )Tψ(sjt+1, a
j
t+1)

− (ξjt )Tψ(sjt , ajt))ψ(sjt , ajt).

(5.31)

We show that the nonlinear term in the equation above is Lipschitz continuous:

Lemma 3. Let Ξ(ξt, rt+1, st, st+1, at, at+1) = α(rt+1+ρ(ξt)Tψ(st+1, at+1)−ξTt ψ(st, at))ψ(st, at),

where st, st+1 ∈ S and at, at+1 ∈ A, for all t. Then, Ξ is Lipschitz continuous with

respect to the variable ξt.

Proof. With some abuse of notation, henceforth we use Ξ(ξt) = Ξ(ξt, rt+1, st, st+1, at, at+1).

For any ξt and ξt′ , we have
∥∥∥Ξ(ξt′ )− Ξ(ξt)

∥∥∥ = α∥(rt+1 + (ξt′ )T (ρψ(st+1, at+1)−

ψ(st, at)))ψ(st, at)− (rt+1 + (ξt)T (ρ

ψ(st+1, at+1)− ψ(st, at)))ψ(st, at)∥

= α∥(ξt′ − ξt)T (ρψ(st+1, at+1)−

ψ(st, at))ψ(st, at)∥

≤ α∥ρψ(st+1, at+1)− ψ(st, at)∥

∥ψ(st, at)∥∥ξt′ − ξt∥.

(5.32)

By Assumption 4, st and st+1 belong to a compact set S, at and at+1 belong to a com-

pact setA, ∀t, there exists Λ > 0 that satisfies α∥ρψ(st+1, at+1)−ψ(st, at)∥∥ψ(st, at)∥ <

Λ, ∀t, st ∈ S, at ∈ A as ψ is a bounded function. As a result, Ξ is Lipschitz continuous

with respect to ξt, i.e. ∥∥∥Ξ(ξt′ )− Ξ(ξt)
∥∥∥ < Λ∥ξt′ − ξt∥. (5.33)

α will allow to tune the Lipschitz constant of the non-linearity which will be important

for analysis later.
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Now, the critic training process of each agent is given by

ξjt+1 = ξ̃jt + Ξ(ξjt ) (5.34)

ξ̃jt = Mξjt + ιT
∑J

l=1 âjl(ξ
l
t − ξ

j
t ) (5.35)

where M = m̂Ik and m̂ ≤ 1, ι is the scalar coupling gain, T stands for the feedback

gain, âjl represents the elements of the graph adjacency matrix generated by the undi-

rected graph G.

For J agents, the training process can be rewritten as

ξt+1 = (IJ ⊗M)ξt − (ιL⊗ T )ξt + Ω(ξt)

= (IJ ⊗M − ιL⊗ T )ξt + Ω(ξt)

= A′ξt + Ω(ξt),

(5.36)

where A′ = IJ ⊗M − ιL⊗ T and Ω(ξt) = [Ξ(ξ1
t )T ,Ξ(ξ2

t )T , ...,Ξ(ξJt )T ]T .

Proposition 1. Given an undirected graph G, under Assumptions 2, 3 and 4, if A is

Schur, the critic training parameter ξ of each agent in (5.19) and (5.21) will exponen-

tially converge to a neighbourhood of the optimal value ξ∗ for some small enough α.

The size of the neighbourhood approaches 0 as M approaches Ik.

Proof. Let ξ̄ = 1
J

∑J
n=1 ξ

n, ej = ξj − ξ̄, for J agents, the error et is given by

et = ((IJ −
1
J

11T )⊗ Ik)ξt. (5.37)

Since (IJ− 1
J
11T )⊗Ik and IJ⊗M− ιL⊗T are commute, combining (5.36) and (5.37),

yields

et+1 = ((IJ −
1
J

11T )⊗ Ik)((IJ ⊗M − ιL⊗ T )et + Ω(ξt))

= Aet + BΩ(ξt), (5.38)

where A = BA′, B = (IJ − 1
J
11T )⊗ Ik.
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Algorithm 5.1 Actor-critic based off-policy DRL with consensus-based distributed

training
1: Initialize each agent actor training parameter ηj0, critic training parameter ξj0, critic

learning rate α, actor learning rate β, initial state sj0, fixed behaviour policy µ,

discounted factor ρ, maximum time limit T̂ , maximum episode limit N̂ , exploration

noise Ot.

2: for episode = 1, N̂ do

3: Reset the environment.

4: Receive initial state sj1 for each agent.

5: for t = 1, T̂ do

6: Choose action ajt = µ(sjt) + Ot for action exploration according to the fixed

behaviour policy and the exploration noise.

7: Execute ajt , calculate reward rjt+1 and get new state sjt+1.

8: Store transition (sjt , ajt , rjt , sjt+1) in the replay buffer Rp.

9: Sample a minibatch (sjt , ajt , rjt , sjt+1) from transitions in Rp.

10: Compute temporal difference error:

κjt = rjt+1 + ρgξ(sjt+1, a
j
t+1)− gξ(sjt , ajt).

11: Update the local critic value training parameter:

ξjt+1 = ξ̃jt + ακjt∇ξg(sjt , ajt).

12: Update the local actor policy training parameter:

ηjt+1 = η̃jt + β∇ηπ(sjt)∇agξ(sjt , aj)|aj=πη(sj).

13: Perform consensus-based distributed training on the critic value training pa-

rameter and the actor policy training parameter of each agent:

ξ̃jt+1 = Cj
(
ξkt+1, wkj

)
.

η̃jt+1 = Cj
(
ηkt+1, wkj

)
.

14: end for

15: end for

By Lemma 3, Ξ is Lipschitz continuous with constant Λ. Let Ξ̂(ξi) = Ξ(ξi) −
1
J

∑J
n=1 Ξ(ξn). Then, by Lemma 2, the nonlinear function

BΩ(ξ) =
[
Ξ̂(ξ1)T Ξ̂(ξ2)T · · · Ξ̂(ξJ)T

]T
satisfies ∥BΩ(ξ)∥ ≤ 2Λ

√
J∥e∥ for all ξ̄.
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As A is Schur and Λ is proportional to α, by applying Theorem 3, there exists a small

enough selection of α such that limt→∞ et = 0. Let B′ = 1
J
11T ⊗ Ik, from (5.36), we

can get

ξ̄t+1 = (IJ ⊗M)ξ̄t + B′Ω(ξt). (5.39)

When m̂ = 1, M = Ik, we can obtain that the critic training parameter ξ will converge

to ξ∗ from Assumption 2.

When m̂ < 1, under Assumption 2, it can be obtained that Ω(ξ∗) = 0. Therefore,

ξ̄t+1 − ξ∗ = (IJ ⊗M)ξ̄t − ξ∗ + B′Ω(ξt)−B′Ω(ξ∗)

= (IJ ⊗M)(ξ̄t − ξ∗) + B′Ω(ξ̄t)−B′Ω(ξ∗)

+ B′Ω(ξt)−B′Ω(ξ̄t) + (IJ ⊗M)ξ∗ − ξ∗.

(5.40)

Consider a Lyapunov function Vn = Qn∥ξ̄t− ξ∗∥2, where Qn > 0, and Qn∥IJ ⊗M∥2−

Qn < 0. From the average inequality, it follows that

Vn(t+ 1)− Vn(t) = Qn∥(IJ ⊗M)(ξ̄t − ξ∗) + B′Ω(ξ̄t)−B′Ω(ξ∗)

+ B′Ω(ξt)−B′Ω(ξ̄t) + (IJ ⊗M)ξ∗ − ξ∗∥2 −Qn∥ξ̄t − ξ∗∥2

≤ ((1 + 3k̂)Qn∥IJ ⊗M∥2 −Qn + (1
k̂

+ 3)QnΛ2J)∥ξ̄t − ξ∗∥2

+ (1
k̂

+ 3)QnΛ2J∥ξt − ξ̄t∥2 + (1
k̂

+ 3)Qn∥(IJ ⊗M)ξ∗ − ξ∗∥2. (5.41)

There exists k̂ > 0 so that kn > 0, k∗
n > 0, and 0 < k̄n <

âλmin(Q)
2 , where

−kn = (1 + 3k̂)Qn∥IJ ⊗M∥2 −Qn + (1
k̂

+ 3)QnΛ2J (5.42)

and

k̄n = (1
k̂

+ 3)QnΛ2J, k∗
n = (1

k̂
+ 3)Qn. (5.43)

Hence,

Vn(t+ 1)− Vn(t) ≤ −kn∥ξ̄t − ξ∗∥2 + k̄n∥et∥2+

k∗
n∥(IJ ⊗M)ξ∗ − ξ∗∥2

≤ − kn
Qn

Vn + 2k̄n
λmin(Q)Vt + k∗

n∥(IJ ⊗M)ξ∗ − ξ∗∥2. (5.44)
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Then, we can construct a new Lyapunov function

Va(t) = Vn(t) + Vt (5.45)

From (5.27) and (5.44), we have

Va(t+ 1)−Va(t) = Vn(t+ 1)− Vn(t) + Vt+1 − Vt

≤ − kn
Qn

Vn(t)− āVt + k∗
n∥(IJ ⊗M)ξ∗ − ξ∗∥2

≤ −gaVa(t) + k∗
n∥(IJ ⊗M)ξ∗ − ξ∗∥2.

(5.46)

where ga = min{ kn

Qn
, ā, g∗}, ā = â− 2k̄n

λmin(Q) > 0, and g∗ ∈ (0, 1) is a constant. Hence,

0 < ga < 1, we can get

Va(t+ 1) ≤ (1− ga)Va(t) + k∗
n∥(IJ ⊗M)ξ∗ − ξ∗∥2 (5.47)

When t→ +∞,

Va(t) ≤
k∗
n

ga
∥(1− m̂)ξ∗∥2 (5.48)

As a result, the critic training parameter ξ will exponentially converge to a neighbour-

hood of the optimal value ξ∗ for some small enough α. The size of the neighbourhood

approaches 0 as M approaches Ik. This completes the proof.

5.2.3 Convergence Analysis of the Actor Training Parameter

In this section, we analyse the actor training parameter dynamics as defined in (5.20)

and (5.22).

Under Assumption 1 and (5.9), (5.20) can be rewritten as

ηjt+1 = η̃jt + β∇ηπ(sjt)(∇ηπ(sjt))T ξjt

= η̃jt + βϕ(sjt)ϕ(sjt)T ξjt .
(5.49)

Following [425; 426], ξj = χ(ηj) where χ is a Lipschitz continuous function. Therefore,

(5.49) can be rewritten as

ηjt+1 = η̃jt + βϕ(sjt)ϕ(sjt)Tχ(ηjt ). (5.50)

We show that the nonlinear term in the equation above is Lipschitz continuous:
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Lemma 4. Let H(ηjt , st) = βϕ(sjt)ϕ(sjt)Tχ(ηjt ), if st ∈ S, ∀t. Then H is Lipschitz

continuous in ηjt .

Proof. With some abuse of notation, henceforth we use H(ηjt , st) = H(ηjt ). Since χ(η)

is Lipschitz continuous, for any ηt and ηt′ , we have

∥χ(ηt′ )− χ(ηt)∥ < λ∗∥ηt′ − ηt∥, (5.51)

where λ∗ > 0 is a Lipschitz constant. From (5.51), it follows

∥H(ηt′ )−H(ηt)∥ = ∥βϕ(sjt)ϕ(sjt)Tχ(ηj
t′

)− βϕ(sjt)

ϕ(sjt)Tχ(ηjt )∥

≤ β∥ϕ(sjt)ϕ(sjt)T∥∥χ(ηjt )− χ(ηjt )∥

< β∥ϕ(sjt)ϕ(sjt)T∥λ∗∥ηt′ − ηt∥.

(5.52)

By Assumption 4, st belongs to a compact set S, ∀t, there exists a λ that satisfies

β∥ϕ(sjt)ϕ(sjt)T∥λ∗ < λ, ∀t, st ∈ S as ϕ is a bounded function. Therefore, H is Lipschitz

continuous in ηt, i.e.

∥H(ηt′ )−H(ηt)∥ < λ∥ηt′ − ηt∥ (5.53)

for all ηt′ and ηt.

β will allow tuning the Lipschitz constant of the non-linearity which will be important

for analysis later.

Now, the actor training process of each agent is obtained by

ηjt+1 = η̃jt +H(ηjt ) (5.54)

η̃jt = M̂ηjt + ϵK
∑J

l=1 âjl(η
l
t − η

j
t ) (5.55)

where M̂ = m̂Ik and m̂ ≤ 1, ϵ is the scalar coupling gain, K stands for the feedback

gain, âjl represents the elements of the graph adjacency matrix generated by the undi-

rected graph G.
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For J agents, the training process can be rewritten as

ηt+1 = (IJ ⊗ M̂)ηt − (ϵL⊗K)ηt +G(ηt)

= (IJ ⊗ M̂ − ϵL⊗K)ηt +G(ηt)

= A′ηt +G(ηt),

(5.56)

where A′ = IJ ⊗ M̂ − ϵL⊗K and G(ηt) = [H(η1
t )T , H(η2

t )T , ..., H(ηJt )T ]T .

Proposition 2. Given an undirected graph G, under Assumptions 1, 2, 3 and 4, if

A is Schur, the actor training parameter η of each agent in (5.20) and (5.22) will

exponentially converge to a neighbourhood of the optimal value η∗ for small enough β.

The size of the neighbourhood approaches 0 as M̂ approaches Ik.

Proof. Let η̄ = 1
J

∑J
n=1 η

n, ej = ηj − η̄, for J agents, the error et is given by

et = ((IJ −
1
J

11T )⊗ Ik)ηt. (5.57)

Since (IJ − 1
J
11T ) ⊗ Ik and IJ ⊗ M̂ − ϵL ⊗ K are commute, combining (5.56) and

(5.57), yields

et+1 = ((IJ −
1
J

11T )⊗ Ik)((IJ ⊗ M̂ − ϵL⊗K)et +G(ηt))

= Aet + BG(ηt), (5.58)

where A = BA′, B = (IJ − 1
J
11T )⊗ Ik.

By Lemma 4, H is Lipschitz continuous with constant λ. Let Ĥ(ηi) = H(ηi) −
1
J

∑J
n=1 H(ηn). Then, by Lemma 2, the nonlinear function

BG(η) =
[
Ĥ(η1)T Ĥ(η2)T · · · Ĥ(ηJ)T

]T
satisfies ∥BG(η)∥ ≤ 2λ

√
J∥e∥ for all η̄.

As A is Schur and λ is proportional to β, by applying Theorem 3, there exists a small

enough selection of β such that limt→∞ et = 0.

Similarly, we can choose the Lyapunov function as

Vb(t) = Qn∥η̄t − η∗∥2 + Vt (5.59)
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By using the same analysis in Proposition 1, it follows that the actor training parameter

η will exponentially converge to a neighbourhood of the optimal value η∗ for small

enough β. The size of the neighbourhood approaches 0 as M̂ approaches Ik. This

completes the proof.

5.3 Experiments and Results

The feasibility of the proposed multi-agent training framework and algorithm is vali-

dated in this section. Section 5.3.1 compares the proposed method with the existing

consensus-based RL method and Section 5.3.2 introduces the setup of our proposed

algorithm. The training details are depicted in Section 5.3.3 and Section 5.3.4 demon-

strates the simulation results. A comparison with an existing multi-agent algorithm

is conducted in Section 5.3.5. Section 5.3.6 details the discussion on bandwidth and

privacy protection.

5.3.1 Comparison with Existing Consensus-based RL Method

Perhaps the most relevant work to our proposed algorithm is shown in [2]. The key

idea in [2] is to perform consensus-based distributed training with RL in a two-time

scale technique, which means each local policy training parameter is fixed during the

critic update and every local critic training parameter has already reached the correct

value during the actor update. Additionally, consensus-based distributed training is

only applied to each local policy training parameter. Compared with [2], our algorithm

is able to update both actor and critic training parameters simultaneously. As a result,

the system is no longer a single excitation system and the consensus error of the actor

network with our proposed method (as shown in Fig. 5.2 (b)) converges 50 times faster

than the algorithm proposed in [2] (as shown in Fig. 5.2 (a)). Furthermore, even if the

consensus-based distributed training on the critic value training parameter is removed

from our proposed algorithm, the consensus error of the actor network (as shown in

Fig. 5.2 (c)) is still 25 times faster than the algorithm proposed in [2].



CHAPTER 5. DISTRIBUTED NNS WITH CONSENSUS 125

(a)

(b)

(c)

Figure 5.2: Consensus error of the actor network with 6 agents. The setup for both
methods are described in [2]. (a) With the algorithm proposed in [2] (b) With our
algorithm (c) With our algorithm except consensus-based distributed training on the
critic value training parameter
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5.3.2 Deep Reinforcement Learning Setup

As mentioned in the Section above, the aim of the experiment is to train each UR5

robot arm to reach the random target position in a smooth trajectory without jerk.

Reward Space

Each UR5 robot arm is designed to reach its target position. The reward function for

each robot arm is defined as

rj = rdj + raj + rkj (5.60)

where rj stands for accumulated reward of the jth UR5 robot arm, rdj represents the

distance reward of the jth UR5 robot arm, raj describes the arrive reward of the jth

UR5 robot arm, rkj is the smoothness reward of the jth UR5 robot arm.

The distance reward rdj can be computed by

rdj = rpj − rcj (5.61)

where rpj denotes the distance between the end effector position and the target point

with previous action of the jth UR5 robot arm, rcj stands for the distance between the

end effector position and the target point with current action of the jth UR5 robot

arm. If rpj is greater than rcj the robot will receive a positive distance reward since it

gets closer to the target.

The arrive reward raj is given by

raj =


rap if |rcj| < rdh

0 otherwise
(5.62)

where rap equals to a positive peak reward, rdh represents the distance threshold.

The smoothness reward rkj is computed by

rkj =


−rkp if |rdj| > rkh

0 otherwise
(5.63)

where rkp denotes a positive smoothness peak reward, rkh represents the smoothness

threshold, and | · | represents the Euclidean norm of a vector. As a result, rkj will
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receive punishment if |rdj| is above the smoothness threshold. By introducing rkj in the

accumulated reward, the smooth trajectory of the UR5 robot arm can be guaranteed.

Figure 5.3: The joint positions of a UR5 robot arm.

Action Space and State Space

The base joint of each UR5 robot arm is actuated in this scenario, together with the

second joint and the third joint from the base. Consequently, for each UR5 robot arm,

the action space is a vector of dimension 3 that consists of three different joint values,

which are the shoulder pan joint, the shoulder lift joint and the elbow joint, as shown

in Fig. 5.3.

The state space is a vector of dimension 16 which includes the action space, the location

of the elbow joint and the wrist 2 joint, the distance between the elbow joint and the

goal, the distance between the wrist 2 joint and the goal, the distance between the

end effector and the goal.

Neural Network Structure

The input of the actor network passes the data through three dense layers whose

activation functions are ReLu [403] with either 500 or 1000 nodes, as shown in Fig. 5.4.

It contains 16 elements, which are the joint angle of the shoulder pan joint, the shoulder

lift joint, the elbow joint, the location of the elbow joint and the wrist 2 joint, the

distance between the elbow joint and the goal, the distance between the wrist 2 joint
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Figure 5.4: The structure of the actor network. The fixed layers are marked with
yellow boxes.

Figure 5.5: The structure of the critic network. The fixed layers are marked with
yellow boxes.

and the goal, the distance between the end effector and the goal. The output of the

actor network consists of 3 elements, which are the joint angle of the shoulder pan

joint, the shoulder lift joint and the elbow joint. This is also used in the input of the

critic network, as illustrated in Fig. 5.5. The other input of the critic network shares

the same elements as the input of the actor network. The output of the critic network

depicts how good the actor performance is, which is a Q value generated by a linear

activation function.

During each iteration, each UR5 robot arm tries to explore the environment with ran-

dom noise. The accumulated reward can be computed by rj. For each training, the

state space, the action space, the next state space and the accumulated reward are

stored in the replay buffer, and the training model can learn from the replay buffer

randomly when it is full.

In order to satisfy the condition listed in (5.9) and (5.10), the first two layers of the
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actor network and the first three layers of the critic network are fixed with the optimal

weight. The fixed layers are marked with yellow boxes.

5.3.3 Training Details

(a)

(b)

(c)

Figure 5.6: Actor-critic based off-policy DRL and consensus-based distributed training
with different numbers of UR5 robot arms. (a) With 4 UR5 robot arms. (b) With 6
UR5 robot arms. (c) With 12 UR5 robot arms.

Our system was trained in ROS [405] and Gazebo [427] for efficiency. Experiments were

carried out with different numbers of UR5 robot arms, as demonstrated in Fig. 5.6.

Single UR5 robot arm training with actor-critic based DRL is applied in Fig. 5.8 as a

baseline to compare with our consensus-based distributed DRL algorithm. Other three
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Figure 5.7: Interaction topology of 4, 6, 9 and 12 agents.

experiments are implementing our consensus-based distributed training with four UR5

robot arms, as shown in Fig. 5.8. Fig. 5.8 (a) and Fig. 5.8 (b) compare the perfor-

mance of four UR5 robot arms with different feedback gains. Fig. 5.8 (a) and Fig. 5.8

(c) contrast the performance of four UR5 robot arms with higher connectivity. The

experiments in Fig. 5.9 are implementing our algorithm with six, nine and twelve UR5

robot arms.

The interaction topology of different numbers of UR5 robot arms is shown in Fig. 5.7.

The scalar coupling gain τ for the critic training parameter ξ and the scalar coupling

gain ϵ for the actor training parameter η are both set to 0.3. The feedback gain T

for the critic training parameter ξ is set to 0.9, so does the feedback gain K for the

actor training parameter η. It can be verified that A is Schur for both actor and critic

training scenarios.

For each UR5 robot arm, the actor learning rate β in (5.19) and the critic learning

rate α in (5.20) are set to 0.001. The discounted factor ρ [303] listed in (5.18) has a

fixed value of 0.9. The action exploration mentioned in Algorithm 5.1 satisfies ϵ-greedy

exploration strategy [303] with ϵ initialized at 0.9 and a decay rate ρ̂ = 0.99995. The

maximum time limit T̂ is set to 200 and the maximum episode limit N̂ is initialized

at 255.
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5.3.4 Simulation Results

In this section, we evaluate the performance of the proposed method in various ways.

Evaluation of Decentralized Consensus Training

The average reward graph of implementing our algorithm with four UR5 robot arms is

elucidated in Fig. 5.8 (a), which confirms the validity of the theoretical analysis. The

interaction topology used in Fig. 5.8 (a) is shown in Fig. 5.7. The average reward of

single UR5 robot arm training is taken as the base of the comparison. The average

reward is computed by averaging the reward within a fixed batch size. Compared with

single UR5 robot arm DRL, the training speed of our algorithm is faster. Besides, the

average reward curve of each UR5 robot arm is more stable. All UR5 robot arms

training with our algorithm have reached consensus at about 10000 steps while the

training reward of a single UR5 robot arm did not increase until reaching around 29000

steps. The proposed algorithm guarantees a better performance compared with single

UR5 robot arm DRL.

Fig. 5.8 (b) depicts the average reward graph of implementing our algorithm with four

UR5 robot arms with the feedback gain set to 0.1. Compared with Fig. 5.8 (a), all UR5

robot arms reach consensus at around 12000 steps. This shows that a smaller feed-

back gain can slow down the training. If the interaction topology of four UR5 robot

arms is set to fully connected, the required convergence steps decrease to around 5000

steps, as shown in Fig. 5.8 (c). In addition, the reward curve of each UR5 robot arm

looks tighter because the communication between each UR5 robot arm is strength-

ened. Therefore, larger feedback gain and fully connected interaction topology result

in faster convergence to the optimal result.

Fig. 5.9 describes the average reward performance of three groups of different numbers

of UR5 robot arms. The interaction topology used in Fig. 5.9 is shown in Fig. 5.7.

The average reward is computed by averaging the reward within a fixed batch size. As

stated in Fig. 5.9 (a), all six UR5 robot arms converge to the optimal value at around

8000 steps, which is smaller than the consensus steps with four UR5 robot arms shown
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(a)

(b)

(c)

Figure 5.8: Average reward graph of the algorithm with 4 UR5 robot arms compared
with single-agent DRL. (a) The feedback gain is set to 0.9. (b) The feedback gain is
set to 0.1. (c) The interaction topology is completely connected with feedback gain
set to 0.9.
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(a)

(b)

(c)

Figure 5.9: Average reward graph of the algorithm with three groups of different
numbers of UR5 robot arms. (a) Performing consensus-based distributed training
with 6 UR5 robot arms at every 1 step. (b) Performing consensus-based distributed
training with 9 UR5 robot arms at every 1 step. (c) Performing consensus-based
distributed training with 12 UR5 robot arms at every 1 step.
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in Fig. 5.8 (a). In the case of nine UR5 robot arms with the same algorithm, the re-

quired convergence steps descend to around 6900 steps, as shown in Fig. 5.9 (b). In

Fig. 5.9 (c), only around 6300 steps are required to converge to the optimal value if

twelve UR5 robot arms participate in training. As a result, a larger number of UR5

robot arms participating in this algorithm leads to faster convergence to the optimal

result.

Fig. 5.11 and Fig. 5.12 reveal the variation of the consensus error of the actor and critic

networks correspond to the interaction topology as shown in Fig. 5.10. We can see

that the consensus errors of both actor and critic converge to zero and the convergence

speed will increase if the communication between the agents is strengthened, as shown

in Fig. 5.13.

Figure 5.10: Interaction topology of 6 agents, with the Fiedler eigenvalues equal to 1,
1.7, 4, and 6.

Evaluation of Performance Tests

In order to compare and contrast the performance of the proposed algorithm, 50 trials

were tested, varying the number of UR5 robot arms with models at different training

steps. Fig. 5.14 depicts the number of times that each UR5 robot arm reaches the

target point subjected to different scenarios. It can be seen that a larger number of

UR5 robot arms participating in the training process results in a larger number of

times that each UR5 robot arm reaches the target point in all cases, which can be
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(a)

(b)

Figure 5.11: Consensus error of the actor network with 6 UR5 robot arms. (a) With
the Fiedler value equal to 1 (b) With the Fiedler value equal to 6

viewed as a significant factor that controls the consensus speed of the proposed al-

gorithm. Fig. 5.15 illustrates how a group of four UR5 robot arms reach the target

point. The random target point is represented by the location of the wooden box

in Gazebo. Each UR5 robot arm has the same default initial position. If any UR5

robot arm reaches the target point, its position will be reset to the default initial posi-

tion for the next training and the target point will be reset to another random position.

It can be inferred from the experiments that this proposed algorithm makes all UR5

robot arms converge to the optimal model. In addition, the performance of all UR5
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(a)

(b)

Figure 5.12: Consensus error of the critic network with 6 UR5 robot arms. (a) With
the Fiedler value equal to 1 (b) With the Fiedler value equal to 6

robot arms with this proposed algorithm is better than the performance of single

UR5 robot arm training. The consensus speed of all UR5 robot arms depends on the

connectivity of interaction topology and the number of training agents. The consensus

speed of this proposed algorithm can be refined by either increasing the connectivity

of interaction topology in consensus-based distributed training or letting more agents

participate in training.
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Figure 5.13: Iteration steps versus Fiedler eigenvalues of the actor network and the
critic network with 6 UR5 robot arms. The Fiedler eigenvalues are calculated by the
interaction topology shown in Fig. 5.10.

Figure 5.14: Box plot of the number of times that each UR5 robot arm reaches the
target point in 100 s with models at different training steps. The results in each case
are collected from 50 trials with random target positions.

Evaluation of Trajectory Learning

As mentioned in (5.60), the reward space consists of a distance reward, an arrive re-

ward and a smoothness reward. By introducing a smoothness reward in the reward
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Figure 5.15: Performance tests of consensus-based distributed training with 4 UR5
robot arms.

space, each UR5 robot arm is able to reach the random target position in a smooth tra-

jectory without jerk. Different from standard path planning methods, this algorithm

can not only ensure that all angles of the UR5 robot arm are within the allowable

range when the end effector of the UR5 robot arm reaches the target point, but also

guarantee that all angles of the UR5 robot arm are within the allowable range during

the entire process of reaching the random target point.

The performance of smooth path planning learning of each UR5 robot arm is validated

in Fig. 5.16. Fig. 5.16 (a) and Fig. 5.16 (b) demonstrate the trajectories of the end

effector of different numbers of UR5 robot arms with different training models at one

step. The dotted line stands for the trajectories of the end effector of each UR5 robot

arm, which is called the actual line. Fig. 5.16 (a) represents the trajectories of the end

effector of four UR5 robot arms with the training models at 6000 steps. Fig. 5.16 (b)

depicts the trajectories of the end effector of twelve UR5 robot arms with the training

models at 8000 steps. The red straight line that connects the start and the end point in

both Fig. 5.16 (a) and Fig. 5.16 (b) represents the shortest distance of each UR5 robot
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(a)

(b)

(c)

Figure 5.16: (a) Trajectories of the end effector of 4 UR5 robot arms with the training
models at 6000 steps. (b) Trajectories of the end effector of 12 UR5 robot arms with
the training models at 8000 steps. (c) Error rate of the trajectories of the end effector
of different numbers of UR5 robot arms with different training models at one step.
The result in each case is collected from 50 trials with random target positions.
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arm, which is called the reference line. Compared with Fig. 5.16 (a), the trajectories

of the end effector of UR5 robot arms in Fig. 5.16 (b) are closer to the reference line.

The error rate of each UR5 robot arm in Fig. 5.16 (c) is computed as follows:

er =
∣∣∣∣∣ la − lrlr

∣∣∣∣∣ (5.64)

where er represents the error rate of each UR5 robot arm, la is the length of the actual

line of each UR5 robot arm and lr stands for the length of the reference line of each

UR5 robot arm.

The error rate of the end effector trajectories of different numbers of UR5 robot arms

with different training models is shown in Fig. 5.16 (c). As can be seen from the

graph, the error rate of each UR5 robot arm descends as the number of training steps

ascends. Moreover, more agents involved in the proposed algorithm leads to less error

rate and more stable performance.

It can be inferred from the experiment that after doing consensus to the actor training

parameter and the critic training parameter, for each UR5 robot arm, the critic is

more likely to give bigger reward to the action that makes the UR5 robot arm closer

to the target position. Because of the off-policy algorithm, the actor is more likely to

repeat the joint angles that give high rewards, which are closer to the target position.

Therefore, the UR5 robot arm is able to learn a smooth path planning trajectory to

the random target point and learn how to reach the random target point with the

shortest allowable trajectory as the number of training steps increases.

The first two layers of the actor network and the first three layers of the critic network

are fixed with the optimal weight in order to satisfy the condition listed in (5.9) and

(5.10). If all the previously fixed layers are randomly initialized and subjected to

the consensus algorithm, our algorithm is still applicable. This will be a non-convex

optimization problem that we could expand on in future work.
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5.3.5 Comparison with Existing Multi-agent Algorithm

We confirm the validity of our multi-agent DRL framework using the algorithm pro-

posed in [3]. The key idea in [3] is to update both actor and critic training parameters

during each training iteration and only apply consensus-like training to each local

policy training parameter. Different from [3], our algorithm is able to update both

actor and critic training parameters simultaneously with consensus-based distributed

training. Consequently, our proposed method is completely implemented under a dis-

tributed training protocol with DRL. The average reward graph of four UR5 robot

arms shows that our proposed method (as shown in Fig. 5.8 (a)) converges faster than

the algorithm proposed in [3] (as shown in Fig. 5.17), which validates the efficiency of

our proposed algorithm.

Figure 5.17: Average reward graph of 4 UR5 robot arms compared to single-agent
DRL with the algorithm proposed in [3].

5.3.6 Discussion on Bandwidth and Privacy Protection

Discussion on Bandwidth

Existing methods [175; 176] are mostly designed for a centralized graph, in which there

is a central agent connected with multiple agents to share information and parame-

ters, as demonstrated in Fig. 5.18 (a). Our method focuses on a decentralized topology

which has better scalability without increasing the communication bandwidth when
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dealing with a large number of agents, as shown in Fig. 5.18 (b). The potential bottle-

neck of using a centralized topology is the communication traffic jam since the central

agent needs to receive information from all other agents and send information back

to them during each training iteration. If a communication traffic jam occurs on the

central agent, it will cause severe data loss. With a limited communication band-

width, the number of agents that the central agent can support each time is limited.

Nevertheless, by implementing a decentralized topology, the number of agents that

can be supported each time is much larger under the same communication bandwidth.

Compared to the centralized topology, the decentralized topology avoids the commu-

nication traffic jam on the central agent, which makes it possible to tackle more agents

training without increasing the internet bandwidth.

(a) (b)

Figure 5.18: Examples of graph topologies. The star denotes the central agent. (a)
Centralized (b) Decentralized

Discussion on Privacy Protection

In practical applications, we cannot directly collect users’ data to train a RL model due

to the fact that these data contain users’ privacy. For instance, if the heads of multiple

hospitals want to jointly train a RL model for disease diagnosis, due to patient privacy

issues, the hospital heads cannot directly share the patients’ medical data with each

other. To avoid the issue of user privacy leakage, training weights are shared between

different agents with our proposed method instead of users’ data since training weights

are processed numbers. Compared with sharing users’ data directly, sharing training

weights between different agents are more secure and reliable.
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5.4 Summary

A novel multi-agent training framework is proposed to support the training of multiple

UR5 robot arms. In order to handle more agents training without increasing internet

bandwidth and protect the privacy of each UR5 robot arm, a novel multi-agent train-

ing algorithm with actor-critic based off-policy DRL and consensus-based distributed

training is proposed. The convergence analyses of the actor training parameter and

the critic training parameter with Lyapunov method are provided to confirm the va-

lidity of the proposed training algorithm. By setting up appropriate reward space,

action space and observation space, the experiments are provided to train each UR5

robot arm to reach the random target position smoothly. Compared with single UR5

robot arm DRL, the performance of all UR5 robot arms is better when this proposed

algorithm is used. The consensus speed of this algorithm can be tuned by switching to

a larger feedback gain, changing to an interaction topology with higher connectivity

and adding more agents in the training process. The UR5 robot arm can learn how to

reach the random target point with the shortest allowable trajectory as the number of

training steps increases. In the future, an optimization strategy of our algorithm will

be exploited to improve the training efficiency of all agents.



Chapter 6

Sim-and-Real Reinforcement

Learning for Manipulation: A

Consensus-based Approach

In the previous chapter, we focus on the theoretical development of multi-agent DRL

with consensus-based training. As an essential component in robotic control, DRL

has been widely used in various applications [428; 429; 430]. The training process of

DRL [115] builds the bridge between the environment state and the action, thereby

maximizing the cumulative reward. Learning from the simulation is safer, cheaper

and faster while learning from the real world is more dangerous, expensive and slower.

If the simulation shows high fidelity, the training model in the simulation can be

transferred directly to the real world. However, in many circumstances, the simula-

tion cannot mimic the real world very well, which limits robot performance in the

real world. To overcome this difficulty, we develop a sim-and-real training method to

balance the relationship between the simulation and the real world. We use concepts

from control engineering, i.e. consensus [431; 233], to accomplish sim-and-real training.

In this chapter, we propose a CSAR algorithm that combines consensus-based training

with DRL in a sim-and-real environment, as shown in Fig. 6.1. We apply CSAR to

a group of simulated agents together with a real agent each learning to carry out a

pick-and-place task with a suction robot device. Compared to conventional sim-to-real

training method, the challenges of CSAR DRL are 1) information exchange between

144
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Figure 6.1: Pick-and-place objects with the CSAR approach

simulated and real robots, for instance, generating communication in a mixed envi-

ronment, 2) data-efficient collection for training in a sim-and-real environment such as

handling data from multiple robots simultaneously, 3) data pre-labelling for suctioning

in a sim-and-real environment, for example, using aruco makers to locate suctioned

objects.

To overcome these difficulties, a complete CSAR method is proposed for manipulators

to learn pick-and-place tasks. By applying consensus-based training, the proposed

method saves training time and reduces the number of required real robot training

steps while maintaining a comparable suction success rate, which is cost-effective.

Moreover, an end-to-end and lightweight NN is proposed to train the suction pol-

icy, which uses raw 3D visual data directly without pre-labelling. The effectiveness

and feasibility of the CSAR method are validated through simulation and real-world

experiments. We extend the consensus approach [224] from theory and simulations

to a real-world pick-and-place problem and show the effectiveness of the proposed

approach.

6.1 Methodology

We extend the consensus-based approach in [224], which only focuses on simulations,

to sim-and-real scenarios. The proposed effective and efficient CSAR method can

increase sim-and-real training speed as well as save real-world training costs with

consensus-based training.
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6.1.1 System Overview

Fig. 6.2 describes the overview of our proposed framework. The predefined workspace

in the simulation is captured by a fixed simulated camera, which provides an ideal

RGB-D image each time. Then the ideal RGB-D image is orthographically projected in

the direction of gravity to construct the colour heightmap c̄t and the depth heightmap

d̄t, which are the inputs of our framework. Both heightmaps are fed into the Q-function

NN to anticipate pixel-wise best suction position [x̄t, ȳt]. Given the specific use of these

NNs modelling the Q-function for pick and place success through suction gripping, we

may call these “suction networks”. The suction height z̄t can be found from d̄t.

When it comes to the real world, the predefined workspace is captured by a fixed azure

kinect camera. Compared with the ideal RGB-D image which is obtained from the

simulated camera, the real-world RGB-D image contains more camera distortion [432].

Similarly, the real-world RGB-D image is orthographically projected in the direction

of gravity to construct the colour heightmap c̃t and the depth heightmap d̃t which are

also fed into the suction network to predict real-world pixel-wise best suction position

[x̃t, ỹt]. The suction height z̃t can be also acquired from d̃t.

After performing predictions in both environments, consensus-based training is applied

to the training parameters of each simulated or real agent. The suction process of each

agent is carried out in parallel, which saves training time.

6.1.2 Deep Reinforcement Learning Setup

In this section, we illustrate action space, state space, reward space, NN structure and

loss function of the CSAR method.

Action Space

The action space at is a Cartesian motion command that consists of pixel-wise best

suction position. In the simulated environment, āt = [x̄t, ȳt, z̄t]. Correspondingly,

ãt = [x̃t, ỹt, z̃t] in the real world. The suction height z̄t and z̃t can be acquired from d̄t

and d̃t.
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Figure 6.2: Overview of the proposed DRL framework with consensus-based training in
the sim-and-real environment (substantiation of Figure. 6.1). During each iteration,
consensus-based training is applied to the training parameters of every suction net
(multi-layer NN modelling the Q-function for pick-and-place success through suction
gripping). The suction executions occur simultaneously in both simulated and real
environments. BN represents Batch Normalization. Conv stands for Convolution. Up
represents Upsampling. More details can be found in Algorithm 6.1.
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State Space

As shown in Fig. 6.2, the state space st denotes the colour heightmap and depth

heightmap of the captured RGB-D image. In the simulated environment, c̄t and d̄t

are acquired by the fixed simulated camera. In the real environment, c̃t and d̃t can be

obtained from the fixed azure kinect camera.

Reward Space

The distance µm in the simulated environment can be computed by

µm =
√

(x̄m − τm)2 + (ȳm − σm)2 (6.1)

where τm and σm denote x, y positions of the centre of the expected suctioned object

of the mth agent, respectively.

We assign suction reward rs = 1 if the target is successfully suctioned, otherwise

rs = 0. Thus, the DRL reward r̄m for each agent in the simulation can be defined as

r̄m =



rsr0 if µm ≤ µth

rsr1 if µth < µm ≤ 2µth

rsr2 if 2µth < µm ≤ 3µth

rsr3 if µm > 3µth

(6.2)

where r̄m stands for the reward of the mth agent in the simulated environment, µth
represents distance threshold of the mth agent, r0, r1, r2 and r3 are the positive reward

when µm is within the corresponding range.

The DRL reward r̃m for each agent in the real environment is given by

r̃m = rsr0 (6.3)
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Algorithm 6.1 CSAR: Consensus-based Sim-and-Real DRL
1: Initialize the mth agent training parameter ψmt , learning rate α, RGB-D image

ḡmt from the simulation, initial RGB-D image g̃mt from the real world, discounted

factor γ, total training steps parameter T .

2: while t < T do

3: Generate c̄mt and d̄mt from ḡmt .

4: Generate c̃mt and d̃mt from g̃mt .

5: if object count Om
t < empty threshold then

6: Feed c̄mt and d̄mt into the mth suction network to generate action-value function

Q(ψmt , s̄mt , āmt ).

7: Feed c̃mt and d̃mt into the mth suction network to generate action-value function

Q(ψmt , s̃mt , ãmt ).

8: if t > 2 then

9: Generate rmt with Q(ψmt−1, s̄
m
t−1, ā

m
t−1) and Q(ψmt−1, s̃

m
t−1, ã

m
t−1).

10: Compute ξmt−1:

Y m
t−1 = rmt + γmax

a
(Q(ψ−

t−1, s
m
t , a

m)).

ξmt−1 = Q(ψmt−1, s
m
t−1, a

m
t−1)− Y m

t−1.

11: For M agents, update the training parameters ψt with consensus-based

training:

ψt = C (ψt−1,L)− αΓt−1.

12: Sample a batch from the replay buffer Rp to implement experience replay.

13: end if

14: Perform suction execution in both simulated and real environments in parallel.

15: Store (c̄mt , d̄mt , āmt ) and (c̃mt , d̃mt , ãmt ) in Rp.

16: else

17: Reposition objects.

18: end if

19: end while
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Neural Network Structure

As stated in Fig. 6.2, the input of the suction net passes data through ResNet-18 [412]

to extract concatenated features from the colour heightmap and the depth heightmap.

The aforementioned features are fed into a Batch Normalization layer [413] with 1024

input features, a ReLu layer [413], a Convolution layer [413] with 1024 input channels,

and 1 output channel, then are processed by a bilinear upsample layer [413] with a scale

factor of 16. The output of the suction net has the same image size as the heightmap

input, which is a dense pixel-wise map of different Q values. The pixel which has the

maximum Q value represents the best suction position.

Remark 1. It should be noted that the suction net can be substituted by any state-

of-the-art NN. Since we use a standard laptop for training, we purposely design a

lightweight version of the suction net inspired by [126].

During each training iteration t, the training objective is to minimize the temporal

difference error ξt [347]:

ξt = Q(ψt, st, at)− Yt (6.4)

where Yt = rt+1 +γmax
a

(Q(ψ−
t , st+1, a)) and a represents all available actions, γ stands

for the discount factor, Q represents the action-value function, r is the reward, ψt
stands for the training parameters of the suction network at time t, ψ−

t denotes the

target training parameters.

Loss function

Inspired by [126], we use the Huber loss function [433] to train our proposed suction

network in both simulated and real environments. The loss function Ω at the tth

iteration can be computed as follows:

Ωt =


1
2(ξt)2 if |ξt| < 1

|ξt| − 1
2 otherwise

(6.5)

Gradients are only passed through the single pixel on which the action is executed

during each iteration t. All other pixels propagate with 0 loss [126].
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6.1.3 Consensus-based Training

The Q-function of each simulated or real agent is trained through a consensus-based

algorithm. Hence, we wish to introduce first the consensus network structure which

facilitates that training process. The interaction topology of M agents can be depicted

by an undirected graph G = (V , E), where V represents a vertex set V = {1, 2, · · · ,M}

and E stands for an edge set E ⊂ V ×V . The edge (j,m) ∈ E if the jth and mth agents

are connected with one another [409]. The adjacency matrixA of G can be described as

A = [ajm] ∈ RM×M , where ajm > 0 if (j,m) ∈ E , otherwise ajm = 0. Hence, the Lapla-

cian matrix L of G is defined as L = D−A, where D = diag{d11, · · · , dMM} ∈ RM×M

and djj = ∑
j ̸=m ajm [434]. For an undirected topology, L is positive semi-definite.

L1M = 0, where 1M = [1, · · · , 1]⊤. If the graph G has a spanning tree, the rank of L

should be M − 1 [434].

For an undirected graph G, if χ̂m ∈ Rn represents the updated training parameter of

χm ∈ Rn after a single consensus step and χm stands for the row vector of the training

parameter for agent m in the graph, the consensus training step of each agent m can

be described as

χ̂m = χm + um (6.6)

um =
∑M

k=1 amk(χk − χm) (6.7)

where amk, the element of the graph adjacency matrix, is engendered by the undirected

graph G and um stands for the input of the agent m.

By integrating (6.7) and (6.6), the consensus algorithm can be used to update an agent

m in the following scheme:

χ̂m = χm +
∑M

k=1 amk(χk − χm)

= χm −
∑M

k=1 lmkχk

= Cm (χk, lmk)

(6.8)

where lmk is the element of the Laplacian matrix L and Cm represents the consensus

protocol of the mth agent. The training parameter update of all the M agents with a
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single consensus step can be summarised as

χ̂ = ((IM − L)⊗ In)χ

= C (χ,L)
(6.9)

where C stands for the consensus protocol for all agents, IM and In denote the M ×

M and n × n identity matrix, L represents the Laplacian matrix. By repetitively

computing (6.9), this consensus algorithm makes all agents converge to their weighted

average [418].

6.1.4 Consensus-based Training with Deep Reinforcement Learn-

ing

Given the consensus network structure in the previous sub-section, the training algo-

rithm for the training parameters ψt in (6.4) in the DRL is now introduced. As stated

in [435], the process of updating ψt for the mth agent is given as:

ψmt+1 = ψmt − αξmt
dQ(ψmt , smt , amt )

dψmt
(6.10)

where α represents the learning rate.

By applying (6.8), the training process of the CSAR algorithm can be summarised as:

ψ̂mt = ψmt +
∑M

k=1 ãmk(ψ
k
t − ψmt ) (6.11)

ψmt+1 = ψ̂mt − αξmt dmt (6.12)

where dmt = dQ(ψm
t ,s

m
t ,a

m
t )

dψm
t

.

Substituting (6.11) into (6.12), we can get

ψmt+1 = ψmt +
∑M

k=1 ãmk(ψ
k
t − ψmt )− αξmt dmt (6.13)

Let Γt = [ξ1
t d

1
t , ξ

2
t d

2
t , · · · , ξMt dMt ]T , for M agents, the update of the training parameters

in our suction network in the tth iteration can be illustrated as

ψt+1 = ((IM − L)⊗ In)ψt − αΓt

= C (ψt,L)− αΓt
(6.14)

Algorithm 6.1 summarizes our CSAR algorithm.
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6.2 Experiments and Results

The feasibility of the CSAR algorithm is validated in this section. The system is

implemented on a standard laptop with Nvidia GTX 2070 super and Intel Core i7

CPU (2.6 GHz) with 16 GB RAM. The experimental video is available at: https:

//youtu.be/mcHJtNIsTEQ.

6.2.1 Experiment Setup

Simulation

Our system in the simulated environment is trained in Coppeliasim [404] with Bullet

Physics 2.78 for dynamics, as demonstrated in Fig. 6.1. The simulation setup for

each agent consists of a UR5 robot arm with a suction gripper [415]. The suctioned

objects in the simulated environment are cubes with a side length of 5 cm. The

motion planning task for each UR5 robot arm is accomplished by Coppeliasim [404]

internal IK. Simulated cameras are used to capture RGB-D images of each agent in

a 0.448 × 0.448 m2 workspace. The resolution of the simulated RGB-D images is

640× 480.

Real World

The setup for each agent in the real environment is composed of a UR5 robot arm

with a Robotiq EPick vacuum gripper. The suctioned objects are cubes with a side

length of 6.5 cm. To pick and place objects successfully with the suction gripper in

the sim-and-real environment, the objects should have a flat surface and no overlap

between objects placed in the workspace. We use a fixed Azure Kinect camera to

acquire real-world RGB-D images with a resolution of 1280× 720. The location of the

Azure Kinect camera is shown in Fig. 6.1, which can generate a top-down view in a

0.448× 0.448 m2 workspace.

Reward

Depending on the intrinsic and distortion of the Azure Kinect camera and the size of

our suction gripper, we assign r0 = 2000, r1 = 1000, r2 = 100, r3 = 1 and µth = 0.005

m in (6.2). These values can also be reconfigured for other robotic platforms.

https://youtu.be/mcHJtNIsTEQ
https://youtu.be/mcHJtNIsTEQ
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Neural Network

The proposed framework is fully trained under self-supervision through the interactions

between the UR5 robot arms and the sim-and-real environment. The learning rate α

in (6.10) has a fixed value of 0.0001. The discounted factor γ listed in (6.4) is set to

0.5. The future reward discount is fixed at 0.5. The total training steps parameter

T is initialized at 270. Algorithm 6.1 satisfies ϵ-greedy exploration strategy with ϵ

initialized at 0.5 and annealed to 0.1 over training. The simulated camera and the

Azure Kinect camera capture RGB-D images to generate colour and depth heightmaps,

which are fed into the suction nets to predict pixel-wise best suction positions.

Evaluation Metric

The suction performance of the mth agent can be evaluated using the suction success

rate Smr , which is defined as follows:

Smr = Nm
s

Nm
i

× 100% (6.15)

where Nm
s represents the number of successful target suctions of the mth agent, Nm

i

represents the number of iterations of the mth agent.

We explore various training strategies to discover the most suitable training conditions

for robots:

Sim-and-Real: Only simulation samples are used to train and optimise the model

initially. When the suction success rate in the simulation reaches 0.5, we switch to the

CSAR method with 3 simulated robots and 1 real robot.

Sim-to-Real: Only simulation samples are used to train and optimise the model at

the beginning. When the suction success rate in the simulation reaches 0.5, we switch

to real-world training with 1 real robot.

6.2.2 Sim-and-Real is Better Than Sim-to-Real

Fig. 6.3 demonstrates the suction success rate of the real robot using two different

training strategies. The interaction topology of Sim-and-Real is shown in Fig. 6.4

(c). When applying the Sim-and-Real strategy, the suction success rate of the real
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Figure 6.3: Suction success rates of the real robot between “Sim-to-Real” and “Sim-
and-Real” strategies

(a) (b) (c)

Figure 6.4: Topology of the interaction of simulation and the real world: (a) 1
simulated robot and 1 real robot; (b) 2 simulated robots and 1 real robot; (c) 3
simulated robots and 1 real robot

robot reaches 80% at around 140 training steps, which outperforms the Sim-to-Real

strategy. Since our policy for each robot is greedy deterministic, a robot may execute

the same action repetitively if there is no environment change when using the Sim-to-

Real training strategy. However, by applying consensus-based training, the simulated

agent can be used to introduce noise indirectly into the sim-and-real environment,

which prevents robots from getting stuck in the same action. In summary, applying

the Sim-and-Real strategy leads to a faster training speed, which saves real-world

training costs.
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6.2.3 Best Policy in Simulation is Not the Best for Sim-and-

Real Training

A striking observation from our experiment is that the best-obtained policy trained in

simulation is not the best pre-trained model to start the co-training between simulated

and real robots, as shown Fig. 6.5. When the suction success rate of the pre-trained

simulation model is 0.5, the Sim-and-Real strategy achieves the best performance.

When the suction success rate drops to 0.3, it takes longer for the real robot to solve

the task. Surprisingly, when the suction success rate of the pre-trained simulation

model is too high (0.7, 0.9), the performance deteriorates.

This is counterintuitive, as shown in the Sim-to-Real experiment, that the best policy

obtained in the simulation is typically the one to be deployed. This observation sug-

gests that the “mediocre” policy is the best for co-training. When the success rate of

the pre-trained simulation model is too high, the sim-and-real framework will be ini-

tialised at a value that is close to the optimal simulation value. This will take longer to

converge to the mixed optimality in a sim-and-real environment. As a result, applying

the “mediocre” policy can reduce real robot training costs and save the pre-training

time in the simulation.
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Sim-and-Real (0)

Figure 6.5: Suction success rates of the real robot with different initial weights when
applying the Sim-and-Real strategy. The number in brackets denotes the suction
success rate from the pre-trained simulation model.
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Figure 6.6: Suction success rates of the real robot with different number of simulated
robots using Sim-and-Real strategy

6.2.4 The More Agents in Simulation, the Better for Sim-

and-Real Training

Readers may wonder why we use 3 simulated robots and 1 real robot during training.

Therefore, we vary the number of simulated robots when using the Sim-and-Real

strategy. Fig. 6.6 describes the suction success rate when using the Sim-and-Real

strategy with different numbers of simulated robots. The interaction topology used in

Fig. 6.6 is shown in Fig. 6.4. It takes around 260 steps to make the real robot arrive

at 80% suction success rate when using 1 simulated robot and 1 real robot strategy.

In the case of 2 simulated robots 1 real robot, the required training steps descend

to around 240. Only around 140 steps are required to maintain the same suction

success rate when using the 3 simulated robots 1 real robot strategy. More simulated

robots participating in the proposed framework can accelerate the training speed and

exhibit good robustness in the sim-and-real environment, thus decreasing the number

of required real robot training steps while maintaining a comparable suction success

rate.

6.2.5 Generalisation of Real-world Unseen Objects

The Sim-and-Real strategy is capable of generalising to novel objects (Fig. 6.7) with

a suction success rate of 80%. After training on cubes in both simulated and real

environments, the CSAR training model can also be applied to pick and place novel
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objects such as cylinders and irregularly shaped objects with different heights, as shown

in Fig. 6.8.

(a) (b) (c)

Figure 6.7: Novel objects for validation: (a) Environment 1; (b) Environment 2; (c)
Environment 3

Figure 6.8: The demonstration of picking novel objects. More details can be seen in
the video.

6.3 Summary

In this chapter, we propose a CSAR approach which is able to improve sim-and-real

training speed and reduce real-world training costs. By implementing the Sim-and-

Real strategy, the suction success rate of the real robot attains 80% at around 140

training steps, which outperforms the Sim-to-Real strategy. Applying the “mediocre”

policy can not only reduce the number of required real robot training steps but also

save the pre-training time in the simulation. More simulated robots participating in

the CSAR method increase the training speed, thereby reducing real-world training

expenses. The Sim-and-Real strategy is also capable of generalising to novel objects.

The CSAR method is a straightforward generalization and practical verification of
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the team’s recently developed theory of a consensus-based RL approach [224]. In

the future, an optimisation of the CSAR approach will be exploited to tackle more

complicated scenarios.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

Manipulators have been widely used in various applications such as building blocks as-

sembling [436], picking and placing [246; 126], goal reaching [428], path planning [437],

human-robot interaction [410], etc. One ultimate goal of research about manipulators

is to explore algorithms that allow manipulators to interact with the environment

autonomously, thereby reducing the burden on human operations. In this thesis, we

develop four algorithms that enable manipulators to learn autonomously and cooper-

atively in both simulations and real environments.

First of all, we illustrate a new off-policy DRL method to deal with the problem of

path planning of the UR5 robot arm. Different from standard path planning methods,

this method is able to guarantee a smooth movement of the UR5 robot arm, and all

joint angles of the UR5 robot arm lie within the allowable range during each move-

ment. Moreover, a standard path planning method has been implemented on the real

UR5 robot arm as a baseline to compare and contrast the benefits and drawbacks of

both methods.

Furthermore, we pay attention to real-world experiments. A complete self-supervised

vision-based DRL method is developed for manipulators to learn to pick and place

objects. By encouraging the UR5 robot arm to suction the area close to the centre

of target objects, the training model with the proposed method is able to accomplish

160
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pick-and-place tasks in the real world with a suction success rate of 90% without any

real-world fine-tuning. Specially, a height-sensitive action policy is developed for the

proposed self-supervised vision-based DRL method to suction in a challenging envi-

ronment, i.e., crowded and stacked objects. The performance of the proposed method

is validated in both simulated and real environments. The presented approach can also

be applied to novel objects with a suction success rate of 90% without any fine-tuning

from the real world.

Additionally, we are also interested in extending research from single-agent DRL to

multi-agent DRL. A multi-agent training algorithm with actor-critic based off-policy

DRL and consensus-based distributed training is developed. The convergence of this

algorithm is verified in the presence of the actor training parameter and the critic

training parameter. A multi-agent training framework is proposed to support the

implementation of the algorithm. Compared with centralized training, the proposed

multi-agent training framework has better scalability with a limited communication

bandwidth when dealing with a large number of agents and protects the privacy of

each agent. The feasibility and efficiency of the proposed algorithm are validated by

experiments using several groups of UR5 robot arms.

Last but not least, we focus our attention on multi-agent real-world applications. A

complete CSAR method is proposed for manipulators to learn pick-and-place tasks.

By applying consensus-based training, the proposed method saves training time and

reduces the number of required real robot training steps while maintaining a compa-

rable suction success rate, which is cost-effective. An end-to-end and lightweight NN

is proposed to train the suction policy, which uses raw 3D visual data directly with-

out pre-labelling. The effectiveness and feasibility of the CSAR method are validated

through simulation and real-world experiments.

In summary, this thesis provides an extensive exploration of the research on DRL with

consensus for manipulators. Some potential future work directions which are worth

being considered are provided in the next section.
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7.2 Future Work

Some potential future work directions are listed as follows:

1. Designing more complex vision algorithms for moving objects. In Chapter 6,

RGB-D images are used for DRL vision inputs and all the target objects are

static. How to use visual information to deal with dynamic objects should be

further investigated.

2. Using different types of grippers to handle various tasks. In this thesis, suction

grippers are applied for pick-and-place cubes in the real world. However, two-

finger grippers are more suitable for grasping arbitrarily shaped objects such as

cups, scissors, etc. Thus, using two-finger grippers to pick and place arbitrarily

shaped objects will be conducted in the future.

3. Combining adaptive control with DRL. With the complexity and diversification

of industrial field tasks, a single robotic arm can no longer meet the needs of

actual working conditions. If adaptive control and DRL are combined to handle

nonlinear tasks in MASs, the complexity and cost of the system can be greatly

reduced. Due to the huge application prospects of the manipulator system in

practice, the study of combining adaptive control and DRL with robotic arms

has great potential value for theoretical research and practical application.

4. Making an automatic sorting system with manipulators using DRL. In the tra-

ditional industrial production progress, the controller directs the robotic arm to

complete production tasks. Since every action of the robotic arm is planned, the

robot arm lacks flexibility if the tasks change suddenly. Therefore, an interesting

direction will be designing an automatic sorting system with manipulators us-

ing DRL, which will improve the intelligence and adaptability of the traditional

industrial production progress significantly.
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5. Developing an algorithm that allows heterogeneous training. An important as-

sumption in Chapter 5 is that all agents share the same training task and sce-

nario, which may be regarded as a limitation. A potential future working direc-

tion could be exploring algorithms which enable heterogeneous training.
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