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Abstract

In the developing spinal cord, the transcription factor Hairy and Enhancer of Split 5 
(Hes5) exhibits ultradian oscillations (3-5 hrs) in its expression, which maintain cells 
in a progenitor state, while Hes5 is switched off when cells differentiate. Lateral in-
hibition via the Notch-Delta signalling pathway facilitates communication of HES5 
dynamics between cells and enables appropriate ratios of progenitor and differenti-
ated cell populations to be maintained. Work by others in the lab has found that 
Notch coupling enables HES5 to organise into small clusters (microclusters) of 3-7 
cells which exhibit similar expression levels and synchronised ultradian oscillations in 
the embryonic mammalian spinal cord. These clusters are periodically repeated along 
the DV axis with a 3-4 cell spatial period. Furthermore, the pattern is temporally 
dynamic, with clusters switching between high and low expression on average every 
8 hours. Ultradian HES5 oscillations are found to be nested within this longer-term 
switching. However, how this complex HES5 pattern emerges and what its signifi-
cance is for neural development was neither intuitive nor understood.

In this thesis, I constructed mathematical models of HES5 dynamics coupled via Notch-
mediated lateral inhibition to understand what underlies the generation of this spa-
tiotemporal dynamic HES5 pattern and its potential function in spinal cord neu-
rogenesis. Overall, I found that while features of the spinal cord data such as local 
synchronisation of ultradian oscillations could arise from simply coupling HES5 dy-
namics with time-delayed Notch interactions, other aspects of the data required addi-
tional mechanisms to be incorporated into the models.

To produce a 3-4 cell spatial period, it was necessary to extend cell-to-cell signalling 
distance beyond the nearest neighbours with protrusions as the motivating mecha-
nism. Specifically, clusters of HES5 emerged when more signalling occurred at pro-
trusions than at the cell body. The presence and extent of protrusions in the devel-
oping neural tube were experimentally characterised, suggesting they may extend the 
reach of Notch-Delta signalling as assumed in the modelling. Dynamic switching of 
the pattern in the model was achieved by introducing regular perturbations to HES5 
dynamics in the form of altered Notch signalling coming from differentiating cells. 
Further, ultradian oscillations were found to be nested within the switching dynam-
ics, as observed in the data.
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Finally, two main functional roles of this pattern were suggested based on the mod-
elling when the reasonable assumption was made that low HES5 cells have an in-
creased probability of differentiation. Firstly, the rate of differentiation was found to 
vary with coupling strength due to changes in the cell-cell differences, and this was 
consistent with experimentally observed differences in differentiation rates observed 
in the motorneuron versus interneuron spinal cord domains. Secondly, the dynamic 
spatial pattern was found to spread out differentiating cells in space along the D-V 
axis over time.

In conclusion, mathematical modelling, in conjunction with experimental data, un-
covered a hitherto unknown level of complexity in the spatiotemporal organisation 
of neurogenesis which arises when single-cell oscillations are synthesised at the tissue 
level. In addition, mathematical modelling led to specific testable hypotheses on the 
function and advantages of this emergent tissue-level organisation. 
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Thesis layout guidance and 

rationale

This thesis is structured as a hybrid of journal format and traditional format, con-
sisting of two published and peer-reviewed manuscripts (Chapters 2 & 4), and two 
traditional results chapters (Chapters 3 & 5). The papers were included so as to not 
require unnecessary rewriting of already published and formatted work, and the tra-
ditional chapters were included in between these manuscripts to give a fuller picture 
of the ideas and models tested that remained unpublished or preliminary. The chap-
ters are ordered chronologically so that the thesis has a more logical flow and so that 
each chapter develops on the unanswered questions of the previous chapter.

Each manuscript is included as formatted by the journal and so references are self-
contained within those. At the end of each published manuscript, the relevant sup-
plementary material is included for ease of access. The bibliography at the end of the 
thesis contains all other references in the traditional chapters.

Chapter 1 - Introduction

A traditional thesis format introduction that details the necessary background to un-
derstand the role of HES5 and Notch signalling in the developing mouse neural tube, 
and the dynamic HES5 spatial pattern that is the main observation underlying this 
thesis. This is followed by a section covering the relevant mathematical modelling lit-
erature.

Chapter 2 - Manuscript 1

A research article published in Molecular Systems Biology, of which I am a co-first 
author (Biga et al., 2021). This paper characterises the dynamic spatial pattern of 
HES5 in the developing neural tube, and my main contribution to the paper was 
the mathematical modelling that explores how the dynamic pattern is generated and 
the effects of different coupling strengths on the differentiation rate in a multicellular 
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model of HES5 dynamics.

Chapter 3 - A travelling wave model of dynamic periodic expres-

sion

A traditional format chapter which through mathematical modelling explores a trav-
elling wave mechanism as a potential mechanism in generating dynamic spatial pat-
terns. Ultimately this work was never published as it is a negative result but pro-
vides important insight into the hypotheses tested and gives context to the second 
manuscript in the following chapter.

Chapter 4 - Manuscript 2

A research article published in Royal Society Interface, of which I am the first au-
thor (Hawley et al., 2022). A computational model study which explores the role of 
extended signalling distance and altered Notch signalling strength in differentiating 
cells in generating a dynamic pattern with a spatial period and clustering closely re-
sembling the biological expression of HES5.

Chapter 5 - Characterising protrusions and their role in pattern-

ing

A traditional format chapter that begins experimental testing of the idea that pro-
trusions may enable the extended signalling distance put forward in the mathemati-
cal modelling of Chapter 4. This Chapter contains preliminary and future work sec-
tions as this represents the most recent work carried out during the PhD.

Supplementary manuscript

An additional preprint manuscript was also produced during my PhD (Doostdar et
al., 2022), and this includes a modelling contribution to understanding the role of 
cell-to-cell coupling in rescuing normal development when Her6 dynamics are per-
turbed in the developing Zebrafish forebrain. It is not included here as it diverges 
from the main narrative of the thesis and instead is recommended as supplementary 
material that can be read here.
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Chapter 1

Introduction

1.1 The dynamic Waddington landscape

Embryonic development is not only the process by which one cell becomes many but 
is also the process by which cells differentiate and specialise into the multitude of cell 
types and tissues in an adult organism. In a cascade of regulation, individual cells 
act as autonomous decision-makers capable of integrating a multitude of external sig-
nals to shape the differentiation process and produce the correct cells at the correct 
time and in the correct place. In his epigenetic landscape analogy, Waddington com-
pared the differentiation process to a marble, representing a cell, rolling down a hill 
where variations in the surface guide the marble on a particular path towards its fi-
nal differentiated fate (Figure 1.1A) (Waddington, 2014).

A cell’s genome determines the shape of this epigenetic landscape, which is further 
illustrated in Figure 1.1B as a series of interconnected ropes pulling on the underside 
of the landscape. Anchoring the ropes to the surface below are many pegs which rep-
resent individual accessible genes and as a cell differentiates, the set of silenced and 
accessible genes will change not only in response to cascades of internal gene regula-
tion but also to external regulation which is largely influenced by cell-to-cell commu-
nication. Therefore the epigenetic landscape is less of a static predetermined shape 
and more of a continuously morphing structure that is not only shaped by its own 
history but also by the cells it will interact with as development goes on.

The Notch-Delta pathway is a key signalling network that actively shapes the deci-
sions of individual cells based on the state of neighbouring cells. Notch signalling 
acts as a lateral inhibition circuit between two contacting cells, forcing one cell to 
adopt high gene expression and the other low. This subsequently drives two neigh-
bouring cells into two distinct fates and in neurogenesis, this is often a choice be-
tween remaining as a progenitor or continuing the differentiation process. In the epi-
genetic landscape, two neural progenitors would have a similar past trajectory and 
the current progenitor state would be represented as a local dip where cells remain 
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A
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state

Cell 1 Cell 2

Differentiating
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Cell 1
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Cell 2
gene

Figure 1.1: The Waddington epigenetic landscape as depicted in (Waddington, 2014) and an ex-
ample of how cell-to-cell communication would look within the landscape analogy. A The view from 
above the landscape, where a marble representing a cell rolls down a hill with variations in its sur-
face that guide the cell to a particular fate. B The underside view of the landscape where ropes and 
pegs represent the active genes (pegs) and their effect on the landscape. C Illustration of how lat-
eral inhibition would look within the epigenetic landscape analogy. The same gene in each cell (rep-
resented by the two pegs) controls the process of differentiation. In Cell 1, the local dip in the land-
scape prevents the cell from progressing further down the landscape and the cell remains stuck in a 
progenitor state. The gene expression in Cell 2 is able to pull tight on the barrier that prevents the 
cell from rolling down the landscape, enabling the cell to differentiate. Because these two cells inter-
act via lateral inhibition, the two cells must adopt opposite fates, and so Cell 2 inhibits Cell 1 from 
also collapsing the barrier.

stuck as illustrated in Figure 1.1C (left). Lateral inhibition between these two cells 
would then work to ensure that one cell’s landscape maintains this local progenitor 
dip, while in the other cell, the dip would morph into a slope, causing that cell to 
move towards a more differentiated state (Figure 1.1C (right))(Sáez et al., 2022). 
Actively sensing the cellular environment rather than following a set path along a 
predetermined epigenetic landscape gives cells the ability to adapt their differentia-
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tion pathway in an inherently noisy internal and external environment, leading to a 
more robust developmental process where reproducible proportions of cells and tight 
boundaries can form (Monk, 1997).

In this thesis, the role of lateral inhibition in the developing neural tube is examined 
from the perspective of how it mechanistically forms dynamic and spatially patterned 
gene expression as well as its functional role in development. The introduction will 
cover the morphology of how the brain and spinal cord form, followed by a descrip-
tion of the subsequent process of neurogenesis at the tissue level where morphogen 
gradients specify neuronal fate. This is followed by a detailed look at how single-cell 
level dynamics of the transcription factor Hes5 control the differentiation process. 
Then, building back up from the single-cell level, the role of Notch signalling in cell-
to-cell communication of HES5 levels will be discussed. Finally, the dynamic spatial 
pattern of HES5 will be outlined, followed by the relevant biological and mathemat-
ical background required for a contextual understanding of the results presented in 
the remaining chapters.

1.2 Neurogenesis in the developing neural tube

1.2.1 Embryo level: Formation of the neural tube

The formation of the neural tube begins with the appearance of the neural groove at 
around embryonic day 7.5 (E7.5) in mice (Figure 1.2A) and ultimately gives rise to 
the spinal cord, brain, and retina (Chen et al., 2017). The tubular shape is formed 
when the neural plate – an outer layer of an embryo consisting of a single layer of ep-
ithelial cells – invaginates to form a hollow structure that sits just below the surface 
of the embryo (Figure 1.2B), which completes a closed tube beginning around E8.0 
(Figure 1.2C).

The ventricle is at the innermost region of the neural tube which is the cavity that 
eventually becomes filled with cerebrospinal fluid. The initial population of cells that 
surround the ventricle are called neuroepithelial cells which undergo exclusively sym-
metric divisions and thicken the neural tube wall as the population grows (Figure 
1.2D) (Ulrich, 2010). As development progresses and neuroepithelial cells elongate 
into radial glial (RG) cells, asymmetric division becomes more prevalent whereby one 
cell will continue in an RG state, and the other will go on to differentiate into a neu-
ronal cell (Bansod et al., 2017). Differentiation is accompanied by detachment from 
the apical surface (at the ventricle) and migration towards the basal side of the tis-
sue, and this process goes on to form the majority of neurons in the central nervous 
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Figure 1.2: The morphology of neural tube development. A By embryonic day 7.5 (E7.5), the em-
bryo has three distinct cell layers: The endoderm, mesoderm, and ectoderm. At this stage, part of 
the ectoderm called the neural plate begins to fold and form a groove along its surface. B The fold-
ing on the neural plate continues to bring the surface together. C By E8.5, the neural plate pinches 
off to form the separate neural tube structure, composed initially of neuroepithelial cells. D The 
early stages of neuroepithelial division that occur in the neural tube. Starting from the left, neu-
roepithelial cells undergo symmetric divisions, generating more neuroepithelial cells. Once in the 
radial glial stage, asymmetric divisions become more prevalent, enabling differentiation into neural 
and later glial cells (Ogawa et al., 2005).

system (Götz & Huttner, 2005). Neurogenesis in the spinal cord starts as early as 
E8.0 and reaches its highest rate at around E10.5, followed by gliogenesis where glia 
are formed instead of neurons (Figure 1.2D) (Götz & Huttner, 2005; Ogawa et al., 
2005).

Due to the high density of cells in the neuroepithelium, nuclei cannot all sit at the 
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same level and instead they spread out in the AB direction and can be found any-
where along the length of an RG cell. This spreading out of nuclei gives the appear-
ance that the neural tube has many layers of cells making up the tissue despite be-
ing a single layer, which this arrangement is called pseudostratification. Within this 
densely packed tissue, RG cells undergo interkinetic nuclear migration, which is where 
the nuclei migrate within the cell membrane, which is fixed at the apical and basal 
sides of the tissue (Miyata et al., 2001; Noctor et al., 2001). Around 90% of the time, 
this nuclear movement is stochastic and undirected (Norden et al., 2009). However, 
during the G2 phase of the cell cycle, nuclei undergo highly directed movement to-
wards the apical side of the tissue and subsequently undergo mitosis at the apical 
surface, and then cells begin to migrate back in the basal direction (Spear & Erick-
son, 2012).

1.2.2 Tissue level: Morphogen gradients set up domains of distinct neural pro-

genitors

Once the structure of the neural tube is established, different regions along the dorsoven-
tral axis are specified for the production of different types of neurons (Zagorski et
al., 2017). Domain specification is achieved through opposing diffusion gradients of 
Sonic Hedgehog (Shh) and Bone morphogenetic protein (Bmp). Shh is initially pro-
duced by the notochord which sits just ventral to the neural tube, and later the no-
tochord induces the floorplate which occupies the ventral end of the neural tube to 
also secrete Shh as shown in Figure 1.3A (Dessaud et al., 2007; Ribes et al., 2010). 
At the dorsal end of the neural tube, Bmp is produced, and these opposing gradients 
then induce different transcription factor expression across the dorsal-ventral axis as 
shown in Figure 1.3B.

The general view of how these morphogen gradients are interpreted by receiving cells 
has changed somewhat in recent years. In earlier literature, the general hypothesis 
was that morphogen gradients are read in a concentration-dependent manner as first 
formalised by Wolpert in 1969 with the French flag model of morphogen patterning 
(Wolpert, 1969). More recent literature demonstrates that cells in the neural tube in-
terpret not only the concentration but also the duration of exposure to morphogens, 
implying that these cells are dynamically interpreting signals (Dessaud et al., 2007). 
It is increasingly clear that various signalling networks (that are sufficiently com-
plex), often are capable of encoding information and carrying out different functions 
based on their signalling dynamics, rather than just simply their absolute levels at 
any given time (Adler & Alon, 2018; Dessaud et al., 2007; Goentoro et al., 2009; Iso-

22



Venus::HES5

p1

p0

p2

pMN

A B C

Figure 1.3: How domains of transcription factors in the neural tube correspond to distinct pro-
genitor populations. A Schematic of how opposing gradients of Bmp and Shh form distinct neural 
progenitor domains (reused with permission from (Briscoe & Small, 2015)). B Example immunos-
taining in a neural tube slice for various transcription factors that are induced by the morphogen 
gradients in A (reused with permission from (Le Dréau & Martı́, 2012)). C Neural tube slice show-
ing Venus::HES5 fluorescence with an overlay showing how the HES5 expression occurs in the p0-p2 
and pMN domains of the tissue.

mura & Kageyama, 2014; Nandagopal et al., 2018; Sonnen & Aulehla, 2014).

The initial size of progenitor domains is set early on by the opposing morphogen gra-
dients in the dorsoventral direction and cells have a peak sensitivity to Shh at around 
E8.5-E9.0 (Balaskas et al., 2012). Due to varying rates of differentiation in each do-
main, the fraction of the dorsoventral space that each domain takes up changes over 
development but the number of morphogen-induced domains remains constant, sug-
gesting that the morphogen gradients do not actively control differentiation once the 
domains are established (Kicheva et al., 2014). Indeed by E10.5, cells lose their sensi-
tivity to Shh signalling (Balaskas et al., 2012), however cell-fate decisions continue to 
be made and a balance of differentiated vs progenitor cells is maintained. The pro-
cess through which differentiation continues to be regulated is discussed in the next 
few sections in relation to transcription factors as well as cell-to-cell signalling.

1.2.3 Single-cell level: Hes genes control differentiation by maintaining a pro-

genitor state

The Hairy and Enhancer of Split (Hes) family of genes encode basic helix-loop-helix 
(bHLH) transcription factors in mammals. The homologues of Hes genes were first 
discovered in Drosophila flies, where Hairy genes were first discovered as a mutant 
that showed increased numbers of sensory bristle hairs (Bridges & Morgan, 1923). 
Enhancer of split genes were found to be involved in similar processes as Hairy, such 
as somitogenesis, neurogenesis, and myogenesis and share similar conserved struc-
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tures with Hairy such as the basic, HLH, orange, and WRPW domains (Dawson et
al., 1995). Mammalian Hairy and Enhancer of Split (Hes) genes thus get their name 
from the fact that they repress similar downstream targets and share structural ele-
ments of both of the Drosophila homologues (Sasai et al., 1992).

The basic sequence of Hes genes enables the protein to bind to N-box promoter DNA 
sequences and directly inhibit transcription of target genes, and therefore they are 
known as repressor-type bHLH transcription factors (Ulrich, 2010) (Figure 1.4A). 
Hes can achieve repression through two distinct mechanisms. Firstly, through dimeri-
sation with another repressor-type transcription factor and Groucho which binds to 
DNA and actively represses transcription (Figure 1.4C). And secondly, through form-
ing nonfunctional heterodimers with activator-type bHLH transcription factors, which 
passively prevents the activator transcription factor from binding E-box DNA se-
quences (Figure 1.4D ) (Sasai et al., 1992). Three main repressor-type bHLH pro-
teins include Hes1, Hes3, and Hes5. In the developing neural tube, HES1 and HES5 
are highly expressed, with HES5 being localised to the progenitor domains p0-p2, 
pMN, and also at the dorsal end of the tissue (Figure 1.3C).

The general function of HES protein in the neural tube is to maintain radial glial 
cells in a progenitor state and prevent excessive differentiation, as evidenced by loss 
of function experiments for Hes1 and Hes5, where a decrease in neural progenitors is 
observed due to accelerated differentiation (Hatakeyama et al., 2004; Ohtsuka et al., 
2001). HES maintains rates of differentiation by inhibiting expression of proneural 
genes which are activator-type bHLH transcription factors and function by forming 
heterodimers with the bHLH factor E47 (Figure 1.4B). Proneural genes shown to be 
targets of Hes5 include Ngn2, Mash1, and Math1 (Holmberg et al., 2008; Imayoshi et
al., 2008; Lanford et al., 2000; Mussmann et al., 2014).

Experimental work indicating the similar roles of Hes5 and Hes3 to Hes1 concerns 
looking at how different regions of Hes expression arise in the neural tube. Hes1 and 
Hes5 domains are fairly distinct from one another with not much overlap which is 
the result of Hes genes being able to suppress one another (Hatakeyama et al., 2004; 
Riesenberg et al., 2018). Furthermore, Hes genes appear to be able to compensate 
to varying degrees for the function of other Hes genes when one is knocked out. One 
study found that single knockouts, either Hes1-null or Hes5-null, had weak or no de-
fects present morphologically (Hatakeyama et al., 2004). Areas that originally ex-
pressed high Hes1 in wild-type were found in Hes1-null mice to show increased ex-
pression of Hes5 in that area (and vice versa), strongly suggesting that the reason 
for no morphological defects in single knockouts was due to the complementary Hes 
overtaking the function. In double knockouts of Hes1 and Hes5, embryos did not sur-
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Figure 1.4: The interactions of HES proteins in the regulation of gene transcription and differ-
entiation. A Repressor-type bHLH transcription factors dimerise and bind with Groucho to block 
transcription. B Activator-type bHLH transcription factors dimerise and promote gene expression.
C HES proteins can act through active repression where it dimerises with itself, or can act through
D passive repression where it binds with proneural bHLH transcription factors and prevents them 
from binding DNA and promoting gene expression. E HES represses downstream proneural gene 
expression as well as its own expression. High HES expression keeps cells in a progenitor state while 
low HES and high proneural gene expression leads to differentiation into neurons and glial cells in 
the developing neural tube.

vive past E10.5, furthering the evidence of compensatory effects between Hes genes.

Hes genes are also capable of inhibiting their own expression through a direct nega-
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tive feedback loop (Hirata et al., 2002) (Figure 1.4E). Combined with a time delay, 
negative feedback loops give rise to the possibility of oscillations, which have been 
observed in both Hes1 and Hes5 expressing cells in the developing neural tube (Man-
ning et al., 2019; Shimojo et al., 2008, 2011). Whereas HES1 seems to be quite a ro-
bust oscillator (Marinopoulou et al., 2021; Ochi et al., 2020), HES5 displays a vari-
ety of possible expression dynamics at the single-cell level including oscillatory, ape-
riodic, decreasing and various combinations of the preceding (Manning et al., 2019). 
Individual HES5-expressing cells are capable of switching between these different dy-
namics, though what causes switching to be induced is not known.

Recent work on HES5 expression in the neural tube found that cells in a particular 
region of the neural tube that generates interneurons had a higher percentage of os-
cillatory HES5 signals when compared to the motorneuron generating region of the 
neural tube (Manning et al., 2019). This suggests that different types of HES5 sig-
nals may be distinguishable by the downstream gene networks and in turn, may be 
able to influence cell fate.

1.2.4 Communication between cells: Notch-Hes5 interactions

It is well-established that Hes genes are modulated by Notch signalling (Manning et
al., 2019; Ohtsuka et al., 1999; Ohtsuka et al., 2001; Sagner et al., 2018; Shimojo et
al., 2011). Notch signalling occurs at the membranes of two contacting cells, where 
both the ligand (Delta or Jagged) and receptor (Notch) are transmembrane proteins 
and the integration of Hes5 into this pathway means that levels of HES5 in one cell 
can influence the levels in a neighbouring cell.

Following the illustration in Figure 1.5 from the top left, the following describes the 
known interactions between Notch signalling and Hes5. Upon reception of a Delta 
ligand on a neighbouring cell, Notch undergoes proteolytic cleavage by a disintegrin 
and metalloproteinase (ADAM) and 𝛾-secretase, resulting in the release of a cyto-
plasmic peptide called Notch intracellular domain (NICD). NICD translocates to the 
nucleus where it binds with RBPJ and MAML to enable transcription of many genes 
including the Hes5 gene (Miele, 2011). HES5 protein can then inhibit proneural tran-
scription factor transcription as well as its own production. Proneural transcription 
factors enable transcription of the Notch ligand Delta. Therefore if a cell has an in-
crease in NICD, a subsequent decrease in Delta expression is expected due to the in-
hibitory effect of HES5 on proneural transcription factor production.

Notch signalling can lead to two possible outcomes: the first, as just described, is 
lateral inhibition whereby one cell expressing high amounts of Notch/HES5 will re-
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Figure 1.5: An overview of the Notch-Delta interactions with Hes5. A In order for Delta to acti-
vate a Notch receptor in neighbouring cells, Delta must first be ubiquitinated (Ub) by Mindbomb1 
(Mib1). This ubiquitination leads to Delta being endocytosed which pulls on the bound Notch re-
ceptor, exposing an extracellular cleavage site. Upon cleavage by the 𝛼-secretase ADAM, 𝛾-secretase 
then cleaves the Notch intracellular domain (NICD), which translocates to the nucleus to bind with 
MAML and RBPJ and promotes various genes including Hes5. HES5 protein inhibits proneural 
gene expression which themselves promote Delta and Lunatic fringe (Lfng) ((Nikolaou et al., 2009)). 
Glycosylation of the Notch receptor by Lfng increases the binding affinity of Notch to Delta. B
Simplified circuit of lateral inhibition via Notch-Delta. C Simplified lateral induction circuit via 
Notch-Jagged. D Simplified circuit of cis-inhibition.
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press Notch/HES5 expression in the neighbouring cell. The second outcome is lateral 
induction where Notch activation leads to mutual increases in expression between 
neighbouring cells. Whether lateral inhibition or induction takes place depends on 
the ligand that the population of Notch signalling cells is expressing. Cells that ex-
press the ligand Delta1 (Dll1) or Dll4 lead to lateral inhibition, as increases of NICD 
result in decreased Delta production within the same cell (Fig 1.5B), whereas cells 
that express the ligand Jagged1 (Jag1) or Jag2 lead to lateral induction, as increases 
of NICD result in increased Jagged production within the same cell (Fig 1.5C).

For the case of Notch-Delta interactions, not only do trans-activation events occur 
where Delta on one cell induces activation of Notch on the neighbouring cell, but 
Delta can also interact with Notch on the surface of the same cell. Rather than being 
activating, this interaction prevents Notch on the surface of the same cell from be-
ing trans-activated by a neighbouring cell and is termed cis-inhibition (Figure 1.5D). 
This additional cis-inhibition interaction forms a bistable switch between Notch and 
Delta within the same cell (Figure 1.5D), which results in a sharper (more switch-
like) transition between the high and low gene expression, and may be crucial in the 
pattern-forming ability of this pathway (Sprinzak et al., 2010). The degree to which 
cis-inhibition occurs depends on ligand concentration as well as variants of ligand 
and receptor. For example, Notch1 interactions with high levels of Dll1 and Dll4 leads 
to cis-inhibition, whereas if the receptor is Notch2, there is less of a cis-inhibition ef-
fect (Andersson et al., 2011; Nandagopal et al., 2019; Preuße et al., 2015). Dll3 is an 
example of a dedicated cis-inhibitor, incapable of trans-activation (Ladi et al., 2005).

The signalling efficiency of Notch can also be modulated by various other proteins. 
Fringe for example increases the binding affinity of Notch to Delta by glycosylating 
the external domain of the Notch receptor (Hicks et al., 2000; Kato et al., 2010). Ex-
pression of Mindbomb1 (Mib1) also acts to increase Delta trans-activation by ubiq-
uitination of the intracellular domain of Delta which marks it for endocytosis. This 
endocytosis then provides a pulling force on any bound Notch receptor, exposing the 
ADAM cleavage site and enabling the subsequent activation of Notch in that cell 
(Baek et al., 2018; Koo et al., 2005; Meloty-Kapella et al., 2012; Yoon et al., 2008). 
Dll3 lacks this internal ubiquitination site, explaining why it is incapable of trans-
activation. Although the core Notch-Delta circuitry is relatively simple, the degree 
to which the pathway can be modulated results in a highly adaptable and tunable 
signalling network which accounts for why it is found across such a diverse range of 
developmental processes (Andersson et al., 2011).
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1.2.5 The emergent pattern: A dynamic multicellular spatial pattern of HES5

A system with many identical autonomous components can exhibit emergent proper-
ties and dynamics when they are able to interact with one another. For example, as 
described in a model of bird flight – the BOIDS algorithm – simulated agents repre-
senting individual birds adjust their flight by aligning with neighbouring birds, match-
ing their velocities, and maintaining a certain distance between themselves (Reynolds, 
1987). This simple set of rules reproduces the murmurations observed in real flocks 
of birds, where swooping, diving, and sudden coordinated changes of direction can be 
seen in large flocks of birds in the evening sky. Examples of other systems with emer-
gent behaviour include the synchronisation of fireflies flashing, the defensive shim-
mering of bees protecting their nest, Mexican waves in crowds at sports matches, the 
organised behaviour of ants, and the complex spatiotemporal arrangement of cells 
during development.

In a group of cells that interact via Notch lateral inhibition, the alternating high-
low gene expression is an emergent behaviour. In the neural tube, Notch is crucial 
in controlling the rate of differentiation during neurogenesis, with Notch inhibition 
accelerating differentiation (Imayoshi et al., 2010; Marklund et al., 2010). However, 
the emergent pattern that arises from Notch interaction had not been characterised 
in the developing neural tube until recently.

The paper by Manning et al. looked in detail at how different HES5 dynamics at 
the single-cell level correlated with fate decisions. This was carried out in the mouse 
spinal cord, focusing on the p0-p2 domains which consist of interneuron progenitors, 
and the pMN domain which consists of motorneuron progenitors (Manning et al., 
2019) (Figure 1.6A). They found that progenitor cells express a mix of noisy and os-
cillatory dynamics, with the average temporal period of oscillation being 3.3h, which 
are referred to as ultradian oscillations (Figure 1.6B). Two interesting correlations 
were found regarding fate; differentiating cells are more likely to be oscillatory and 
oscillatory cells were more likely to correspond with an interneuron fate rather than 
a motorneuron fate.

The paper by Biga et al. looked at the same domains of HES5 expression but at the 
multicellular level (Biga et al., 2021). Within these domains, HES5 expression is clus-
tered into groups of higher and lower expressing cells, with an average of 3-7 cells 
making up each high or low cluster (Figure 1.6A). The clustered expression was also 
found to be spatially periodic, repeating on average every 3-4 cells when measured 
along the dorsoventral axis (Figure 1.6C). In a Notch-Delta system, a spatial pat-
tern is not surprising, however, the period of this pattern is slightly unusual as it is 
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Figure 1.6: The emergent HES5 pattern. A Example snapshot of Venus::HES5 expression in the 
neural tube taken from (Biga et al., 2021) where the vertical axis is the dorsal-ventral (DV) axis. 
Nuclear HES5 has been masked and false colour representing the fluorescence intensity is shown, 
and the black arrows indicate clusters of cells expressing similar higher levels of HES5. B Summary 
of the findings in the paper (Manning et al., 2019). Progenitor cells exhibit both noisy (aperiodic) 
and oscillatory temporal dynamics at the single-cell level (blue box), with the average ultradian os-
cillation period being 3.3h. Larger amplitude switching behaviour that acts over a longer time scale 
than ultradian oscillations is also shown as a change in the mean expression in the blue progenitor 
box in B, which is an observation described in (Biga et al., 2021). C A detrended spatial signal is 
constructed by plotting the average expression within the box in A, which shows how the signal is 
periodic over space. Grey and white horizontal bars indicate the approximate internuclear distance 
in the AB direction to give an indication of how many cells are within each peak and trough of the 
spatial signal. D Summary of the dynamic spatial pattern, exaggerated and simplified for illustra-
tion purposes. The example here shows a section of the neural tube with a perfect 4-cell periodicity 
(whereas there is variation in the actual cluster sizes). Two time points are plotted, and the second 
shows how the pattern would be expected to change on average 8h later.

longer than the 2-cell periodicity expected from a nearest neighbour signalling model 
(Collier et al., 1996). The pattern becomes even more interesting when considered 
over time, where it is found that the location of the high and low expressing clusters 
changes on average every 8h, while still maintaining the same spatial pattern (Figure 
1.6D) (Biga et al., 2021). This longer-term 8h switching also has an amplitude of ap-
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proximately twice that of the 3.3h ultradian oscillations (Manning et al., 2019), and 
so ultradian oscillations and noisy expression are found to be nested with this longer 
period, larger amplitude switching of HES5 levels within these clusters.

1.3 Existing mathematical models and biological systems with 

dynamic or spatially periodic patterns

To understand how the dynamic spatial pattern described in §1.2.5 fits into the ex-
isting Notch/Hes patterning literature, this section highlights biological systems and 
mathematical models where similar types of stationary or dynamic patterning have 
been observed.

1.3.1 A definition of coupling strength

As the idea of coupling strength is used throughout this thesis, this section is in-
cluded to clarify what exactly is being referred to when talking about coupling strength. 
In the context of Notch signalling, coupling strength refers to the relationship be-
tween the concentration of a protein in a sending cell (referred to here as input) and 
the resulting concentration of another protein in the signal-receiving cell (referred to 
here as output) and the ratio of output to input determines coupling strength. For 
example, if the concentration of Delta is chosen as the input and NICD as the out-
put (Figure 1.7A), then the amount of NICD produced per Delta molecule would 
be a measure of coupling strength. Whether a coupling strength is weak or strong 
is somewhat arbitrary, and can only really be defined relative to another coupling 
strength. For example, 100 Delta molecules resulting in 1 NICD molecule being pro-
duced in a given time frame could be considered a weak coupling strength when com-
pared to a scenario where 100 Delta molecules result in 90 NICD molecules in the 
neighbouring cell.

Looking at Figure 1.7 it can be seen that Delta and NICD as the input and output 
is not the only choice that can be made; the input/output can be any two proteins 
in the signalling network. Figure 1.7B shows the input as being HES5 in the sending 
cell and the output as HES5 in the receiving cell, which contains more intermediate 
interactions than in Figure 1.7A. This will obviously result in a different coupling 
strength because the proteins of interest have changed and highlights that coupling 
strength is dependent upon the intermediate interactions that are taking place be-
tween the chosen input and output. Furthermore, the repressive interaction of HES5 
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output from positive to inhibitory.

on downstream proneural targets inverts the coupling from being a positive interac-
tion like in Figure 1.7A to an inhibitory coupling with high HES5 input resulting in 
a low HES5 production in the neighbouring cell.

1.3.2 Stationary ‘salt and pepper’ patterns

The first mathematical study of Notch-Delta patterning was produced by Collier et
al. which focussed on explicitly modelling only Notch and Delta concentrations, leav-
ing out intermediate species such as downstream transcription factors or cleaving of 
the Notch receptor upon activation (Collier et al., 1996). Rewriting the Collier et al. 
model in a similar notation to that used throughout the rest of this thesis, the model 
can be written as

𝑑𝑁𝑖
𝑑𝑡

= 𝛼𝑁𝐹(𝐷𝑖) − 𝜇𝑁𝑁𝑖, (1.1)

𝑑𝐷𝑖
𝑑𝑡

= 𝛼𝐷𝐺(𝑁𝑖) − 𝜇𝐷𝐷𝑖, (1.2)

where 𝑁𝑖 and 𝐷𝑖 are the Notch and Delta concentrations respectively in cell 𝑖 in ei-
ther a 1D or 2D (hexagonal lattice) grid. 𝛼𝑁 and 𝛼𝐷 are the maximal production 
rates of Notch and Delta protein respectively and 𝜇𝑁 and 𝜇𝐷 are the degradation 
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rates. 𝐷𝑖 is the average Delta expression averaged over the neighbouring cells given 
by

𝐷𝑖 = 1
|𝒩(𝑖)|

∑
𝑖∈𝒩(𝑖)

𝐷𝑖, (1.3)

where 𝒩(𝑖) is the set of neighbours a cell is in signalling contact with and |𝒩(𝑖)| is 
the total number of neighbours in the set. In the Collier et al. model, only adjacent 
neighbours signal to each other.

Cell 1

i

ii

B

C

Cell 2A

Inner ear hair cells

2Dmodel output

Figure 1.8: Summary of the Collier et al. mathematical model along with in-silico and in-vivo
examples of 2D salt and pepper patterning. A 2-cell model is shown, but 1D lines of cells and 2D 
hexagonal lattices were also explored in the study. A Schematic of the 2-cell model in (Collier et
al., 1996) where symbols are defined in §1.3.2. Ai Shows the increasing Hill function used to model 
Delta activating Notch in a neighbouring cell. Aii Shows the decreasing Hill function used to model 
Notch inhibiting Delta production within the same cell. B A typical output of a 2D hexagonal grid 
simulation of nearest neighbour interactions using Collier et al. model. Red cells indicate high Delta 
cells. C Shows inner basilar papilla Notch-Delta patterning where nearest neighbour cells signal to 
each other (taken from (Goodyear & Richardson, 1997)).

The functions 𝐹 and 𝐺 represent a commonly used function throughout this thesis 
which is the Hill function and these are sigmoidal curves that run between 0 and 
1 and can either be increasing or decreasing. Because Notch is activated by Delta, 
𝐹(𝐷𝑖) is an increasing function defined by

𝐹(𝐷𝑖) = 1

1 + ( 𝐷0
𝐷𝑖

)
𝑘 (1.4)

where 𝐷0 is the repression threshold which is the concentration of Delta at which the 
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value of 𝐹(𝐷𝑖) = 0.5, and in the context of equation (1.1), is the concentration of 
Delta in neighbouring cells which will result in Notch being produced at half its max-
imal rate. The other parameter that defines the shape of the Hill function is the Hill 
coefficient, 𝑘, which defines how steep the slope of the Hill function is around the re-
pression threshold (Figure 1.8Ai shows the general shape of the increasing Hill func-
tion). Delta on the other hand is repressed by active Notch and so a decreasing Hill 
function is used

𝐺(𝑁𝑖) = 1
1 + ( 𝑁𝑖

𝑁0
)

𝑛 , (1.5)

where 𝑁0 is the repression threshold for Notch acting on Delta and 𝑛 is the Hill coef-
ficient (Figure 1.8Aii shows the shape of the decreasing Hill function).

Originally the Hill function was used to model the oxygen binding curve of haemoglobin 
(Hill, 1910). Haemoglobin has 4 binding sites for oxygen, and each time an oxygen 
molecule binds, it increases the affinity of haemoglobin for oxygen, which is known as 
cooperative binding and results in a nonlinear binding curve (saturation of haemoglobin 
versus concentration of oxygen). The Hill coefficient is interpreted as a measure of 
how strong this cooperativity is, where 𝑛 = 1 indicates no cooperativity (equivalent 
to Michaelis-Menten kinetics) and 𝑛 > 1 indicates increasing cooperativity of the 
reaction and the Hill function becomes more like a step-function as 𝑛 → ∞.

In cases where cooperativity is very strong, i.e. the binding affinity changes greatly 
between each bound molecule, then the Hill coefficient reflects the number of binding 
sites (Weiss, 1997). Haemoglobin however does not have strong enough cooperativity 
to have a Hill coefficient of 4 (the number of binding sites), instead, it is estimated to 
be between 1.7-3.2. In most cases, the Hill coefficient should be taken as an interac-
tion coefficient rather than the number of binding sites, and the number of binding 
sites or possible affinity changes should be treated as an upper limit in the case of 
extreme cooperativity.

In cases where cooperative binding is not present, the Hill function can still be used 
as a transfer function to approximate how signalling pathways behave. In these cases, 
the Hill coefficient is interpreted depending on the application but is generally a mea-
sure of how non-linear an interaction is. The model described in this section by Col-
lier et al. used a Hill coefficient of 2 in their numerical simulations to represent Notch-
Delta interactions and the non-linearity introduced by 𝑛 > 1 can be attributed to in-
teractions such as the bistable switch-type interaction produced by cis-inhibition (as 
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discussed in §1.2.4), or the fact that downstream transcription factors such as Hes 
need to dimerise before functionally binding to DNA.

In this type of model, the Hill functions act as coupling functions, and so it is the 
Hill function parameters that define coupling strength. The coupling strength will 
be largely determined by the repression threshold because this determines how much 
Delta or Notch will be required to activate or inhibit. How sharp or switch-like this 
response will be is determined by the Hill coefficient, and so this also influences the 
coupling strength to some extent. In the Collier et al. model, two possible input and 
output scenarios are valid: either the coupling can be defined as the relationship be-
tween Delta in cell 1 and Notch in cell 2 (Figure 1.8A) which is determined by 𝐹(𝐷𝑖), 
or alternatively the coupling can be defined as the relationship between Delta in cell 
1 and Delta in cell 2, which would be determined by the combination of both Hill 
functions 𝐹(𝐷𝑖) and 𝐺(𝑁𝑖).

Through a combination of numerical and analytical methods, Collier et al. found 
that with sufficient coupling strength, steady-state patterns of fine-grained alternat-
ing high-low expression emerged, typically with a spatial period of 2-cells which is 
the classic ‘salt and pepper’ or ‘checkerboard’ patterning. In the 2D hexagonal grid, 
this type of patterning appears as single high Delta cells surrounded by a ring of high 
Notch expressing cells as shown in Figure 1.8B, and this matches closest with the 
Notch pattern observed in the inner ear basilar papilla patterning shown in Figure 
1.8C (Goodyear & Richardson, 1997). In kymograph form, the stationary patterns 
formed by this model produce the horizontal stripes of high and low expression that 
remain in the same location over time, as shown in Figure 1.9E.

1.3.3 Hes5 oscillations and synchronisation

In 1965, Goodwin detailed the first mathematical formulation describing the possi-
bility of oscillating biological circuits where a negative feedback model of protein in-
hibiting its own mRNA production was explored using an analogue computer model 
(Goodwin, 1965). This work found that oscillatory gene expression could be driven 
autonomously by the presence of an intermediate process between the initiation of 
mRNA synthesis and mature protein and that the delay induced by this process was 
the essential component that made sustained oscillations possible. The intuitive ex-
planation for why this is the case is that if there is no delay, any increase in mRNA 
would lead to an instantaneous increase in protein, which through negative feedback 
would immediately inhibit any further mRNA being produced. The introduction of a 
time lag enables a pool of protein to be synthesised followed by a delayed inhibition 
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(Pfeuty, 2022)
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Figure 1.9: Mathematical models that produce stationary and dynamic spatial patterns with their 
typical output summarised in kymograph form. They are ordered by increasing spatial period on 
the 𝑦-axis and stationary/dynamic patterning on the 𝑥-axis. Brief descriptions of the mechanism 
are given in each panel, and references are given here: A (Turing, 1990). B (Ishimatsu et al., 2018).
C (Hadjivasiliou et al., 2016). D (Tiedemann et al., 2017). E (Collier et al., 1996). F (Pfeuty, 
2022).

of mRNA production; the protein subsequently degrades, and the process repeats.

The first mathematical model specific to Hes oscillations was formulated by Monk, 
and again centred around time-delayed negative transcriptional feedback as the ba-
sis for oscillation based on experimental observations (Monk, 2003). Instead of mod-
elling an intermediate process between the initiation of mRNA synthesis and ma-
ture protein, Monk instead implemented an explicit time-delay term. This time delay 
was then set to between 10-20 minutes to reflect the average maturation time due to 
transcript elongation, splicing, processing, and export is around.

The model explicitly includes mRNA and protein as

𝑑𝑚(𝑡)
𝑑𝑡

= 𝛼𝑚𝐺(𝑝(𝑡 − 𝜏)) − 𝜇𝑚𝑚(𝑡), (1.6)
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𝑑𝑝(𝑡)
𝑑𝑡

= 𝛼𝑝𝑚(𝑡) − 𝜇𝑝𝑝(𝑡), (1.7)

where 𝑚(𝑡) and 𝑝(𝑡) are mRNA and protein levels respectively over time. 𝛼𝑚 is the 
maximal transcription rate and 𝛼𝑝 is the translation rate. 𝜇𝑚 and 𝜇𝑝 are the degra-
dation rates of mRNA and protein respectively and 𝜏 is the time delay. 𝐺(𝑝(𝑡 − 𝜏))
is a decreasing Hill function, representative of the repressive action of Hes protein on 
its own mRNA production. The Hill function here has the form

𝐺(𝑝(𝑡 − 𝜏)) = 1

1 + ( 𝑝(𝑡−𝜏)
𝑝0

)
𝑛 , (1.8)

where 𝑝0 is the repression threshold – the abundance of Hes in the cell that will re-
sult in 50% repression of mRNA production, and 𝑝(𝑡 − 𝜏) is the protein abundance 
at 𝜏 units of time in the past. 𝑛 is the Hill coefficient which is estimated by Monk to 
be 2 ≤ 𝑛 ≤ 10 due to the fact that contributions to cooperativity could be com-
ing from multiple sources such as Hes being a dimer, the fact that the Hes1 promoter 
has three binding sites, or that Hes is actively imported into the nucleus.

Using reasonable parameter values either measured directly or inferred from the liter-
ature, ultradian periods of around 2 hours are produced from these equations which 
match the observed Hes1 period. A more recent model by Manning et al. re-parameterised 
the same model as in (1.6) and (1.7) using a Bayesian inference approach and live 
imaging data to estimate parameter values specific to Hes5 in the neural tube, which 
has a longer period of around 3.3h (Manning et al., 2019).

The fact that oscillations are driven by the nature of the internal feedback and not 
by an external oscillator or oscillating energy source means that Hes oscillators can 
be classed as autonomous oscillators (self-sustaining oscillators). A macro-scale ex-
ample of an autonomous oscillator is a pendulum in a clock which has a natural fre-
quency determined by the length of the pendulum and the strength of gravity, and 
which is sustained by potential energy stored in a weight or spring.

An interesting emergent property of autonomous oscillators is that when they are al-
lowed to interact, they can undergo synchronisation. Synchronisation occurs when 
two or more autonomous oscillators with initially different frequencies evolve to a 
common frequency and become phase-locked, whereby the difference in phase no longer 
changes over time. For example, synchronisation can occur when two analogue metronomes 
are placed on a loose platform with each metronome set to a slightly different natu-
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ral frequency. Via momentum transfer through the loose platform, the phase of each 
metronome can influence the other. With sufficient coupling (coupling here is a mea-
sure of how much each metronome can move the platform) the two metronomes will 
influence the swinging of each other’s pendulum and eventually settle to a new fre-
quency somewhere between their two original natural frequencies, becoming synchro-
nised.

Synchronisation can also take place between cells expressing oscillatory Hes as ob-
served during the developmental process of somitogenesis, where blocks of tissue called 
somites are produced in the pre-somitic mesoderm that eventually form vertebrae, 
ribs and skeletal muscle (Baron & Galla, 2019; Kageyama et al., 2012; Lewis, 2003; 
Özbudak & Lewis, 2008; Shimojo et al., 2016). During somitogenesis, a population 
of cells exist at the tail end of the pre-somitic mesoderm that exhibits a synchronised 
oscillatory expression of various genes, including Hes, and this wave of synchronisa-
tion travels towards the anterior end where a new somite is formed on each cycle of 
the oscillation (Maroto et al., 2012).

It was known for some time that Notch is involved in somitogenesis (Conlon et al., 
1995; Holley et al., 2000), but the exact mechanism of control Notch had over the 
formation of somite boundaries was unclear. A combination of experimental work 
and modelling by Özbudak and Lewis neatly narrowed down the role of Notch sig-
nalling by observing how long the effects of inhibiting or overactivating the pathway 
took to appear as somite deformations (Özbudak & Lewis, 2008). They determined 
that the role of Notch was in maintaining synchronisation of the autonomously oscil-
lating genes such as Hes, by coupling the oscillatory dynamics of the cells. However, 
given that Notch signalling typically forces gene expression into alternating high and 
low expression between cells, how do Notch-coupled cells achieve in-phase oscillations 
during somitogenesis?

The key to in-phase dynamics in a laterally-inhibiting system of cells lies in the rela-
tionship between the period of the oscillations (𝑇) and the time delay between cells 
(𝜏). If there is no time delay between two laterally inhibiting cells (𝜏 = 0), anti-phase 
oscillations arise due to the fact that when one cell is high, it will repress the other 
cell (Figure 1.10C). If the time delay is half a period (𝜏 = 𝑇

2 ), then the maximally re-
pressive signal from the blue cell shown in Figure 1.10D arrives 𝑇 /2 time units later 
at the red cell, which leads to the red and blue cells being in-phase. This behaviour 
alternates between anti-phase and in-phase as the time delay continues to increase, 
depending on if it is an integer value or half value of the oscillation period 𝑇.

Therefore in somitogenesis, there must be a sufficient time delay within restricted 
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ranges in the Notch circuit in order to produce the synchronisation observed. Impor-
tant to note that while the 𝑇 /2 time delay relationship with phase flipping between 
in-phase and anti-phase dynamics described here is true for some systems such as 
(Baron & Galla, 2019; Momiji & Monk, 2009), this relationship between time-delay 
and phase is more complex in other systems (Prasad et al., 2008).

While somitogenesis is an example of in-phase Notch/Hes oscillations, neurogenesis 
may represent a scenario where anti-phase oscillations occur. One study of telen-
cephalic neural progenitor cells in mouse found that HES1 is expressed in a salt and 
pepper type expression in snapshot images, but also that HES1 in individual cells is 
oscillatory, leading to the indirect conclusion that HES1 expressing progenitors are 
probably oscillating in antiphase, like in Figure 1.10E (Shimojo et al., 2008). More 
recently, direct observation of anti-phase oscillations of Dll1 was observed in the de-
veloping neural tube where two neighbouring cells alternated expression multiple 
times before one cell remained high and the other low (Shimojo et al., 2016). The 
mathematical modelling in this paper looked at the effects of changing these time 
delays in a Notch-Hes model. This resulted in the discussed transition between in-
phase and anti-phase and additionally found that oscillations become damped during 
the transitions which is also observed experimentally (Shimojo et al., 2016).

Extending anti-phase oscillations to a line of cells, the coupled phase-oscillator model 
by Pfeuty demonstrates the possibility of a dynamic spatial pattern where a spatial 
period of 2 forms from the anti-phase oscillations as shown in Figure 1.9F (Pfeuty, 
2022). This captures two aspects of the HES5 pattern in that a spatial pattern is 
formed, and that it is dynamic over time. Coming closer to the dynamic HES5 pat-
tern in the neural tube, Tiedemann et al. modelled Hes1 dynamics in pancreatic de-
velopment and neurogenesis (Tiedemann et al., 2017). When exploring Hes1 autoin-
hibition oscillations, they were able to produce clusters of cells that have in-phase 
dynamics, but where the clusters are in anti-phase with neighbouring clusters. Thus 
this is a spatial pattern with > 2-cell periodicity, as well as being dynamic over time. 
This would result in a kymograph similar to Figure 1.9D.

Out of all models in the literature, the Tiedemann et al. model comes closest to the 
phenotype that is the focus of this thesis. However, that work did not characterise 
the pattern in detail and is specific to Hes1 oscillations, and also lacks Hes oscilla-
tions being nested within a longer-term, larger-amplitude switching behaviour. In 
Chapter 2, this idea of clusters of local synchronisation is explored thoroughly in a 
Hes5-specific model to see what aspects of the data it can reproduce.
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Figure 1.10: How time delay affects in-phase and anti-phase synchronisation dynamics in coupled 
autonomous oscillators. A A simple model of two oscillators coupled with a bidirectional repres-
sive interaction (lateral inhibition) which also has a time-delay 𝜏 in the transmission of the oscil-
lator phase/expression level information from one cell to the other. B The period 𝑇 is the amount 
of time it takes for an oscillator to complete one cycle. C When 𝜏 = 0, the lateral inhibition can 
be expected to produce antiphase oscillations. D When there is a sufficient time delay (this simpli-
fied example uses half the period of oscillation as the delay, 𝜏 = 𝑇

2 ), the repressive interaction from 
one cell is delayed such that the other cell experiences maximal repression when the sending cell is 
in its trough, thus producing in-phase dynamics. This has been proposed as a possible regime in 
which somitogenesis operates to achieve synchronisation of Hes/Her genes through Notch coupling 
(Lewis et al., 2009). E When 𝜏 is increased further, the maximal repression from each cell again 
forces the system into anti-phase dynamics. This type of anti-phase dynamics is proposed to oper-
ate during neurogenesis. F The cycle of in-phase and anti-phase is expected to repeat in a simple 
two-cell model of coupled oscillators as the time delay is further increased.
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1.4 Aims of the thesis

This thesis aims to elucidate the underlying mechanism and understand the develop-
mental function of the dynamic spatial pattern of HES5 described in §1.2.5 by utilis-
ing mathematical modelling to explore the various biologically-based mechanisms of 
patterning as well as use experimental techniques to test the modelling assumptions.

Each results chapter addresses the following aims:

• Chapter 2 Characterisation of the multicellular pattern and assessment of the 
emergent patterning behaviours of a mathematical model of multicellular Notch-
Hes5 interactions. Additionally, how differentiation rates vary across the differ-
ent patterning behaviours identified in the model is explored.

• Chapter 3 Assessment of a travelling wave model in producing dynamic spatial 
patterns generated by imposing spatial parameter gradients across the simulated 
tissue.

• Chapter 4 Assessment of the potential role of protrusions and altered Notch 
signalling as an underlying mechanism for dynamic spatial patterning. Addi-
tionally, the functional role of the pattern is analysed by exploring how differen-
tiation events are spatially distributed when the model exhibits dynamic spatial 
patterning.

• Chapter 5 Testing of the modelling assumptions in Chapter 4 is carried out by 
experimentally characterising the extent of protrusions and Dll1 signalling in the 
neural tube.

As a hybrid of journal and traditional format, Chapters 2 & 4 are presented in their 
published manuscript forms, and Chapters 3 & 5 are presented in traditional thesis 
format.
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Chapter 2

Manuscript 1: A dynamic, spatially 

periodic, micro-pattern of HES5 

underlies neurogenesis in the 

mouse spinal cord
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2.1 Guide to the manuscript and supplementary files

Here the manuscript in its published format is included. Alongside the main figures, 
the manuscript also includes a set of expanded view figures that include more data 
related to some of the main figures, and these are included after the manuscript on 
page 72.

My contribution to this paper was in the mathematical modelling (see below for spe-
cific contributions), and the full details of the model are found in the appendix of the 
paper. Here, the modelling appendix has been extracted and additional details of the 
model implementation have been integrated into it, and this can be found on page 
81.

Link to the web version of the manuscript (easier to view expanded view figures).

Link to the full appendix.

2.2 Author contributions

Joshua Hawley: Design and implementation of stochastic coupled HES5 model, pa-
rameterisation, analysis and model interpretation, smiFISH and imaging, analysis of 
cell movement, data interpretation, and manuscript writing. Contributions to specific 
figures are given below in Table 2.1.

Table 2.1: Specific figure contributions from Joshua Hawley in Manuscript 1.

Figure Contribution
5 A-C Design and implementation of the multicellular model.
5 D-F Analysis and parameterisation of the model through explorion of parameter 

space.
5 G-J Visualisation of kymographs and single cell time-traces. Veronica Biga helped 

with visualising outputs from the code.
6 A-C Design and implementation of the differentiation algorithm.
EV5 B&C Performed the cryosection smiFISH experiments. Ximena Soto assisted with 

image processing.
S5 & S6 Carried out comprehensive parameter space exploration looking at spatial pe-

riodicity, temporal periodicity, and cluster size. Veronica Biga developed the 
cluster size detection algorithm.

S7 Exploration of how many cells differentiate within identified clusters within the 
model.
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Cerys Manning: Study conception and experiment design, wet lab experiments, 
supervision, data analysis, data interpretation and manuscript writing, data interpre-
tation, and manuscript writing.

Veronica Biga: Supervision and development of method to analyse spatial micro-
patterns of HES5 expression both in data and from the model, method for Hilbert 
phase persistence analysis, data analysis, data interpretation and manuscript writing, 
data interpretation, and manuscript writing.

Nancy Papalopulu: Study conception and experiment design, data interpretation, 
and manuscript writing.

Jochen Kursawe: Supervision and assistance in design, analysis and interpretation 
of the mathematical model, data interpretation, and manuscript writing.

Daniel Han: data interpretation, and manuscript writing.

Paul Glendinning: Supervision and assistance in analysis and interpretation of the 
mathematical model, data interpretation, and manuscript writing.

Emma Johns: Data collection and development of method to analyse correlations 
of HES5 nuclear intensity.

Daniel Han: Method to analyse periodic spatial micro-patterns of HES5 expression.

Ximena Soto: smiFISH and imaging.

Antony D Adamson: Design and generation of Neurog2::mScarlet-I knock-in mouse.

Hayley Bennet: Design and generation of Neurog2::mScarlet-I knock- in mouse.
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A dynamic, spatially periodic, micro-pattern of
HES5 underlies neurogenesis in the mouse
spinal cord
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Cerys S Manning1,*,†,‡ & Nancy Papalopulu1,**,†,‡

Abstract

Ultradian oscillations of HES Transcription Factors (TFs) at the
single-cell level enable cell state transitions. However, the tissue-
level organisation of HES5 dynamics in neurogenesis is unknown.
Here, we analyse the expression of HES5 ex vivo in the developing
mouse ventral spinal cord and identify microclusters of 4–6 cells
with positively correlated HES5 level and ultradian dynamics. These
microclusters are spatially periodic along the dorsoventral axis and
temporally dynamic, alternating between high and low expression
with a supra-ultradian persistence time. We show that Notch signal-
ling is required for temporal dynamics but not the spatial periodicity
of HES5. Few Neurogenin 2 cells are observed per cluster, irrespec-
tive of high or low state, suggesting that the microcluster organisa-
tion of HES5 enables the stable selection of differentiating cells.
Computational modelling predicts that different cell coupling
strengths underlie the HES5 spatial patterns and rate of differentia-
tion, which is consistent with comparison between the motoneuron
and interneuron progenitor domains. Our work shows a previously
unrecognised spatiotemporal organisation of neurogenesis, emer-
gent at the tissue level from the synthesis of single-cell dynamics.
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Introduction

Neurogenesis is the developmental process which generates the

variety of neuronal cell types that mediate the function of the

nervous system. Neurogenesis takes place over a period of days

during mouse embryogenesis; thus, the transition from progenitor

maintenance to differentiation needs to be balanced for develop-

ment to occur normally. Neurogenesis relies on the integration

of positional information with the transcriptional programme of

neuronal differentiation. In the spinal cord, notable progress has

been made in understanding the role and regulation of the dorsoven-

tral (D-V) positional system, that relies on secreted morphogens and

transcriptional networks to generate the stereotyped array of different

types of neurons along this axis (Briscoe & Small, 2015; Sagner &

Briscoe, 2019). The transcriptional programme that mediates neuro-

genesis is also well understood in the spinal cord, particularly with

the application of single-cell sequencing (Paridaen & Huttner, 2014;

Delile et al, 2019; Sagner & Briscoe, 2019).

Recent live imaging studies of cell fate decisions during neuroge-

nesis have added a new dimension to this knowledge (Vilas-Boas

et al, 2011; Das & Storey, 2012, 2014; Manning et al, 2019; Nelson

et al, 2020; Soto et al, 2020). They have shown the importance of

understanding transcription factor (TF) expression dynamics in real

time, including the key transcriptional basic helix–loop–helix repres-

sors Hairy and enhancer of split (HES)1 and 5 (Ohtsuka et al, 1999;

Imayoshi & Kageyama, 2014; Bansod et al, 2017), in regulating state

transitions. We have previously shown that in spinal cord tissue,

HES5 exhibits ultradian periodicity of 3–4 h in about half of the

progenitor population with the remaining progenitors showing

aperiodic fluctuations (Manning et al, 2019). The percentage of cells

that show oscillations rises in cells that enter the differentiation

pathway; such cells show a transient phase of more coherent oscilla-

tions before the level of HES5 is downregulated in differentiated

cells (Manning et al, 2019). Furthermore, our studies of a zebrafish

paralogue Her6 showed that the transition from aperiodic to oscilla-

tory expression is needed for neuronal differentiation, suggesting

that oscillatory expression has an enabling role for cell state
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transitions (Soto et al, 2020) as we have previously predicted

computationally (Bonev et al, 2012; Goodfellow et al, 2014; Phillips

et al, 2016).

Although these studies revealed an unappreciated dynamic beha-

viour at the level of HES TF protein expression, these live imaging

studies are based on recording dynamics from sparsely distributed

single cells in the tissue context. Therefore, little is known about

how single-cell dynamics are synthesised to tissue-level dynamics.

Do cells interact with their neighbours in order to coordinate their

cell state transitions and if so, how and what is the mechanism?

Notch is of particular interest in this context because it is a highly

conserved cell-to-cell signalling pathway that is well known for

generating complex spatial patterns of cell fates in tissue develop-

ment (Cohen et al, 2010; Shaya & Sprinzak, 2011; Hunter et al, 2016;

Corson et al, 2017; Henrique & Schweisguth, 2019). Activation of

Notch receptors by Notch ligands, including DLL1 and JAG1, results

in downstream expression of HES1 and HES5. HES TFs can influence

Notch activity on neighbouring cells by repressing Notch ligand

expression either directly (Kobayashi et al, 2009; preprint: de Lichten-

berg et al, 2018) or indirectly through the repression of proneural TFs

such as Neurogenin1/2 (NGN1/2) (Ma et al, 1998). We argue that in

order to understand how the balance of HES progenitor factors can

be tipped in favour of proneural factors giving rise to a decision point

in neural progenitor cells, we need to address tissue-level patterns of

HES expression and use computational models that can integrate the

complexity of interactions at multiple scales.

The effects of Notch–Delta signalling combined with HES oscilla-

tions have been investigated during somitogenesis. Live imaging of

dissociated PSM cells in vitro has shown that single-cell oscillators

can self-organise through Notch-dependent synchronisation to

generate waves in gene expression similar to those observed in vivo

(Tsiairis & Aulehla, 2016). A model of mRNA and protein produc-

tion and self-repression with transcriptional delay explains the

emergence of autonomous oscillations of Her1 and Her7 as well as

synchronisation by Notch activity observed during the formation of

somites (Lewis, 2003; Özbudak & Lewis, 2008; Webb et al, 2016). A

more abstract Kuramoto-style model with time delays explains how

a population of initially asynchronous and autonomous oscillators

can evolve to adopt the same frequency and phase in order to peri-

odically form somites (Morelli et al, 2009; Oates, 2020). The period

of the oscillations determines the size of the somite and Notch abun-

dance controls dynamic parameters such as the time to synchronisa-

tion (Herrgen et al, 2010). Apart from a limited number of studies

suggesting an anti-phase relationship of DLL1 oscillations in neigh-

bouring neural cells (Shimojo et al, 2016), whether and how neural

progenitor cells coordinate fate decisions and dynamic HES activity

with their neighbours remains unknown.

In this study, we observe spatially periodic HES5 micro-patterns

which are generated through positive correlations in the levels of

HES5 between neighbouring cells and by local synchronisation of

low coherence single-cell oscillators present in spinal cord tissue.

These patterns are maintained in a dynamic way through Notch

mediated cell–cell interactions. A computational model predicts that

coupling strength changes spatial patterns of expression and, in

turn, the probability of progenitor differentiation. We confirm that

between adjacent progenitor domains in the spinal cord, the rate of

differentiation correlates with spatial patterns of HES5 and cell–cell
coupling strength. Thus, organisation of neural progenitors in HES5

phase-synchronised and level-matched progenitors is an exquisite

spatiotemporal mechanism conferring tissue-level regulation of the

transition of single cells from neural progenitor to neuron.

Results

Positive correlations in Venus::HES5 intensity are indicative of
microclusters in spinal cord tissue

Within the peak of spinal cord neurogenesis (E9.5–E11.5), HES5 is

expressed in two broad domains in the dorsal and ventral embry-

onic mouse spinal cord (Sagner et al, 2018; Manning et al, 2019).

Previously, we have characterised the single-cell dynamic behaviour

of the more ventral HES5 expression domain that covers the ventral

interneuron (p0–p2) and motorneuron progenitors (pMN) (Manning

et al, 2019). Thus, to understand how the single-cell expression

dynamics contributes to tissue-level behaviour we have focussed

here on the same ventral area of HES5 expression (Figs 1 and

EV1a). In this area, all progenitor cells (marked by SOX2) show

HES5 expression (Fig EV1B). To characterise the spatial pattern of

HES5 protein expression in this progenitor domain, we made ex vivo

slices of E9.5-E11.5 Venus::HES5 knock-in mouse embryo spinal

cord (Imayoshi et al, 2013). In snapshot images of this domain, we

noticed multiple local clusters of neural progenitor cells with similar

levels of nuclear HES5 (Fig 1A) which we refer to as “microclus-

ters”. These are notable after manual segmentation using a Draq5

live nuclear stain and averaging HES5 intensity across the nucleus

(Fig 1A–C). The differences in Venus::HES5 intensity between

nuclei did not correlate with the Draq5 nuclear staining indicating

this was not related to global effects or effects of imaging through

tissue (Fig EV1C). By measuring the number of nuclei in microclus-

ters with high Venus::HES5 levels (see Materials and Methods

“Microcluster quantification”), we found that they consisted of 3–4
cells wide in the apical-basal (A-B) and 2–4 cells wide in the

dorsoventral (D-V) direction (3–7 cells in total, Fig EV1D) and were

similar in size between E9.5 and E11.5 (Fig 1D). Randomisation

controls of the nuclear intensities showed that microclusters were

significantly larger than is expected by chance (Fig EV1D and Mate-

rials and Methods). Consistent with the presence of microclusters of

cells with similar levels, nuclei showed a positive correlation in

Venus::HES5 between close neighbours that drops with increasing

neighbour number (Fig 1E). We took a more quantitative approach

and correlated mean nuclear HES5 levels between all pairs of nuclei

and found that nuclei close to each other were highly positively

correlated and this correlation dropped with increasing distance,

becoming negative at distances over 50 μm (Fig 1F). This relation-

ship was similar across E9.5–E11.5 (Fig EV1E) and substantially dif-

ferent to the correlation coefficients calculated from randomisations

of the nuclei intensities but keeping the same nuclear spatial

arrangement (Fig 1F) which indicates the presence of a pattern in

HES5 levels.

The longer-range negative correlations may arise from gradients

in HES5 expression in A-B and D-V direction. Indeed, the images

indicate the presence of a radial gradient emanating from an area of

highly expressing cells (Fig 1G and H, Fig EV1F and Appendix Fig

S1A). Such a radial gradient could be due to the downregulation of

HES5 as cells differentiate and move basally from the progenitor
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domain as well as to D-V differences in the level of expression (see

below) and is not further investigated here. To ask whether the

local positive correlations in HES5 levels are an artefact of this

larger-scale domain expression pattern, we measured and subse-

quently removed a radial gradient across the tissue from the

segmented single-cell images (see Materials and Methods). However

even after removing a radial gradient, mean nuclear HES5 levels at

E9.5–E11.5 remained highly positively correlated at distances less

than 40–50 μm (Figs 1I and J, and EV1G and H). Therefore, a global

tissue gradient of HES5 cannot fully explain the detailed spatial

pattern and further factors, such as microclusters of cells with simi-

lar HES5 levels, must contribute to the formation of the HES5

spatial pattern.

HES5 microclusters are spatially periodic along dorsoventral axis
of spinal cord

The high-resolution analysis of single-cell snapshots showed the

presence of multiple microclusters in HES5 expression in the ventral

domain. Next, we asked whether these microclusters have a regular

spatial arrangement. To do this, we drew line profiles 15 μm wide,

parallel to the ventricle, in the ventral to dorsal direction (Figs 2A

and EV2A and B) and plotted the Venus::HES5 intensity along this

line (Fig 2B) from lower resolution 20× images of ex vivo slice

cultures. Throughout the paper, the 0 distance is the ventral-most

point of the HES5 domain, and distance extends dorsally (Materials

and Methods). Detrending the signal removed a bell-shaped curve

◀ Figure 1. Microclusters of spinal cord neural progenitor cells have positively correlated HES5 levels.

A Transverse slice of live E10.5 Venus::HES5 homozygous knock-in mouse showing the ventral HES5 domain in spinal cord ex vivo (left panel); Draq5 live nuclear stain
with nuclear segmentation overlay (right panel); scale bar 30 μm.

B Venus::HES5 nuclear signal corresponding to tissue in (A) obtained by applying nuclear segmentation onto Venus channel.
C Pseudo-color look-up table applied to mean nuclear Venus::HES5 intensity (Materials and Methods) corresponding to segmented image in (B).
D Dimensions of microclusters in cell numbers with high and similar levels of HES5 in apical–basal axis (left panel) and dorsoventral axis (right panel) at E9.5 (10

microclusters, 3 slices, 3 exps), E10.5 (10 microclusters, 9 slices, 3 exps) and E11.5 (10 microclusters, 3 slices, 3 exps). NS—no significant difference in one-way ANOVA
P = 0.46 (A-B), P = 0.38 (D-V). Bars show mean � SD.

E Pearson correlation coefficient observed in segmented E10.5 homozygous Venus::HES5 spinal cord ex vivo slices showing correlation between mean nuclear Venus::
HES5 intensity in any cell compared with up to eight nearest neighbours (see Materials and Methods); dots indicate average per slice; bars indicate mean and
standard deviation of five slices from three experiments (data set is different from (D)).

F Pearson correlation coefficient of mean nuclear Venus::HES5 intensity in relationship to distance; red dots indicate average Venus::HES5 correlation per slice of 12
slices from three experiments with corresponding red line indicating polynomial fit (order 2); grey dots with black line indicate correlations and polynomial fit from
five randomisations of intensities analysed in the same way (see Materials and Methods).

G Transverse slice of live E10.5 Venus::HES5 homozygous knock-in mouse showing the ventral HES5 domain in spinal cord ex vivo. Scale bar 30 μm, D—dorsal, V—
ventral.

H Pseudo-color look-up table applied to mean nuclear Venus::HES5 intensity of (G); centre of intensity shown with *.
I Pseudo-color look-up table applied to mean nuclear Venus::HES5 intensity in (H) (only one side of ventricle) after radial gradient removal (see Materials and

Methods).
J Pearsons correlation coefficient of mean nuclear Venus::HES5 intensity with distance after subtraction of radial gradient in Venus::HES5 intensity; red dots represent

average in each of 12 slices from three experiments.

Source data are available online for this figure.

▸Figure 2. HES5 microclusters are spatially periodic along the dorsal–ventral axis of spinal cord.

A 20x snapshot of an ex vivo slice culture of E10.5 spinal cord from Venus::HES5 heterozygous knock-in mouse, transverse section; delineated region (blue) correspond
to data shown in (B, C). D—dorsal, V—ventral.

B Spatial profile of Venus::HES5 intensity averaged over 2.5 h with 0 distance representing the ventral end of kymograph; black line represents the trend in Venus::HES5
data across the domain produced using an polynomial order 6 (see Materials and Methods).

C Detrended spatial profile of Venus::HES5 corresponding to data shown in (B).
D Lomb-Scargle Periodogram analysis of detrended Venus::HES5 data in (C); horizontal line indicates Lomb-Scargle significance level P = 0.0001; red arrowhead

indicate significant peaks.
E Auto-correlation analysis of detrended Venus::HES5 spatial profile in (C) with multiple peaks indicating spatial periodicity; significant peaks (red arrowhead) lie

outside grey area indicating 95% significance based on bootstrap approach (see Materials and Methods) and non-significant peaks (black arrowhead).
F Peak to peak distance in auto-correlation from detrended Venus::HES5 signal collected in apical regions of spinal cord between E9.5-E11.5; bars indicate mean and SD

of individual slices from three independent experiments; Kruskal–Wallis test not significant, P = 0.44.
G Representative example of auto-correlation from detrended Draq5 nuclear signal with peak to peak distances indicative of inter-nuclear distance in live tissue; grey

area denotes 95% confidence area for Draq5.
H Peak to peak distance in auto-correlation of detrended Draq5 spatial profile in apical regions of spinal cord between E9.5-E11.5; bars indicate mean and SD of

individual slices from three independent experiments; Kruskal–Wallis test not significant, P = 0.3.
I Schematic of multiple non-overlapping regions of interest identified as Apical, Intermediate and Basal in the spinal cord tissue; width of regions in the apical-to-basal

direction was 15 μm.
J Peak to peak distance in auto-correlation of detrended Venus::HES5 spatial profile corresponding to apical, intermediate and basal regions of spinal cord at E10.5;

dataset is different from (H); markers indicate average distance per experiment with a minimum of three z-stacks per experiment and two repeats (left and right of
ventricle) analysed per z-stack; bars indicate mean and SD of six independent experiments; Kruskal–Wallis test not significant, P = 0.115; distances correspond to 4–5
cells considering the inter-nuclear distance in DV quantified in (H).

Source data are available online for this figure.
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of expression that is a result of different HES5 levels along the D-V

axis and is not further investigated here (Figs 2B and EV2C). The

microclusters could be detected as intensity peaks in the detrended

Venus::HES5 intensity profile (direct comparison in Fig EV2A–C)
and we observed multiple intensity peaks across the D-V axis (Fig 2

C). Periodicity analysis of the detrended spatial Venus::HES5

expression profile revealed the presence of dominant frequency

peaks in the power spectrum (Fig 2D) and multiple significant peaks

in the auto-correlation function in all tissues analysed (Fig 2E,

Appendix Fig S1B and Appendix Table S1). A significant peak in the

auto-correlation function shows that the signal has similarity to

itself at the relative distance (or lag) indicated in the x-axis. Multiple

significant peaks in an auto-correlation function are indicative of

a periodic signal with the peak to peak distance in the auto-

correlation corresponding to the period of the signal. The spatial

period in Venus::HES5 expression was 30–60 μm with a median

period of 40 μm and no significant difference between E9.5 to E11.5.

Periodicity measurements from auto-correlation functions and the

power spectrum corresponded well (Fig 2F and Appendix Fig S1C).

To understand how our observed spatial periodicity relates to

nuclear count in the tissue, we analysed the spatial profile for the

Draq5 nuclear stain from snapshot images of Venus::HES5 ex vivo

slices. We observed peaks in Draq5 in regions of low Venus::HES5

indicating that the lower Venus::HES5 regions did not correspond to

a lack of nuclei at this position of the tissue (Fig EV2D). As

expected, the Draq5 signal observed along the D-V axis also showed

multiple significant peaks in the auto-correlation that corresponded

to a spatial period of 10 μm, a single-cell width and was consistent

over developmental time (Fig 2G and H, and Fig EV2E and

Appendix Fig S1D). Using this value, we estimate that the periodic

occurrence of microclusters of cells with correlated levels of Venus::

HES5 has a median period of four cells. This corresponded well to

the distance between microclusters in the high-resolution analysis

of single-cell snapshots (Fig EV2F).

Since the apical region of spinal cord contains proliferative neural

progenitors with high levels of HES5 that become downregulated

when progenitors begin to migrate towards basal regions, we interro-

gated if the spatial periodicity persisted in the A-B axis. Venus::HES5

expression profiles collected from apical, intermediate and basal

regions (Fig 2I) within the HES5 expression domain at E10.5 all

showed spatial periodicity (both power spectrum, Fig EV2G and

auto-correlation, Fig 2J) with the period varying from approximately

four cells in the apical side to three cells in the basal region (Fig 2J,

Appendix Fig S1E). These results suggest that proliferative progeni-

tors (localised apically) as well as differentiating progenitors (lo-

calised more basally) show local spatial correlation in Venus::HES5

levels between neighbouring cells where 3–7 neighbouring cells can

be in a high or low state in synchrony with each other and that these

clusters are repeated periodically in the D-V axis.

To test whether clusters extended in the anterior–posterior (A-P)
axis, we took longitudinal cryosections of the spinal cord and

performed auto-correlations of the Venus::HES5 spatial profile along

the A-P axis (Fig EV2H–J). Peaks in the auto-correlation show

spatial periodicity in A-P axis of around 30 μm (Fig EV2J). Thus,

the scale of cluster size in A-P is comparable to that observed in D-

V. We confirmed this in our existing kymograph data by correlating

the expression of HES5 at subsequent z-positions extending in the

A-P axis in the same slice (Materials and Methods). Indeed,

correlations in A-P persisted at less than 30 μm but were lost further

away (Fig EV2K).

The microclusters could be set up earlier on in development

with fewer or single cells and then clonally expand through cell

division. However, the similar microcluster size and Venus::HES5

spatial periodicity between E9.5, E10.5, and E11.5 argues against

a clonal expansion mechanism. Coordinated cell behaviours such

as nuclear motility may also contribute. We found weak positive

correlation in the movement of nuclei in apico-basal axis between

cell pairs less than 30 μm apart, but there was a large variation

in correlations, and the correlation dropped between cells further

apart (Appendix Fig S1F). This weak correlation in apical–basal
nuclear movement may contribute weakly to maintaining the

microcluster pattern.

The HES5 spatial pattern is dynamic over time

Given that single-cell Venus::HES5 expression dynamically fluctu-

ates (Manning et al, 2019), we next investigated whether the

spatially periodic pattern in Venus::HES5 is dynamic over a time

scale of hours. To do this, we generated kymographs, single images

that represent spatial intensity profiles in the same region of tissue

over time, from 15 μm wide ventral–dorsal lines in movies of E10.5

Venus::HES5 spinal cord ex vivo slices (Fig 3A and B, Appendix Fig

S2A and B, and Movie EV1). We noticed stripes in the kymograph,

corresponding to the spatially periodic Venus::HES5 pattern (Fig 3

B). To investigate how long high HES5 and low HES5 microclusters

persist over time we split the kymograph into adjacent 20 μm regions

(half of the 40 μm spatial periodicity, chosen to capture the size of a

microcluster) along the D-V axis and followed their levels over time

(Materials and Methods). Hierarchical clustering of the dynamic

behaviour of the kymograph regions revealed changes from low to

high Venus::HES5, high to low, or re-occurring high–low–high,
showing that clusters of cells can interconvert between low and high

HES5 states (Fig 3C and additional examples Appendix Fig S2C). To

exclude the possibility of sample drift in the DV axis being responsi-

ble for these dynamics, we used single-cell tracking from the same

videos as the kymographs to determine that global DV drift is mini-

mal (<20 μm per 12 h, Appendix Table S2) and only one in 10

tissues was excluded from temporal analysis. Thus, we could

proceed to analyse the persistence of a microcluster in the high or

low state and we found that it was on average 6–8 h with no dif-

ference between persistence of high or low states in the same region

(Fig 3D and Appendix Fig S2D). We confirmed these results using a

second method that detected high/low regions in the first 2 h of

kymograph and fixing ROIs around these regions whereby we

continued to observe changes in intensity over time with similar

persistence (Appendix Fig S2E). This shows that the microstripes of

HES5 expression are not stable but are dynamic over time.

Since the HES5 expression is periodic along the D-V axis, it can be

represented as a spatial oscillator. Therefore, we used its phase char-

acteristics denoting the position in the spatial cycle, to analyse how

the HES5 signal changes from high to low in the same region over

time. We transformed the detrended spatial Venus::HES5 intensity

(Fig EV2L, Appendix Fig S3A) along the D-V axis to phase of the

spatial oscillator of Venus::HES5 using the Hilbert transform (Materi-

als and Methods). All experiments showed a dynamic pattern with

changes in phase in any area of the tissue over the 12–24 h movies
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(Appendix Fig S3B). Regions could be identified that maintained a

similar phase over several hours followed by a change, indicating a

switch in state of the Venus::HES5 pattern (Fig EV2L). Phase waves

could be observed in some movies, indicated by the diagonal lines of

similar colours in the spatial phase map (Appendix Fig S3B);

however, these were variable across the data and did not have a

consistent direction in the D-V axis between experiments. In

summary, we find microclusters of cells with correlated Venus::HES5

levels that are a maximum of 2–3 cells wide in D-V and 3–4 in A-B

axes and are arranged in a spatially periodic pattern. The pattern is

also temporally dynamic with a persistence in a high or low level

expression of 6–8 h but no consistent phase wave travel in D-V.

Single cells in a microcluster coordinate HES5 expression at two
different timescales

We next addressed how the dynamic tissue pattern may be synthe-

sised from single-cell Venus::HES5 expression. We have previously

tracked Venus::HES5 in single nuclei of E10.5 spinal cord ex vivo

slices and reported that about 40% of the progenitors show oscilla-

tions of 3–4 h periodicity (Manning et al, 2019). However, we also

observed changes in the mean expression level of apical progenitors

that varied at a time scale longer than 3–4 h (Manning et al, 2019).

This slowly varying signal in progenitors was not investigated

further at the time (Manning et al, 2019). Indeed, when we re-analysed

single-cell Venus::HES5 expression data of apical progenitors we found

that the slowly varying fluctuations have similar “persistence” time as

the microclusters (Fig 3E vs D and Appendix Fig S2E). The distinction

between the dynamics at shorter timescale (ultradian oscillations) and

the longer timescale fluctuations in mean HES5 levels is that slow-

varying dynamics have larger amplitude compared with the ultradian

(Appendix Fig S4A and examples in Manning et al, 2019; Appendix Fig

S7). As such, both slow-varying and ultradian changes in HES5 could

contribute to the formation and dynamic nature of microclusters with

the slower varying fluctuations in HES5 mean levels specifically modu-

lating the microcluster persistence time.

To investigate the single-cell expression inside a microcluster, we

identified cell pairs that were in close proximity over 12 h (median

Euclidean distance < 20 μm) (Fig 3F and Appendix Fig S4B). We

found that 10/14 cell pairs showed a high positive correlation in

their mean Venus::HES5 levels (Fig 3G: median 0.74 and examples

Fig 3H) and this was reproducibly higher than the experimental

control of nuclear H2B:mCherry in the same experiment (Fig 3G,

median −0.2). Thus, single cells in a microcluster coordinate their

HES5 levels over time. We then turned our attention to the ultradian

HES5 activity in cell pairs by utilising detrending and subsequent

phase reconstruction (Materials and Methods). The instantaneous

phase of Venus::HES5 expression in cell pairs persistently showed

in-phase peaks (examples Fig 3I red arrowhead). Phase–phase visu-

alisation maps of all pairs at all recorded timepoints exhibited a

large accumulation of Venus::HES5 instantaneous phases along the

diagonal between (0,2π) and (2π,2π) indicating prevalence of in-

phase behaviour at single-cell level in the same pair (Fig 3J). We

also noted imperfections with some phase activity around (0,2π)
and the presence of anti-phase peaks (Fig 3I and J); however, this

was transient and not characteristic of any particular pair

(Appendix Fig 4C–E and Materials and Methods). Moreover, we

performed a cross-pairing control which showed that while in-phase

◀ Figure 3. HES5 protein is expressed in a dynamical spatial periodic pattern modulated by Notch.

A Schematic of extracting kymograph information from tissue data by averaging Venus::HES5 intensities observed in E10.5 heterozygous spinal cord slices to generate
one intensity profile in the dorsal–ventral axis per timepoint (see Materials and Methods).

B Representative kymograph data showing spatiotemporal Venus::HES5 expression profile along ventral–dorsal direction in a 15 μm wide apical region and observed
over 14 h; local bands of 20 μm width in D-V; region of interest markers indicate: *low to high, **high to low and ***re-occurring high/low activity in the same area.

C Hierarchical clustering of apical Venus::HE5 expression from one representative experiment showing behaviour in the same area over time; columns represent
fluctuations in Venus::HES5 intensity in small local areas (bands) obtained by dividing the spatial signal into non-overlapping 20 μm regions and normalising to the
mean and standard deviation of each region over time (z-scoring); data have been subject to a Gaussian blur pre-processing step (see Appendix Fig S2B and Materials
and Methods).

D Persistence of Venus::HES5 in 20 μm regions expressed as continuous time intervals when signal in the band is high or low compared with its mean (see Materials
and Methods); individual datapoints (grey) indicate quantification of high and low persistence time obtained from over 300 thin bands collected from multiple
tissues with 2 z-stacks per tissue and two repeats (left and right of ventricle) per z-stack; dots indicate paired medians of five independent experiments; statistical
test is paired t-test of median per experiment with two-tail significance and P = 0.7171.

E Persistence of Venus::HES5 levels in high and low states taken from 60 tracked single cells collected from three independent experiments; paired t-test not significant
P = 0.0533.

F Relative distance between cell pairs computed from relative 3D Euclidean distance between nuclei over 12–15 h; dots indicate median distance over tracking period;
horizontal lines show mean and SD of 14 cell pairs from three experiments.

G Spearman correlation coefficients computed in the same cell pairs from Venus::HES5 and H2B::mCherry (control) nuclear intensity timeseries; markers in each
condition indicate pairs; black dots indicate median correlation coefficients per experiment (four pairs, three pairs and seven pairs); lines show median of 14 pairs
from three experiments; paired t-test with significance P = 0.0058.

H Representative example timeseries of Venus::HES5 in cells pairs identified as remaining in close proximity; r-values indicate Spearman correlation coefficients
between time traces over all co-existing timepoints.

I Detrended Venus::HES5 fluorescent intensity timeseries (after z-scoring) corresponding to examples in (H); red arrows indicate in-phase peaks.
J Density phase plots from instantaneous Hilbert phase reconstruction at multiple timepoints over a 12–14 h period; dots indicate the phase angle in Cell 1 and Cell 2

from 14 pairs collected from three experiments; colormap indicates probability density showing accumulation of phase values predominantly along the (0,0) and (2π,
2π) diagonal; light colours indicate most frequent.

K Graphic representation of a neuroepithelial tissue with nuclei colour-coded to indicate clusters of high or low HES5 expression. The tissue is illustrated at three
different time points to depict how clusters of cells can dynamically switch from high to low or low to high while the periodic spatial pattern is maintained. In the
example time traces (corresponding to the three grey and one red highlighted nuclei), synchronised ultradian oscillations are shown as being overlayed on the slow-
varying higher-amplitude switching dynamics.

Source data are available online for this figure.
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activity is reproducibly observed in neighbouring cell pairs, this

effect is lost when pairing cells located further away in the same

tissue (Appendix Fig S4F and G and Materials and Methods). These

findings demonstrate that ultradian activity between neighbouring

cells in a microcluster is predominantly in-phase; however, it does

not translate to global synchrony across the tissue and we refer to

this as “local in-phase”.

To summarise, inside a HES5 expressing microcluster, cells

predominantly show synchronised ultradian oscillations (or fluctu-

ations) of 3–4 h; on top of that, each microcluster has a persis-

tence time in a high or low state of about 6–8 h, a timescale

coincident with the slower varying fluctuations observed in single-

cell traces. Each HES5 expressing microcluster is a composite of

these two dynamic activities observed at different timescales (dia-

gram in Fig 3K).

Notch inhibition extinguishes dynamic changes in Venus::HES5
microclusters between high and low states

We hypothesised that the periodic microclusters of HES5 are gener-

ated through Notch–Delta interactions that locally synchronise

dynamic HES5 expression between neighbouring cells. To test this,

we treated spinal cord slice cultures with the Notch inhibitor DBZ

and performed kymograph analysis in the apical region of DMSO

and DBZ treated slices. In Notch inhibitor conditions, the HES5

levels reduce continuously over time (Fig 4A) indicating that the

DBZ is effective. The most noticeable difference in the spatiotempo-

ral HES pattern was that the temporal transitions of microclusters

from high to low Venus::HES5 were impaired by DBZ. We observed

this at a temporal resolution at which single cells are unlikely to

leave the region of interest (Appendix Table S3). We saw fewer

changes in the phase of the spatial periodic Venus::HES5 pattern

indicating the spatial pattern remained stable (Figs 4B–D and EV3A

and B). This was quantified with a phase synchronisation index (see

Materials and Methods), where low values indicate the presence of

phase changes at the same D-V locations. The phase synchronisa-

tion index was significantly higher in DBZ-treated tissue (Fig 4E)

indicating that in the absence of Notch signalling, HES5 microclus-

ters were more persistent in the same region and that the dynamic

changes in Venus::HES5 microclusters between high and low levels

are mediated by Notch signalling. The phase detection method (Hil-

bert transform) is not dependent on the level of expression and so

the reduction in HES5 levels in DBZ does not affect the analysis of

microcluster high-to-low and low-to-high phase switches. However,

we did account for loss of periodicity in DBZ (discussed below) by

comparing phase only over time intervals when spatial periodicity

was still detected (see Materials and Methods).

We analysed the spatial periodicity of HES5 and found that the

amplitude between high and low microclusters appears diminished

compared with control DMSO treated conditions (Fig 4F). Spatial

periodicity could be detected at the start of the movie, immediately

after DBZ addition; however, the spatial periodicity was gradually

extinguished through loss of Venus::HES5 levels and spatial ampli-

tude death (Fig EV3C). Approximately 45% of the DBZ-treated slices

did not show significant peaks in the auto-correlation of detrended

spatial Venus::HES5 profile by 10–12 h of treatment (Fig 4G)

whereas periodicity was maintained in all DMSO conditions. Spatial

periodicity in detrended Venus::HES5 levels that could be detected

in DBZ treatment at early time points frequently appeared higher in

Notch inhibitor treated ex vivo slices than in DMSO control (Figs 4H

and EV3D). Cell density also decreased in Notch inhibitor conditions

suggesting this increase in spatial period was partially due to

changes in the spatial arrangement of cells (Fig EV3E).

We also investigated how Notch inhibition may affect ultradian

dynamics at single-cell level. We had previously reported that under

DBZ conditions, single neural progenitors continue to show oscilla-

tions and fluctuations in HES5 before undergoing amplitude death

(Manning et al, 2019). However, here we wanted to interrogate how

DBZ affects the way cells coordinate their activity in the tissue. To

do this, we used the Kuramoto Order Parameter (KOP, also known

▸Figure 4. Notch inhibition increases HES5 pattern persistence.

A Start:Finish Venus::HES5 intensity ratio in E10.5 Venus::HES5 heterozygous spinal cord slices treated with control (DMSO) and Notch inhibitor DBZ (2 μM) observed
over 16 h; bars indicate mean and standard deviation of DMS0 (n = 3 experiments) and DBZ (n = 4 experiments); 2-tailed t-test ****P = 0.0001.

B Representative spatiotemporal plots of the detrended Venus::HES5 pattern along ventral–dorsal direction in DMSO control (left panel) and DBZ conditions (right
panel) obtained by averaging kymographs data in the same region over 2-h time intervals.

C Schematic indicating the correspondence between Venus::HES5 spatial oscillator represented as detrended level and phase angle characteristics; the spatial oscillator
traverses repeated cycles including start (HES5 low-orange arrowhead), middle (HES5-teal arrowhead) and end (HES5 low-red arrowhead) which in phase space
corresponds to phase angles 0, π and 2π, respectively.

D Phase maps corresponding to DMSO (left panel) and DBZ (right panel) detrended Venus::HES5 data shown in (B).
E Phase synchronisation measure (see Materials and Methods) of the detrended Venus::HES5 spatial oscillator measured over time in E10.5 Venus::HES5 spinal cord

periodic slices treated in DMSO vs DBZ conditions up to 10 h; dots indicate DMSO (21 kymographs, n = 3 experiments) and DBZ (19 kymographs, n = 4 experiments);
bars indicate mean and SD; 2-tailed Mann–Whitney test with significance ****P < 0.0001.

F Spatial peak: trough fold change in Venus::HES5 intensity profile in the D-V axis measured at 2 h and 10 h in DMSO and DBZ-treated E10.5 Venus::HES5 spinal cord
slices; dots indicate average over three z-slices from DMSO (n = 3) and DBZ (n = 4) experiments; lines indicate median per condition; 1 tailed unpaired t-test with
significance *P < 0.05.

G Percentage of ex vivo slices with significant spatial period detected after 10–12 h of DMSO and DBZ conditions; significant spatial period defined as multiple
significant peaks in auto-correlation detected above the 95% confidence bounds; dots indicate % per experiment; bars denote median and inter-quartile range of
DMS0 (n = 3) and DBZ (n = 4) experiments; 1-tailed t-test with significance **P = 0.0062.

H Peak to peak distance in auto-correlation plots of detrended Venus::HES5 spatial profile in DMSO and DBZ-treated E10.5 Venus::HES5 spinal cord slices; grey dots
represent significant mean peak to peak distance of DMSO (100) and DBZ (105) auto-correlation functions collected from three z-stacks per slice and two repeats (left
and right of ventricle) with multiple timepoints; bars indicate median per experiments from DMSO (n = 3) and DBZ (n = 4) experiments; error bars indicate SD; 2-
tailed Mann–Whitney test ****P < 0.0001.

Source data are available online for this figure.
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as mean-field value) a population measure of synchrony (Choi et al,

2000). High KOP levels close to 1 are indicative of global in-phase

activity whereas low KOP values close to 0 are indicative of no in-

phase synchrony (see Materials and Methods). We found that KOP

of single progenitors showed weak levels of synchrony under DMSO

conditions (Appendix Fig S4H, mean 0.36) consistent with our find-

ings of local in-phase activity but not indicative of global synchrony.

Furthermore, we observed a significant reduction in KOP values in

DBZ conditions (Appendix Fig S4H, mean 0.15).

Taken together, these findings show that Notch signalling is

responsible for certain aspects of the pattern, such as the dynamic

switching between high/low HES5 microcluster states over time.

However, inhibition of Notch does not seem to abolish the existence

of microclusters or their spatial periodicity, as they can still be

detected until amplitude death occurs and the HES5 levels are

depleted. At single-cell level, we observe that Notch signalling is

likely to promote local in-phase ultradian coordination between

cells within a microcluster.

A model of Notch–Delta with HES5 auto-repression containing
stochasticity and delays recapitulates the existence of local in-
phase HES5 dynamics

We used computational modelling to help us understand how posi-

tively correlated, spatially periodic, and dynamic microclusters of

cells may emerge in the spinal cord. At single-cell level, HES5

protein expression oscillations are due to HES5 self-repression, an

intra-cellular transcriptional time delay (τH) and short protein and

mRNA half-lives (Jensen et al, 2003; Monk, 2003; Momiji & Monk,

2008). We represented the auto-repressive interactions between

HES5 mRNA and protein using stochastic differential equations with

time delay, as previously described in (Galla, 2009; Phillips et al,

2016; Manning et al, 2019). This single-cell model has been shown

to faithfully recapitulate statistics of single-cell HES5 expression

dynamics collected from spinal cord tissue (Manning et al, 2019).

We extended the single-cell mathematical description of HES5 to a

coupled dynamical model by incorporating a repressive interaction

in the form of a Hill function, that describes how HES5 protein in

one cell represses Hes5 transcription in a neighbouring cell via

Delta-Notch signalling (Figs 5A and EV4A). We introduce the

following set of inter-cellular parameters (Fig 5B and Materials and

Methods): (i) inter-cellular time delay, representing the time

required to transfer the signal from one cell to another, that is, the

time required for a change in HES5 protein in one cell to affect Hes5

transcription in a neighbouring cell through Notch–Delta; (ii) the

inter-cellular repression threshold, representing the amount of HES5

protein required to reduce Hes5 transcription in a neighbouring cell

by half; the inter-cellular repression threshold is inversely propor-

tional to coupling strength where higher coupling strength (or low

inter-cellular repression threshold) indicates that less protein is

needed to repress the neighbour’s Hes5 transcription by 50%; and

(iii) inter-cellular Hill coefficient indicating how steep the response

curve of Hes5 transcription is in response to a change in HES5

protein in the neighbouring cell, with higher values corresponding

to increased nonlinearity. Interactions between cells are considered

in a hexagonal grid whereby each cell can interact with its immedi-

ate six neighbours and repression between cells is calculated

through the inter-cellular Hill function by averaging HES5 protein

abundance over six neighbours (Fig 5B and C and Materials and

Methods). Thus, we generated a comprehensive, multiscale and

stochastic model with time delays, representative of the Delta–
Notch–Hes interactions in the multicellular tissue environment.

We parameterised this multiscale HES5 model with previously

determined experimental measures of HES5 protein and mRNA stabil-

ity and with parameter values of the single-cell HES5 self-repression

loop that can reproduce single neural progenitor HES5 dynamics (see

Materials and Methods and Appendix Table S4 Main), as identified

through Bayesian inference in our previous work (Manning et al,

2019). We then investigated the parameter space of unknown model

parameters that are characteristic of cell-to-cell interactions, namely

the repression threshold (inverse of coupling strength) and time

delay, to identify values that are compatible with the temporal period

and phase synchronisation level of single-cell Venus::HES5 expres-

sion dynamics (Fig 5D and E). The mean temporal period of Venus::

▸Figure 5. Multicellular cell–cell coupling model explains the emergence of microclusters.

A Schematic of repressive interactions via Notch–Delta between neighbouring cells whereby the effects of HES5 protein in Cell 1 (marked as P1) on transcription in Cell
2 and vice versa are represented using an inter-cellular Hill function J P1;2 t� τNDð Þ� �

where t denotes time and τND represents the inter-cellular time delay, the time
interval required to synthesise the intermediate molecular species (detailed in Fig EV4A); HES5 auto-repression is represented using an intra-cellular Hill function
G P1;2 t� τHð Þ� �

where τH represents the inter-cellular time delay, the time interval required for protein to be produced and repress its own transcription.
B Mathematical description of the inter-cellular Hill function and its parameters: time delay (τND), repression threshold (P0) and Hill coefficient (n); (bottom left panel)

higher P0 corresponds to reduced inter-cellular repression (i.e. decreased coupling strength) and conversely lower P0 corresponds to higher coupling strength;
(bottom right panel) increasing values of n correspond to increased steepness of the inter-cellular response.

C Multiscale coupled mathematical model of the tissue environment consisting of a 2D hexagonal grid of cells expressing HES5 protein with corresponding auto-
repression (described in (A)) coupled together by repressive interactions between its six immediate neighbours (see Materials and Methods); single-cell inter-cellular
repression is a Hill function (with parameters described in (B)) dependent on mean protein abundance in the neighbouring cells.

D Parameter exploration of single-cell temporal period emerging from the model at different repression threshold and time delay values.
E Parameter exploration of phase synchronisation quantified using the Kuramoto Order Parameter (see Materials and Methods) where 1 indicates global in-phase

activity and 0 indicates no coordination of phase between cells.
F Parameter selection strategy combining experimentally determined temporal phase (insert left panel) and KOP (insert right panel) values in spinal cord tissue (see

(Manning et al, 2019) and Materials and Methods) to indicate areas where model statistics (i.e. mean temporal period and KOP of synthetic data) resemble real
tissue; values within �1 SD and 2�SD from the mean of the tissue are identified and values found outside of �2.4 SD from the mean of tissue are excluded.

G Representative examples of synthetic kymograph data obtained at specific levels of repression threshold: Alternating high–low (P0 = 400), Global in phase (P0 =
15,000) and Local in phase (P0 = 21,000) and corresponding KOP values; the presence of microclusters at weak coupling is indicated with red arrowheads; time delay
150 min, n = 4.

H Kymograph data obtained in the absence of coupling between cells; phase relationships are un-coordinated resulting in a KOP≈0.
I, J Synthetic data timeseries corresponding to simulations in (G).
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HES5 in ex vivo spinal cord tissue is approx. 2–6 h (mean 3.3 h)

(Manning et al, 2019), which could be reproduced by the model in a

wide range of coupling strength and inter-cellular time delay values

(Fig 5D and F). We measured the temporal phase synchronisation

(KOP) between single Venus::HES5 expressing cells in the apical

region and we found that the KOP was between 0.15 and 0.4

(Appendix Fig S4I, mean 0.3) consistent with KOP in the DMSO data

(Appendix Fig S4H). This measure aided us in further reducing the

parameter space of repression threshold and inter-cellular time delay

that could fit the observed data (Fig 5E and F). The accepted parame-

ter values for inter-cellular time delay were consistent with a Delta to

Hes transmission time of 128 min measured experimentally (Isomura

et al, 2017). A Hill coefficient value larger than 2 was required for

notable synchrony to emerge (KOP>0), and only minor differences in

terms of parameter selection were observed for values between 3 and

6 (Appendix Fig S5A).

This parameter exploration allowed us to optimise the search for

spatial patterns that emerge at different coupling strengths using

kymograph analysis (Fig 5G and H). We set the inter-cellular time

delay to 150 min and Hill Coefficient to 4 (Materials and Methods)

and then compared the synthetic HES5 spatiotemporal characteris-

tics at specific coupling strength levels (parameter space indicated by

the white box in Fig 5E). Our comparison showed that strong

coupling (i.e. high coupling strength or low inter-cellular repression

threshold) induces Alternating high–low dynamics whereby single

neighbouring cells adopt either high oscillatory HES5 or stable low

HES5 in an alternating spatial pattern that does not evolve over time

(Fig 5G, Alternating high–low, Movie EV2 first panel). Meanwhile at

mid-level coupling, the multiscale model induces globally synchro-

nised oscillations in all cells (Fig 5G, Global in phase and Movie EV2

second panel). At weak coupling strength, the spatial patterns show

areas of local synchronisation emerging between neighbouring cells

(Fig 5G, Local in phase and Movie EV2 third panel) resembling activ-

ity observed in tracked single-cell pairs in experimental data (Fig 3

K). Under no coupling conditions, we observed autonomous non-

synchronised stochastic oscillations and fluctuations across the

tissue (Fig 5H and Movie EV2 fourth panel). These observed changes

in synchronisation are indicated by population KOP values (Fig 5G),

and we further confirmed that the KOPs correspond to changes in

synchrony in terms of single-cell expression dynamics between

neighbouring cells (Fig 5I). As expected, in the uncoupled cells we

observed no synchrony (KOP≈0) and activity in neighbouring cells

was un-coordinated over time (Fig 5H and J). Therefore, the model

can recapitulate the local in-phase behaviour in Venus::HES5

observed between single-cell pairs in a microcluster.

Our explorations of synthetic data show that at weak coupling

strength microclusters consisting of in-phase cells can be generated

in the model with a diameter of 2–6 cells (Appendix Fig S5B and

Materials and Methods), consistent with cluster size in spinal cord

tissue. However, the occurrence rate of microclusters was low, as

these were observed around 20–30% of the time, although still

higher than in the uncoupled situation (Appendix Figs S5C and

S6A). Thus, weak coupling conditions generate microclusters by

promoting in-phase activity between neighbouring cells; however,

these appear transiently and with low probability. In addition, the

microclusters of locally synchronised cells were not spatially peri-

odic (Appendix Figs S5D and S6B). As expected, at high coupling

(low repression threshold) we detected an alternating pattern of

HES5 with a spatial periodicity of two cells, which is a characteristic

of the classic lateral inhibition alternating high–low pattern

(Appendix Figs S5D and S6B).

In conclusion, our multicellular coupled model shows that spinal

cord progenitors can locally synchronise at weak coupling strength

to generate microclusters of 2–6 cells in diameter, a similar size to

those seen in tissue, (Figs 1D and EV1D) with single-cell Venus::

HES5 expression dynamics consistent with previous reports (Man-

ning et al, 2019). However, the model cannot recapitulate the

repeated spatial coordination and continuous presence of dynamic

microclusters, suggesting that additional mechanisms may act in the

tissue environment to stabilise their presence and promote spatially

periodic emergence.

The model predicts that probability of differentiation is
regulated by the coupling strength between cells

To understand how the spatial pattern of HES5 and dynamic micro-

patterns in particular may affect properties of neurogenesis, we

made the assumption that when HES5 is low, there is increased

probability that the cell would differentiate consistent with findings

that differentiation is accompanied by switching off of HES5, a

repressor of neurogenesis (Bansod et al, 2017; Sagner et al, 2018;

Manning et al, 2019). We introduced a “differentiation threshold”,

which was set at the level of the HES5 population mean for each

simulation (Fig 5I, Population Mean) and we reasoned that if

expression level in a cell dropped below this threshold there was an

increasing probability to switch off HES5 and differentiate (Fig 6A).

We found that at high coupling strength (Alternating high–low
conditions) the probability to differentiate is the highest, whereas

medium and weak coupling strength (corresponding to Global and

Local in phase synchronisation, respectively) had progressively

lower probability of differentiation (Fig 6B).

To understand why this is happening, we looked at the Coeffi-

cient of Variation (CoV, Fig 6C), a measure of variability denoting

standard deviation over the mean. We investigated both the tempo-

ral (Temporal CoV) and spatial variation (Spatial CoV) in simulated

HES5 expression. Indeed, both temporal (indicative of single-cell

amplitude) and spatial CoV (indicative of variation between HES5

high and low regions in space) appear highest in Alternating high–
low conditions and lowest for Local in phase micro-patterns (Fig 6

C). However, we found that changes in spatial CoV correlated better

with changes in rate of differentiation, especially at low repression

threshold/high coupling strength (Fig 6C vs B Alternating high–
low). Thus, our model predicts that the strength of cell:cell coupling

may increase the probability of differentiation through amplifying

cell:cell differences in abundance which in turn affects how far the

cells dip below the threshold of differentiation.

In tissue, HES5 spatial pattern varies predictably with the rate
of differentiation

To test the computational prediction that the spatial pattern of HES5

(determined by the coupling strength) regulates the probability of

differentiation, we compared the pattern in motorneuron and

interneuron progenitor domains. We chose this comparison because

at E10.5 the motorneuron domain is known to have a higher dif-

ferentiation rate than the interneuron domain (Kicheva et al, 2014);
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therefore, one would expect a different HES5 spatial pattern. We

stained for the motorneuron progenitor marker OLIG2 (Figs 7A and

EV4B and C) and analysed expression levels of Venus::HES5 and

Neurogenin 2 (NGN2) in the two domains. The motorneuron

domain had lower HES5 levels and higher NGN2 levels than the

interneuron domain (Fig 7B) consistent with the opposing activity

of these genes on cell differentiation (Imayoshi & Kageyama, 2014).

We then used nuclear segmentation and pseudo-color analysis of

mean Venus::HES5 intensity per nucleus (Fig 7C) and found that

the interneuron domain shows the presence of microclusters mainly

consisting of 2–3 cells wide in the dorsal to ventral axis whereas in

the motoneuron domain high Venus::HES5 cells were mainly found

as single cells, alternating with cells expressing lower Venus::HES5

(Fig 7D). We validated this finding further by investigating spatial

100 105 110 115

Time (hours)

3

3.5

4

H
E

S
5

104

Differentiation threshold

Zero probability 
of differentiation

Increasing probability
of differentiation

A
lte

rn
at

in
g 

hi
gh

-lo
w Global in phase Local in phase

U
nc

ou
pl

ed

0 1 2 3 ∞

Intercellular repression threshold 104

0

10

20

30

40

%
 o

f p
op

ul
at

io
n

di
ffe

re
nt

ia
tin

g 
pe

r 
ho

ur

0 1 2 3 ∞

Intercellular repression threshold 104

0

0.5

1

1.5

2

C
oe

ffi
ci

en
t o

f v
ar

ia
tio

n

Spatial CoV
Temporal CoV

Coupling strength Coupling strength

−

protein concentration

A

B C

Figure 6. Cell–cell coupling strength can regulate probability of differentiation in a multicellular environment.

A Representative synthetic timeseries example and mathematical description of probability of differentiation (Pdiff) in relation to population mean HES5 protein levels
(referred to as “differentiation threshold”, Dthresh) whereby HES5 protein abundance (P(t)) dropping below the threshold increases the rate at which cells differentiate.

B Differentiation rates estimated from the multicellular coupled model (detailed in Fig 5) over a wide range of repression threshold values corresponding to decreasing
coupling strength; three dynamic regimes are labelled as Alternating high–low, Global in phase and Local in phase mirroring examples shown in Fig 5G and I.

C Analysis of temporal CoV and spatial CoV from synthetic data corresponding to differentiation rates shown in (B); these statistics indicate that spatial variability
correlates better with differentiation rates meanwhile temporal variability shows only a moderate quasi-linear increase in Alternating high–low conditions compared
with the rest.

Data information: Single-cell parameters used to generate (B) and (C) are shown in Appendix Table S4 Main, and the multicellular parameters used in (B) and (C) were
nND = 4, τND = 150 min. Each value plotted in (B) and (C) shows the mean and SD from 10 simulations at each repression threshold value.
Source data are available online for this figure.
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periodicity by domain in live tissue slices. The domain border

between motorneuron and interneuron progenitors was 35 μm
ventral to the peak of HES5 expression (Fig EV4D) allowing us to

correctly identify the two domains without the need for an OLIG2

reporter in the same tissue. We found that spatial periodicity was

reduced in the motorneuron compared with the interneuron domain

when analysed using both peak to peak distance in auto-correlation

(Fig 7E, MN mean 31 μm vs IN mean 41 μm and Fig EV4E and F)

and dominant spatial period by Lomb-Scargle periodogram (Fig

EV4G, MN mean 25 μm vs IN mean 40 μm). Thus, both nuclear

segmentation analysis and spatial periodicity indicated that, in the

interneuron domain, microclusters of cells are found in a spatially

periodic pattern repeated every four cells. Meanwhile, the

motorneuron domain shows alternating high and low HES5 levels

between neighbouring cells and a significant reduction in spatial

periodicity, both of which are pointing to the motorneuron domain

more closely resembling Alternating high–low conditions.

The model predicts that the coupling strength regulates the type

of spatial micro-patterning hence, we hypothesised that the

interneuron and motorneuron domains have different coupling

strength. The model indicates that weak coupling, likely to be char-

acteristic of the interneuron domain, would generate smaller cell–
cell concentration differences compared with strong coupling

(Appendix Fig S7A). This is because weakly coupled cells have less

ability to repress the transcription of their neighbours and so are

more similar in levels. This relationship should persist even after

correcting for mean level in each condition. We have previously

used fluorescence correlation spectroscopy (FCS) to generate a

spatial map of nuclear Venus::HES5 concentration in the E10.5

spinal cord (Manning et al, 2019). Using this data, we calculated the

difference in Venus::HES5 concentration between neighbouring cell

pairs relative to the mean by domain and indeed found that it is

lower in the interneuron domain compared with the motorneuron

domain (Fig 7F). The correction by mean was important as variabil-

ity in expression is expected to scale with the mean. This finding

was confirmed by measuring the spatial amplitude of Venus::HES5,

which was also higher in the motorneuron domain (Fig EV4H).

These findings are consistent with the notion that the coupling

strength in the IN domain is lower than in MN one. Taken together,

these results show that interneuron progenitors are more likely to

be found in a locally synchronised state through weak coupling

which correlates with a lower rate of differentiation. By comparison,

progenitors in the motorneuron domain are mostly found in alter-

nating high–low pattern and show a higher rate of differentiation, as

predicted computationally by a higher coupling strength.

NGN2 expression is spatially periodic and coordinates with the
HES5 pattern

Given that the spatial pattern of HES5 is relevant to the rate of

neurogenesis, we investigated the wider applicability of our findings

by characterising the spatial patterns of other genes in the Notch–
Delta gene network. Chromogenic in situ hybridisation of Dll1 and

Jag1 mRNA shows that Dll1 has a broad expression domain that

covers the motor neuron domain and the ventral-most part of the

interneuron domain (Fig EV5A) (Marklund et al, 2010). Alternate

stripes of Jag1 and Dll1 are observed in the intermediate spinal cord,

which covers the remaining part of the interneuron domain (Fig

EV5A) (Marklund et al, 2010). We performed smiFISH for Dll1 to

get a high-resolution understanding of Dll1 expression pattern in the

interneuron domain where HES5 is expressed in microclusters. We

found that Dll1 expression is non-uniform and appeared in micro-

stripes of a few cells (Fig EV5B and C, Materials and Methods,

Appendix Table S5), suggesting that other genes show similarities

in local spatial patterning.

We next analysed the spatial expression pattern of the proneural

factor NGN2. Using both NGN2 antibody staining and a NGN2::mS-

carlet fusion reporter mouse (Appendix Fig S8A–C and Materials

and Methods), we found that NGN2 also has a spatially periodic

expression pattern, with around half the spatial period of Venus::

HES5 (Fig 8A–C). The spatial period of NGN2 is smaller in the

motorneuron domain with a mean period of 21 μm supporting the

conclusion that NGN2 spatial expression patterns are different

between motorneuron and interneuron domains (Fig 8D). To under-

stand how the NGN2 and Venus::HES5 periodic patterns map on to

each other, we used the cross-correlation function of the NGN2 and

Venus::HES5 spatial profile from the same tissue (Fig 8E and F).

The cross-correlation analysis showed the presence of multiple

peaks indicating coordination between the two signals that was not

reflected in the brightfield control (Fig 8F). As expected for signals

▸Figure 7. Type of HES5 spatial pattern and coupling strength correlates with rate of differentiation in motorneuron and ventral interneuron domains.

A Transverse cryosection of E10.5 Venus::HES5 spinal cord. Venus::HES5 endogenous signal, OLIG2—motorneuron progenitor marker, NGN2—early marker of neuronal
commitment; scale bar 20 μm.

B Relative nuclear intensities of Venus::HES5 and NGN2 in motorneuron and interneuron progenitors; bars show mean and SD of at least 494 cells per domain from five
slices in two experiments; Kruskal–Wallis with Dunn’s multiple comparison test adjusted P-values **P = 0.0032, ***P < 0.001.

C Pseudo-color look-up table applied to mean nuclear Venus::HES5 intensity within motorneuron (MN) and interneuron (IN) domains, corresponding to segmented
image in (A).

D Dimension of microclusters in DV axis for MN and IN domains; microclusters counted contained cells with high and similar levels of HES5 (Materials and Methods);
bars show mean �SD; data consists of 34 microclusters measured from five sections and three independent experiments; 2-tailed Mann–Whitney test.
****P < 0.0001.

E Peak to peak distance in auto-correlation plots of detrended Venus::HES5 spatial profile in MN and IN domains; this is a measure of spatial period in Venus::HES5
profile along dorsal–ventral axis of spinal cord; grey data points represent mean peak to peak distance of at least three slices with left and right ventricle analysed
separately in six experiments; black dots show median per experiment and line shows overall median; 2-tailed Mann–Whitney test P-values ****P < 0.00001.

F Cell–cell concentration differences in HES5 between neighbours, normalised to mean concentration of HES5 in that domain; grey data points represent normalised
concentration difference between a pair of neighbours, bars shows mean and SD; two independent experiments; 2-tailed Mann–Whitney test with P-values
***P = 0.003, ****P < 0.00001.

Source data are available online for this figure.
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of different periodicities, we observed primary peaks indicative of

positively correlated activity (Fig 8F, red arrowheads) as well as

secondary peaks indicative of negatively correlated activity (Fig 8F,

black arrowheads). The cross-correlation is also indicative of

whether peaks of activity are present in the same area. To ascertain

this, we measured phase shift as the absolute lag corresponding to

the primary cross-correlation peak closest to lag 0. In Fig 8F, such a

peak falls close to lag 0 thus indicating that NGN2 and Venus::HES5

patterns coordinate in the same region. Thus, we concluded that

NGN2 shows a spatial periodic pattern of half the period of Venus::

HES5 resulting in half of the NGN2 high cells occurring in HES5

high microclusters and half in HES5 low.

Furthermore when we performed phase shift analysis in multiple

cross-correlation examples (Materials and Methods), the shift was

minimal and consistently less than a single-cell width (Fig 8G). This

strongly pointed to coordination not only in the same region but

also in the same cells. We subsequently investigated this by using

single nuclear segmentation of high-resolution images to visualise

the NGN2-HES5 spatial relationship. Indeed, we found that within a

HES5 microcluster in the interneuron domain, only 1–2 cells (and in

the MN domain only one cell per cluster) show high NGN2 expres-

sion levels (Fig 8H). As high NGN2 is an early marker of differentia-

tion, this suggests that similar to the mathematical model

(Appendix Fig S7B and C) cells in a cluster do not differentiate in

unison; instead, microclusters may act to select a cell for differentia-

tion, hence regulating spatial and temporal aspects of neurogenesis.

Discussion

In this paper, we have addressed how cells coordinate their deci-

sions with that of their neighbours so that neurogenesis takes place

at a pace appropriate for the anatomical location. We have investi-

gated the fine-grained pattern of neurogenesis in the spinal cord by

monitoring the spatiotemporal patterning of key progenitor TF HES5

using live imaging analysis that is optimised towards revealing coor-

dinated tissue-level behaviour that would not otherwise be evident.

In combination with computational modelling it enabled a multi-

scale synthesis of the data with predictive power. We have uncov-

ered an unexpected 3-tiered spatial and temporal organisation,

which we discuss below in an ascending order of complexity.

First, within the ventral HES5 expression domain, which encom-

passes distinct MN and IN domains, we have discovered clusters of

cells with positively correlated HES5 expression levels. These clus-

ters, described for the first time here, are 2–3 cells wide in D-V and

3–4 cells wide in A-B axes, hence termed microclusters. To detect

microclusters, we removed longer-range spatial trends such as over-

all gradients of intensity in HES5 expression (which have not been

dealt with further here) allowing us to concentrate on local correla-

tions of expression. By following Venus::HES5 in pairs of single cells

in proximity, we find that microclusters are a composite of positive

correlations in slow-varying mean levels of Venus::HES5 and locally

synchronised (in-phase) ultradian HES5 dynamics. This type of

composite spectral activity or nested oscillations have been previ-

ously described in circadian rhythms containing an ultradian period-

icity as well as neuronal firing patterns (Lopes-Dos-Santos et al,

2018; Wu et al, 2018). We propose that the local synchronisation in

ultradian HES5 dynamics comes from coupling through Notch–
Delta, although we cannot rule out the possibility that sister cells

have synchronous HES5 expression after division. In the latter case,

Notch–Delta coupling may act to re-inforce or help maintain local

coordination over time. We also found that the microcluster organi-

sation extends to DLL1 although we have not been able to study it

with live imaging in this work. The clustering organisation was

surprising because previous studies have suggested that in neuroge-

nesis oscillators are in anti-phase in neighbouring cells (Kageyama

et al, 2008; Shimojo & Kageyama, 2016; Shimojo et al, 2016). DLL1

oscillations were observed with live imaging in tissue but only a

▸Figure 8. NGN2 expression is spatially periodic and positively correlates with the HES5 pattern.

A Detrended spatial profile of NGN2::mScarlet-I intensity from transverse slice of E10.5 spinal cord from heterozygous knock-in mouse in ventral–dorsal direction; red
indicates motorneuron (MN) domain, blue interneuron domain (IN).

B Auto-correlation analysis of detrended NGN2::mScarlet-I intensity spatial profiles from motorneuron and interneuron domains; multiple peaks indicating spatial
periodicity; significant peaks (red triangle) lie outside black dotted lines indicating 95% significance based on bootstrap approach (see Materials and Methods) and
non-significant peaks (black triangle).

C Ratio of NGN2:HES5 spatial period in the same tissue; grey dots show ratio for single image from four experiments; line shows overall median and error bars 95%
confidence limits.

D Peak to peak distance in auto-correlation plots of detrended NGN2::mScarlet-I spatial profile in motorneuron (MN) and interneuron (IN) domains as a measure of
spatial period in NGN2 expression along dorsal-ventral axis of spinal cord; Grey data points represent mean peak to peak distance in a single slice, n = 33, left and
right ventricle analysed separately in four experiments; black line shows overall mean, error bars show SD; 2-tailed Mann–Whitney test with exact P-value ***
P = 0.0003.

E Detrended spatial profile of Venus::HES5 (black) and NGN2::mScarlet-I (red) intensity from the same transverse slice of E10.5 spinal cord in ventral–dorsal direction.
F Example cross-correlation function of Venus::HES5 with NGN2::mScarlet-I (thick black), Venus::HES5 with brightfield signal (black), and NGN2::mScarlet-I with

brightfield signal (red) from the same transverse slice of E10.5 spinal cord; markers indicate the presence of two types of coordination namely in-phase (red
arrowhead) and out-of-phase (black arrowhead).

G Phase shift showing absolute lag distance corresponding to in-phase peak in Venus::HES5 vs NGN2::mScarlet-I cross-correlation function of spatial intensity profiles
from the same slice. 34 individual data points from six slices, two experiments; red line indicates average inter-nuclear distance in D-V; bars show mean�SD; 2-tailed
Mann–Whitney test not significant, P = 0.32.

H Pseudo-color look-up tables applied to mean nuclear Venus::HES5 and NGN2 staining intensity in motorneuron (MN) and interneuron (IN) domains. Venus::HES5
microcluster and single NGN2 high cell (red arrow) in IN domain; Alternating high–low expression of Venus::HES5 in MN, red arrows show high cells.

I Graphical summary: Through a combination of experimental and computational work we characterised the HES5 dynamic expression in the mouse E10.5 ventral
spinal cord. We found evidence that progenitors located in two domains (motorneuron, MN and interneuron, IN) give rise to distinct spatiotemporal characteristics
that are indicative of differences in coupling strength and can explain increased differentiation rates observed in MN.

Source data are available online for this figure.
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single example shown for anti-phase oscillations. Thus, the discrep-

ancy could be down to a difference in scale of analysis or perhaps to

the different molecules studied. Interestingly single-cell resolution

snapshot data from chick embryos appears to be consistent with the

presence of microclusters (Baek et al, 2018).

Second, we have found that HES5 microclusters are arrayed in a

spatially periodic pattern along the D-V axis of the ventral HES5

domain, meaning that high and low HES5 expression clusters alter-

nate regularly in space. We also found that NGN2 is expressed peri-

odically along the D-V axis with half the periodicity of HES5 such

that NGN2 high cells are found both within HES5 high and low

microclusters. SmiFISH showed Dll1 expressed in microstripes but

the images of single Dll1 mRNA molecules were not amenable to

auto-correlation; thus, it is not known whether they occur on the

same spatial scale as HES5. Multiple stripes of Dll1 and Jag1 and

Lfng have been observed, but at the larger progenitor domain scale

(Marklund et al, 2010; Ramos et al, 2010). Such spatial periodicity

at a fine level within the ventral HES5 domain contrasts with the

large-scale organisation of HES5 in 2 separate broad domains along

the D-V axis (Sagner et al, 2018).

Thirdly, the HES5 spatial pattern of microclusters was not static

but appeared dynamic over time; High HES5 expressing microclus-

ters persisted for 6–8 h and then switched to low expression, while

low expressing microclusters showed the opposite behaviour. In

other words, high and low expressing microclusters alternated and

sometimes created phase waves that travelled through the tissue

over time. These waves are somewhat reminiscent of phase waves

of LFNG and AXIN2 expression that are observed in somitogenesis

(Tsiairis & Aulehla, 2016; Sonnen et al, 2018; Baron & Galla, 2019);

however, in the spinal cord such phase waves were incoherent. This

analysis was performed with a static ROI and it is possible that

random movement of nuclei out of the ROI somewhat complicates

the analysis of dynamic switching between high and low microclus-

ter states. However, it is unlikely that such random behaviour could

generate any of the reproducible phenomena we report in the paper.

This complex spatial and temporal dynamic pattern of HES5 in

spinal cord generated two important questions: how might it be

generated and what might it mean for neurogenesis? Knowing that

Hes genes and HES5 in particular, are activated by Notch signalling,

we treated ex vivo spinal cord tissue with DBZ to disrupt Notch

signalling (Falo-Sanjuan & Bray, 2020). We observed that the Notch

inhibitor treatment extinguished spatial periodicity gradually and

slowly, over a period of 10–12 h, concurrent with HES5 level down-

regulation. This is consistent with the amplitude death that we

observed in single-cell data under the same treatment (Manning

et al, 2019). The effect of Notch inhibition was far more pronounced

in the temporal nature of the pattern; in the absence of Notch signal-

ling, the HES5 spatially periodic pattern of low and high expressing

microclusters became “frozen” in time. These findings suggest that

Notch signalling plays a part in making the pattern dynamic over

time but cannot account for the entire spatiotemporal complexity of

HES5 expression that we see ex vivo.

Computational modelling helped us to explore further the role of

Notch in generating the spatiotemporal pattern of HES5 expression.

We have used a simplified multiscale stochastic model of HES5 self-

repression and inter-cellular coupling with delay, parameterised on

our own experimental data, namely the single-cell HES5 temporal

period and extent of HES5 expression synchronicity between cells

using the KOP. With this model, we were able to explore the influ-

ence of the coupling strength between cells in producing spatiotem-

poral HES5 expression patterns. We found multiple spatiotemporal

patterns, namely; an alternating high and low pattern (at high

coupling strength), global tissue synchronisation (at mid coupling

strength) and un-coordinated pattern (at no coupling), see Movie

EV2. Importantly, at weak coupling strength and inter-cellular time

delay that is consistent with previous reports, we observed the

emergence of dynamic microclusters that matched our experimental

observations. The emergence of dynamic patterns that do not

resolve into steady HES “on” or “off” static patterns has been previ-

ously observed in a stochastic multicellular tissue model combining

Notch–Delta and Hes auto-repression but not confirmed in tissue

(Tiedemann et al, 2017). However, the dynamic microclusters in

our model occurred infrequently (with a probability of 20–30%)

even though the model takes into consideration stochasticity and

time delays; two features that represent the tissue context well. The

low frequency of clusters did not improve after detailed optimised

exploration of parameter space, which led us to conclude that a

Notch-based cell-to-cell signalling with the assumptions we have

made, recapitulates only part of the observed pattern in vivo. Exten-

sion of the model to include (i) longer-range cell–cell interaction via

cytonemes, or due to the elongated shape of the progenitor cells,

and (ii) increased complexity of the gene network such as cis inhibi-

tion between Delta–Notch or differences in signalling between dif-

ferent Notch ligands, may be able to increase the fidelity of

microcluster emergence. Indeed, it has been shown that such modi-

fications increase the range of spatial patterns that can be obtained

(De Joussineau et al, 2003; Cohen et al, 2010; Sprinzak et al, 2010;

Petrovic et al, 2014; Boareto et al, 2015; Hadjivasiliou et al, 2019).

Other ways in which the model can be extended is to incorporate

the influence of morphogen signalling gradients along the D-V axis

or differentiation gradients along the A-B axis, as these are known

to exist in the tissue.

Nevertheless, the computational model we developed, allowed

us to explore the advantages that organisation in dynamic micro-

clusters may offer as a developmental strategy for neurogenesis in

the embryonic spinal cord. Overall, we found that the spatiotempo-

ral HES5 pattern was affected by the coupling strength between cells

and in turn, affected the rate of differentiation. Based on our find-

ings, we propose that a classic lateral inhibition alternating high–
low HES5 pattern (achieved at high coupling strength) shows the

highest rate of differentiation because it generates two HES5 states

(“on” and “off”) in a spatially alternating pattern and this is likely

to result in tipping of more cells towards differentiation. Global

synchronisation (medium coupling strength) shows a medium rate

of differentiation; however, this regime is not observed in spinal

cord data perhaps because the synchronous differentiation in

“blocks” of cells found close by in tissue, although an appropriate

developmental strategy for somitogenesis, may be incompatible

with the structural integrity of the neural tissue or the finer diversifi-

cation of neuronal fates within each domain. The un-coordinated

pattern (no coupling between cells) has similar rates of differentia-

tion as weak coupling; however, weak coupling strength is advanta-

geous because it allows local in phase synchronisation, which by

analogy to global synchronisation (Fig 6C, Global vs Local in phase),

appears to transiently increase the amplitude of temporal oscilla-

tions in HES5 expression (Fig 5I, panel 3-Local in phase). This is
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important because a transient amplitude increase (due to the pres-

ence of microclusters at Local in phase conditions) could facilitate

the progression to differentiation. Indeed, we have previously

shown that HES5 oscillations in proliferating spinal cord progeni-

tors have low amplitude and show mainly aperiodic fluctuations

(noisy dynamics) but the propensity to oscillate as well as the

peak-to-trough amplitude increases as cells enter the differentiation

pathway (Manning et al, 2019). We have also shown that when the

transition from noisy dynamic expression to oscillatory expression

does not take place, progenitor cells are unable to downregulate

HES levels and differentiate (Soto et al, 2020). We speculate that

microclusters may act to reliably select one or two cells that go

on to express NGN2 and differentiate and that the spatial periodic-

ity of microclusters may space out differentiating cells to maintain

tissue organisation.

We tested the model hypothesis that by changing the HES5

spatiotemporal pattern through tuning the coupling strength, the

tissue is able to fine tune the rate of neurogenesis. We compared the

motorneuron and interneuron progenitor domains as these two

neighbouring domains in the D-V axis are known to have different

rates of differentiation (Kicheva et al, 2014; Kuzmicz-Kowalska &

Kicheva, 2020). Indeed, we find that that in the MN domain where

the rate of differentiation is highest at E10.5, the HES5 and NGN2

pattern most closely matches the alternating high–low pattern (Fig 8

I, MN). In the ventral interneuron domain, we propose that the local

in phase synchronisation pattern (predicted to occur at weak

coupling strength) is the closest match to the ex vivo situation (Fig 8

I, IN). We propose it represents a strategy to balance prolonged

neurogenesis, with a reasonable rate of differentiation and a tran-

sient increase in oscillation amplitude that is suitable for decoding

by downstream genes. There may be additional molecular dif-

ferences between the motorneuron and interneuron domains that

regulate the rate of differentiation. Indeed, the transcription factor

OLIG2 is expressed in the motorneuron domain and has been shown

to promote differentiation by directly inhibiting HES5 (Sagner et al,

2018). We speculate that this mechanism could interplay or directly

affect the cell–cell coupling strength by changing HES5 levels or

binding partners.

In conclusion, our findings show HES5 spatially periodic micro-

patterns exist in the developing spinal cord, they underlie the rate of

neurogenesis and are an emergent property of the multiscale synthe-

sis of dynamical gene expression and Notch coupling. The charac-

terisation of this temporally dynamic expression is a testament to

the power of live tissue imaging in providing mechanistic insights of

complex phenomena as they unfold in real time.

Materials and Methods

Animals

Animal experiments were performed by personal licence holders

under UK Home Office project licence PPL70/8858 and within the

conditions of the Animal (Scientific Procedures) Act 1986. Venus::

HES5 knock-in mice (ICR. Cg-Hes5<tm1(venus)Imayo>) were

obtained from Riken Biological Resource Centre, Japan and main-

tained as a homozygous line. In these mice, the mVenus fluorescent

protein is fused to the N terminus of endogenous HES5. Sox1Cre:

ERT2 mice (Sox1tm3(cre/ERT2)Vep were obtained from James

Briscoe with the permission of Robin Lovell-Badge. R26R-H2B::

mCherry mice were obtained as frozen embryos from Riken Centre

for Life Science Technologies, Japan and C57Bl6 mice were used as

surrogates. NGN2::mScarlet-I mouse was generated by the Univer-

sity of Manchester Genome Editing Unit (see Appendix Supplemen-

tary Methods 1 and Appendix Fig S8). The mScarlet-I fluorescent

protein is fused to the C terminus of endogenous NGN2.

Embryo slicing and live imaging

E0.5 was considered as midday on the day a plug was detected. For

matings with R26R-H2B::mCherry Sox1Cre:ERT2, intra-peritoneal

injection of pregnant females with 2.5 mg Tamoxifen (Sigma) was

performed 18 h prior to embryo dissection. This enables single-cell

tracking through mosaic labelling of nuclei with H2B::mCherry.

Whole embryos were screened for H2B::mCherry expression using

Fluar 10×/0.5 objective on a Zeiss LSM880 confocal microscope.

After decapitation, embryo bodies were embedded in 4% low-

gelling temperature agarose (Sigma) containing 5 mg/ml glucose

(Sigma). 200 μm transverse slices of the trunk containing the spinal

cord around the forelimb region were obtained with the Leica

VT1000S vibratome and released from the agarose. Embryo and

slice manipulation were performed in phenol-red free L-15 media

(Thermo Fisher Scientific) on ice and the vibratome slicing was

performed in chilled 1×PBS (Thermo Fisher Scientific).

For snapshot imaging of live E10.5 spinal cord, slices were

stained with 50 μM Draq5 (Abcam—ab108410) in 1×PBS (Thermo

Fisher Scientific) for 1.5 h on ice if required and then placed directly

on to a 35 mm glass-bottomed dish (Greiner BioOne). Images were

acquired with a Zeiss LSM880 microscope and C-Apochromat 40×
1.2 NA water objective. E10.5 spinal cord slices for live timelapse

microscopy were placed on a 12 mm Millicell cell culture insert

(MerckMillipore) in a 35 mm glass-bottomed dish (Greiner BioOne)

incubated at 37°C and 5% CO2. The legs of the cell culture insert

were sanded down to decrease the distance from the glass to the

tissue. 1.5 ml of DMEM F-12 (Thermo Fisher Scientific) media

containing 4.5 mg/ml glucose, 1× MEM non-essential amino acids

(Thermo Fisher Scientific), 120 μg/ml Bovine Album Fraction V

(Thermo Fisher Scientific), 55 μM 2-mercaptoethanol, 1× GlutaMAX

(Thermo Fisher Scientific), 0.5× B27 and 0.5× N2 was added.

Movies were acquired using Zeiss LSM880 microscope and GaAsP

detectors. A Plan-Apochromat 20× 0.8 NA objective with a pinhole

of 5AU was used. 10 z-sections with 7.5 μm interval were acquired

every 15 min for 18–24 h. DMSO (Sigma) or 2 μM DBZ (Tocris) was

added to media immediately before imaging.

Single-cell tracking over time

Single neural progenitor cells in E10.5 spinal cord slices were

tracked in Imaris on the H2B::mCherry channel using the “Spots”

function with background subtraction and the Brownian motion

algorithm. Tracking on the H2B::mCherry signal ensured no bias in

the levels of Venus::HES5 in tracked cells. All tracks were manually

curated to ensure accurate single-cell tracking. Background fluores-

cence was measured via an ROI drawn on a non-Venus::HES5

expressing region on the tissue and subtracted from spot intensity.

To account for any photobleaching and allow comparison of
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intensities between movies, the mean intensity of mCherry and

Venus in each spot was normalised to the mean intensity of

mCherry or Venus in the whole tissue. The whole tissue volume

was tracked using the “Surfaces” and “Track over time” function.

Immunofluorescent staining

Trunks of E10.5 embryos for cryosectioning were fixed in 4% PFA

for 1 h at 4°C, followed by three quick washes with 1×PBS and 1

longer wash for 1 h at 4°C. Embryos were equilibrated overnight in

30% sucrose (Sigma) at 4°C before mounting in Tissue-Tek OCT

(Sakura) in cryomoulds and freezing at −80°C. 12 μm sections were

cut on Leica CM3050S cryostat. E10.5 spinal cord slices cultured on

Millicell inserts were fixed in 4% PFA for 4 h. For staining, tissue

and sections were washed in PBS followed by permeabilisation in

PBS 0.2% Triton X-100 (Sigma) and blocking with PBS 0.05%

Tween20 (Sigma) + 5% BSA (Sigma). Primary and secondary anti-

bodies were diluted in PBS 0.05% Tween20 + 5% BSA. Tissue was

incubated with primary antibodies overnight at 4°C, then washed

three times for 5–10 min in PBS 0.05% Tween20, incubated with

secondary antibodies and DAPI (Sigma) for 6 h at room tempera-

ture, and washed again three times in PBS-T. Sections were

mounted using mowiol 4–88 (Sigma). Primary antibodies used were

rabbit anti-SOX2 (ab97959, 1:200), rabbit anti-OLIG2 (EMD Milli-

pore AB9610, 1:200) and goat anti-NGN2 (Santa Cruz Biotechnology

sc-19233, 1:200).

smiFISH probe design and synthesis

The smiFISH probes were designed using the probe design tool at

http://www.biosearchtech.com/stellarisdesigner/. Depending on

the GC content of the input sequence, the software can return varied

size of probes, 18 and 22 nt, hence giving the largest number of

probes at the maximum masking level. It also uses genome informa-

tion for the given organism to avoid probes with potential off-target

binding sites. Using the respective gene mature mRNA sequence, we

designed 36 probes for Hes5 and 48 probes for Dll1 (Appendix Table S5)

and added a FLAP sequence (5’-CCTCCTAAGTTTCGAGCTGGACT

CAGTG-3’) to the 5’ of each gene-specific sequence (IDT). The

designed set of probes were labelled with Quasar 670 (Biosearch

Technologies) for Hes5 and CalFluor 610 (Biosearch Technologies)

for Dll1 following the protocol from Marra et al, 2019.

smiFISH on mouse sections

smiFISH protocol for mouse section embryos was developed by

adapting smiFISH protocol from (Marra et al, 2019) and (Lyubimova

et al, 2013). 50-μm-thick sections of E10.5 spinal cord were collected

and transferred onto superfrost glass slides (VWR 631-0448) and

kept at −80°C. Sections were left at room temperature to dry for

5–10 min and then fixed in 4% formaldehyde in 1× PBS followed by

two quick washes in 1×PBS. 1:2,000 dilution of proteinase K

(20 mg/ml stock) in 1× PBS was pipetted onto each slide and left

for 5–10 min followed by two washes in 2× SCC. Sections were then

incubated at 37°C twice in wash buffer (5 ml of 20× SSC, 5 ml of

formamide and 45 ml of deionised, nuclease-free water). 250 μl of
hybridisation buffer (1 g dextran sulphate, 1 ml 20× SSC, 1 ml deio-

nised formamide, 7.5 ml nuclease-free water) with 100–240 nM the

fluorescent smiFISH probes was pipetted onto each slide and incu-

bated overnight at 37°C in a humid container shielded from light.

Samples were then washed as follows: twice in wash buffer at 37°C
for 3 min, twice in wash buffer at 37°C for 30 min and one wash in

1× PBS at room temperature for 5 min. After smiFISH staining,

sections were washed for 2 min in PBS and mounted using Prolong

Diamond Antifade Mountant with DAPI (Thermo Fisher P36962).

smiFISH microscopy and deconvolution

smiFISH images were collected with Leica TCS SP8-inverted confo-

cal microscope using objective HC PL APO CS2 40×/1.30 oil. We

acquired three-dimensional stacks 2,048 × 1,024 pixels and z size

0.4 μm. The voxel size was 0.19 × 0.19 × 0.4 μm. Quasar 670 and

CalFluor 610 were imaged with pinhole 1 Airy Unit. Channels were

sequentially imaged. Deconvolution of confocal images was

performed using Huygens Professional Software. As pre-processing

steps, the images were adjusted for the “microscopic parameters”

and for additional restoration such as “object stabiliser”; the latter

was used to adjust for any drift during imaging. Following, we used

the deconvolution Wizard tool, the two main factors to adjust

during deconvolution were the background values and the signal-to-

noise ratio. Background was manually measured for every image

and channel, while the optimal signal-to-noise ratio identified for

the images was value 3. After deconvolution, the images were

generated with Imaris 9.3

Microcluster quantification

The number of cells in HES5 microclusters were automatically deter-

mined from images of Venus::HES5 spinal cord tissue stained with

the live nuclear marker Draq5. First individual Draq5+ nuclei were

manually segmented as ellipses using ImageJ, converted to a mask

and subsequently eroded using the ImageJ function “erode” to

ensure no overlap between nuclei. The mask was applied to the

Venus::HES5 channel generating images of nuclei with the raw

Venus::HES5 intensities. Next, these segmented images were

imported into MATLAB and analysed using custom scripts (avail-

able on GitHub see “Data availability”) with the following steps. (i)

Dead cells were excluded by removing nuclei with outlying high

Draq5 intensity (>top 4% of intensity per slice) indicative of

increased membrane permeability and condensed chromatin. (ii)

Mean Venus::HES5 intensity was calculated per segmented nuclei.

(iii) Intensity distributions of mean Venus::HES5 nuclei intensity

were quantile normalised between experiments using the “quan-

tilenorm” function in MATLAB. This ensured that the intensity in

each experiment was adjusted to the same range and thus allowing

consistent colormaping. (iv) Normalised mean Venus::HES5 intensi-

ties were displayed using the “viridis” (Venus::HES5) or “magma”

(NGN2) colormap. The colormap was split in to six colour levels,

such that nuclei within 80–120% intensity range of each other were

given the same colour. This range was chosen because it matches

the amplitude of Venus::HES5 ultradian oscillations (see Manning

et al, 2019). (v) Microclusters were segmented separately for the top

two intensity bins. The automated clustering approach emulated

manual clustering by grouping together cells with similar intensity

into a microcluster. We defined a microcluster as a minimum of two

cells with the binned intensity for which there is a direct path
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between the centre of the nucleus that does not intersect cells of dif-

ferent binned intensities (interceding cells). In the automated

approach, for a specific binned intensity level, the nuclei found

within less than 2.5 of average inter-nuclear distance (dmax) of each

other were assigned to a microcluster. To achieve this, nuclear

regions were dilated using the MATLAB routine imdilate.m with a

disc structural element (generated using strel.m) of radius dmax in

every direction until they merged with neighbouring nuclei forming

a microcluster region. Separation between microcluster regions

bounded by interceding cells of different intensity values was main-

tained by subtracting top 1 and top 2 nuclear regions, respectively,

using the imsubtract.m routine followed by detection of connected

regions using bwlabeln.m. (vi) The number of cells within a cluster

was counted by testing overlap between the microcluster mask and

the nuclear regions corresponding to individual nuclei to produce a

nucleus-to-microcluster labelling and this is reported in Fig EV1D.

(vii) Diameters in DV and AB were computed as the maximum

number of nuclei observed in the x- and y-axis per microcluster. 8.

Inter-cluster distances between microclusters of the same intensity

level were computed in the y-axis between two or more microclus-

ters observed along the DV axis in the same image section; specifi-

cally, we used the microcluster regions detected in step 5 and

computed the centre of mass per microcluster using the routine

regionprops.m with option “Centroid”; we then sorted the centroids

per slice based on distance in DV and computed the distance

between successive centroids; in Fig EV2F, we report the centroid to

centroid distance in DV divided by inter-nuclear distance per slice.

Microcluster detection in randomised segmented images

Using the automated microcluster detection method, we performed

tests in control synthetic data (Fig EV1D). In Randomisation 1

(Rnd1), we randomly shuffled the existing intensities assigned to

each nucleus, and in Randomisation 2 (Rnd2), we randomly

sampled from a distribution of intensities with the same mean and

standard deviation as the data. For each segmented image, we

generated 20 Rnd1 and 20 Rnd2 synthetic images and performed

automated counting as described in Microcluster quantification. As

expected, randomised images showed dublets with only rare

instances of values of three cells or above.

Correlation of nuclear Venus::HES5 intensity with distance
and neighbours

The centroids of the manually segmented nuclei were used to

measure distance, and hence, rank between neighbours and a corre-

lation of the distance and mean nuclear Venus::HES5 intensity was

calculated using the “corr” function in MATLAB. Mean nuclear

Venus::HES5 intensity was also randomised between nuclei before

undergoing the same distance vs mean intensity correlation;

randomisations were repeated five times per image.

Centre of intensity detection and radial gradient removal

The centre of intensity (COI) was calculated using a centre of mass

approach. The intensity of each nuclei was multiplied by their posi-

tion. These were then summed and divided by the sum of all

nuclear intensities. The COI was used to sort cells in to five equally

spaced radial zones with increasing distance from the COI. The

mean Venus::HES5 intensity of nuclei in these zones was calculated

and plotted against distance from the COI. For radial gradient

removal, a polynomial of degree 3 was fitted to the mean zone

intensity vs distance plot and the intensity subtracted from each

nucleus in that zone to remove the radial gradient.

A simulated radial gradient from a single focal point in the image

was generated using

Ir ¼Zþαxr,

where Ir is the new intensity of the cells, Z is simulated intensities

with the mean and variance similar to that of real data, α is the

gradient strength parameter and xr is a function of the distance

from the centre of intensity. As α increases, the radial gradient is

less affected by random deviation in HES5 expression.

Quality controls and movie pre-processing

To remove the possibility that changes in cell positions lead to shifts

in the kymograph stripes and artefacts in the dynamic analysis,

movies underwent image registration to account for global tissue

drift and were subject to strict quality controls for local tissue defor-

mation. Image registration was performed in Imaris by tracking a

static landmark of the tissue. Furthermore, to avoid artefacts due to

local tissue deformation the average motility of tracked single cells

over time in the D-V axis was compared with patterns/waves of

Venus::HES5 intensity in the kymograph. A maximum threshold of

20 μm for the averaged single nuclear displacement was applied. 1

movie failed this threshold and was not used for analysis of micro-

cluster persistence (see Appendix Table S2). Finally, bleach correc-

tion was performed using a ratiometric method in ImageJ.

Generation of spatial expression profiles and kymographs

Spatial expression profiles and kymographs were generated in Zen

Blue (Carl Zeiss Microscopy) by drawing a spline 15 μm wide start-

ing ventrally and extending parallel to the ventricle in the dorsal

direction, then using the “Line profile” or “Kymograph” function.

To understand how much movement individual nuclei undergo

during imaging and to help choose the width (apico-basal) of kymo-

graphs, single nuclear displacements were measured. A total of 188

individually tracked cells were obtained from three experiments

(Exp1 56 cells, Exp2 54 cells, Exp3 78 cells). Tracks were 12 h long

with a sampling time of 15 min (total of 49 time points). A subset of

these cells were selected such that only apically located cells were

included (Exp1 16 cells, Exp2 22 cells, and Exp3 27 cells). For each

cell track, positional data values that were 2.5 h apart were used to

determine how far a cell moves in this time window. This resulted

in 39 displacement values per track, all of which the absolute

value was taken and averaged across all cell tracks to give an effec-

tive root mean square (RMS) value of 7.9 μm (inter-quartile range

10.9) in apical–basal direction (summarised by experiment in

Appendix Table S3).

A 15 μm width was chosen as this was larger than both a cell

width and the effective root mean square displacement in 2.5 h. 0

distance corresponded to the ventral-most end of the spline. Apical,

medium and basal expression profiles and kymographs were
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generated from splines around 10, 30 and 60 μm from the ventricle,

respectively, and analysing each side of the ventricle separately. 2–3
non-overlapping z-sections were used to generate kymographs per

movie. Expression profile data for Draq5 and NGN2 from single

snapshot images of live slices were generated in ImageJ using a rect-

angular ROI of width 15 μm and the “Plot profile” function.

Detection and periodicity analysis of spatial expression patterns

Kymographs were analysed using custom scripts in MATLAB and

averaged along the time axis in 2 h windows. Spatial Venus::HES5

intensity in the ventral–dorsal direction was detrended by fitting a

polynomial (order 4–6) and subtracting this from the raw data.

This removed the larger trend due to the profile of the HES5

expression domain.

Auto-correlation and Lomb-Scargle periodograms were used to

analyse periodicity of the detrended spatial intensity plots. Lomb-

Scargle periodograms were generated with the MATLAB “plomb”

function and plotting power level thresholds as specified in figure

legends. Auto-correlation was performed with the MATLAB “xcorr”

function. Auto-correlation functions were smoothed using

Savitzky–Golay filter and then peaks identified using the “find

peaks” function. Significant peaks were identified using a bootstrap

method with 100 randomisations. Auto-correlations were rando-

mised and then re-subjected to auto-correlation. 2 standard devia-

tions of the auto-correlations of randomised data were used as a

threshold and peaks were designated as significant if they exceeded

this threshold. The mean distance between significant peaks was

calculated per kymograph timepoint. Fold changes of spatial intensi-

ties were calculated between significant peaks and troughs in the

signal identified using “find peaks” on the negative signal.

Splitting Venus::HES5 kymographs in to motorneuron and

interneuron domains was based on staining of cryosectioned E10.5

spinal cord with motorneuron progenitor domain marker OLIG2.

The peak of the trend in Venus::HES5 was found to occur on aver-

age at 35 μm dorsally from the edge of the OLIG2+ domain. This

criterion was used to split kymographs from movies of Venus::HES5

spinal cords that had not been immuno-stained.

Correlation coefficient analysis in the anterior to posterior
(A-P) axis

We produced kymographs from multiple non-overlapping stacks

extending in the AP direction using the same region of interest

(ROI) which meant that Venus:HES5 intensity was comparable at

the same position in DV. We used detrended Venus::HES5 averaged

over 2 h per z and compared the detrended coefficients pairwise

across subsequent z-stacks. Using the confocal magnification in the

AP axis per experiment, we reconstructed the absolute distance

between subsequent z-stacks. Data from untreated and tissue

treated with DMSO were analysed in the same way.

Hierarchical clustering of local HES5 expression and microcluster
persistence time

Kymographs of HES5 expression were split into adjacent 20 μm
regions along the D-V axis and the HES5 intensity averaged in these

regions to give a timeseries per region. To account for any single-

cell movement in DV, we applied a 2 μm Gaussian blur filter onto

the kymograph data using the MATLAB routine imgaussfilt.m prior

to extracting timeseries per region. These timeseries were normal-

ised to the mean and standard deviation of each region over time

(z-scoring) and subject to hierarchical clustering using the cluster-

gram,m routine in MATLAB with Euclidean distance and average

linkage. The persistence time was calculated as continuous time

when the signal in the region was above (high) or below (low) its

mean level. The persistence ratio was calculated as the time inter-

val spent in a high state divided by the time interval spent in a

low state within the same 20 μm region. Where only high or low

persistence time intervals were detected in a region, these observa-

tions were excluded from the ratio. We also used an alternative

method to compute persistence time relying on zero-crossing of

the detrended Venus::HES5 signal averaged over 0 to 2 h time-

points; in this approach, we identified specific areas containing a

microcluster with high expression (above the mean) and low

expression (below the mean) and repeated the persistence time

calculation as described above.

Phase mapping of kymograph Data

We used kymograph data (see Generation of spatial expression pro-

files and kymographs) to produce spatiotemporal phase mapping

from Untreated tissue (Fig EV2L and Appendix Fig S3) as well as

DMSO vs DBZ (Figs 4 and EV3). Firstly, kymograph data were aver-

aged over 2 h to produce low temporal resolution information in the

dorsal–ventral direction. The resulting spatial signal was detrended

in the DV direction using a polynomial order 4 and smoothed using

a Savitzky–Golay filter. Phase reconstructions were obtained from

DV signal for every 2 h timeblock using the Hilbert transform, and

these were presented as a colormap indicating time on the x-axis

and space on the y-axis. We refer to this as phase mapping and it

enables detection of phase resets (indicative of changes from high to

low) in the same region over time.

Phase–phase mapping and phase shift analysis in cell pairs

We analysed Venus::HES5 ultradian dynamics using the approach

in Manning et al, 2019, Phillips et al. 2017. Specifically, we used a

Gaussian Processes pipeline to fit the single-cell trend of Venus::

HES5 expression (examples shown in Appendix Fig S4C). We

performed detrending of Venus::HES5, followed by z-scoring and

estimated a periodic Ornstein–Uhlenbeck covariance model. This

procedure produces a smooth detrended curve (examples shown in

Appendix Fig S4C). Using the detrended smoothed curves, we

extracted the phase shift using cross-correlation analysis of pairs of

timeseries using the xcorr.m MATLAB routine. The phase shift

corresponded to the lag time interval closest to 0 at which the cross-

correlation function shows a peak. From detrended smooth curves,

we then performed Hilbert reconstruction of instantaneous phase

using the hilbert.m MATLAB routine. We used the phase angles

corresponding to neighbouring cell pairs at multiple timepoints to

produce a phase–phase mapping. We plotted the density of the

phase map using the dscatter.m routine with 24 × 24 binning of

phase values (Eilers & Goeman, 2004). This approach (Hilbert and

dscatter) has been previously described in Sonnen et al, 2018. Cells

pairs were identified based on the median 3-dimensional Euclidean
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distance <20 μm across the whole timeseries. Hence, we also

performed a phase–phase analysis using cross-pairing whereby cells

in the same experiment were paired with cells found further than

20 μm away (cell1:pair1 versus cell1:pair 2; cell2:pair1 versus cell

2:pair 2 etc.). Phase distributions of proximal pairs (Fig 3J) and

those obtained by cross-pairing (Appendix Fig S4F) were compared

in likelihood of observations in-phase versus observations out-of-

phase at all phase angles. Regions of phase–phase mapping corre-

sponding to in-phase and out-of-phase are outlined in Appendix Fig

S4F. Likelihood of cross-paired tests showed values close to 1 indi-

cating no predominant in-phase activity whereas values for paired

data were significantly higher.

Stochastic multicellular HES5 model with time delay

The core unit of the multicellular model is a single-cell unit that explic-

itly models Hes5 protein and mRNA abundance and is adapted from

the work done in Manning et al, 2019. The single-cell model makes

use of a Langevin approach to include stochastic fluctuations in both

protein and mRNA as well as the inclusion of a time delay associated

with the inhibitory Hill function used to describe the repressive action

of Hes protein on its own mRNA production. This implementation,

along with the parameter inference (Manning et al, 2019), results in a

single-cell model capable of reproducing stochastic oscillations closely

matched with the single-cell dynamics observed in the developing

neural tube. The multicellular approach extends the single-cell model

by introducing an inhibitory Hill function to couple nearest-neighbour

cells (in a fixed, no cell movement, hexagonal geometry) whereby

high Hes5 protein in one cell is able to repress Hes5 mRNA production

in a neighbouring cell (see Appendix Supplementary Methods 2). This

inhibitory Hill function (the coupling function) is representative of the

overall behaviour of the Notch Delta pathway and its interaction with

Hes5, allowing for the bidirectional interaction of Hes5 dynamics

between neighbouring cells. Three parameters are associated with this

Hill function that make it flexible enough to explore different possible

coupling realisations of the Notch–Delta pathway, the effects of which

are illustrated in Fig 5B. The main parameter modulated for the

analysis in this paper is the repression threshold which defines the

number of protein molecules that is required to repress mRNA in a

neighbouring cell.

Cell-to-cell HES5 differences by domain and by coupling strength

We used raw Venus::HES5 data, absolute HES5 quantitation by Fluo-

rescence Correlation Spectroscopy (FCS) and manually segmented

nuclear maps made available in (Manning et al, 2019). We obtained

average HES5 concentration per nuclei by quantile–quantile match-

ing the Venus distribution to the reference FCS distribution of HES5

levels across the tissue. Using nuclear centroid location, we

produced absolute cell-to-cell concentration differences between

every cell and its closest neighbour. We performed a by domain anal-

ysis by dividing the cell-to-cell concentration differences by the aver-

age HES5 concentration by domain. In the synthetic examples, HES5

molecular abundance data obtained from the multicellular model

were used to produce absolute cell-to-cell abundance differences

over a range of coupling strength values. We also produced synthetic

cell-to-cell abundance differences relative to the mean HES5 abun-

dance per simulation over a range of coupling strength values.

Phase reconstruction and Kuramoto order value as a measure
of synchrony

To determine the synchronisation of real signals both in the model

and experimental data, the phase of each oscillator was first recon-

structed in complex space. This reconstruction was achieved by

using the Hilbert transform, which shifts the phase of each

frequency component in a signal by 90 degrees (Benedetto, 1996).

The Hilbert transform of a function u(t) is defined as

H uð Þ tð Þ¼ 1

π

Z∞

�∞

u τð Þ
t� τ

dτ: (1)

To obtain a rotating vector that contains both the amplitude and

phase information of the signal at a given time t, the original signal

and the 90 degrees shifted Hilbert transform can be combined in

complex space to give

ua tð Þ¼u tð Þþ i �H uð Þ tð Þ: (2)

By comparing ua(t) of two or more cells, a measure of how

synchronised a population of cells is can be determined by first

calculating what is known as the complex order parameter

ψ ¼ 1

N
∑
N

j¼1

eiϕ j , (3)

where N is the number of oscillators and ϕ j is the phase of oscillator

j. From this, the Kuramoto order parameter is defined as the absolute

value of the complex order parameter ψ , which is the magnitude of

the vector and has a value between 0 and 1 (Choi et al, 2000). A

value of 1 indicates perfect synchrony and matching phase, meaning

that in complex space the phases of each oscillator would be at the

same angle and would rotate at the same frequency. A value of 0

indicates no synchronisation, and in complex space would appear as

a distribution of phases that average to a point at the origin.

Phase synchronisation index

In addition to calculating KOPs, we also used the Hilbert transform

to extract phase from spatial data to determine how dynamic the

positions of peak and trough were over time. This involved extract-

ing and plotting the phase from time-averaged spatial signals. The

phase synchronisation index for DMSO and DBZ conditions (Fig 4E)

was obtained by calculating KOP per position in D-V axis and aver-

aging per z-slice (with left and right of the ventricle analysed sepa-

rately). To account for the loss of spatial periodicity in DBZ at later

timepoints, only data passing significance for an auto-correlation

test has been included resulting in an analysis restricted to periodic

spatial expression observed in both DMSO and DBZ up to 10 h.

Detrending methods

Multiple detrending methods are used depending on the type of data.

Detrending and removal of the radial gradient in images of segmented

Venus::HES5 nuclei (as in Fig 1) are covered in Materials and Meth-

ods section entitled “Centre of intensity detection and radial gradient
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removal”. The images are 2-dimensional data and so require remov-

ing trends in both the apical–basal and dorsoventral direction.

Detrending of spatial profiles of Venus::HES5 and NGN2::mScarlet-I

is covered in Materials and Methods “Detection and periodicity analy-

sis of spatial expression patterns”. Spatial profiles are generated from

a ROI 15 μm wide in apicobasal axis and extending up to 250 μm +
in dorsoventral direction. The Venus::HES5 intensity is averaged in

the apicobasal axis by the image analysis software (either Zen Blue

or ImageJ). This generates the 1-dimensional spatial profile and

detrending is applied along the dorsoventral axis. Detrending of

single-cell timeseries of Venus::HES5 expression is outlined in

“Phase-phase Mapping and Phase Shift Analysis in Cell Pairs”.

Statistical testing

Statistical tests were performed in GraphPad Prism 8. Data were

tested for normality with D’Agostino–Pearson test. The relevant

parametric or non-parametric test was then performed. Bar plots

and discrete scatter plots show mean mean�SD where multiple

independent experiments are analysed. Statistical significance

between 2 datasets was tested with either t-test (parametric) or

Mann–Whitney test (non-parametric). Statistical significance

(P < 0.05) for 2+ datasets was tested by Kruskal–Wallis with Dunn’s

multiple comparison correction. All tests were 2-sided. Multiple

comparison testing involved comparing all pairs of data columns.

Correlations were analysed using Pearson correlation coefficient.

Sample sizes, experiment numbers, P values<0.05 and correlation

coefficients are reported in each figure legend.

Data availability

All code is written in MATLAB and is available on GitHub: https://

github.com/Papalopulu-Lab/Biga2020

Expanded View for this article is available online.
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Expanded View Figures

▸Figure EV1. Venus::HES5 expression in single progenitor cells located in the ventral domain of spinal cord. Related to Fig 1.

A Transverse slice of live Venus::HES5 homozygous knock-in mouse spinal cord E10.5 ex vivo, Draq5 live nuclear stain and brightfield image. Scale bar 50 μm.
B Immunofluorescence of E10.5 Venus::HES5 transverse slice of spinal cord ex vivo. SOX2+ progenitors and endogenous Venus::HES5 signal. Scale bar 40 μm.
C Viridis look-up table applied to mean nuclear Draq5 intensity corresponding to transverse slice in Fig 1C.
D Total number of cells per microcluster detected in Venus::HES5 segmented images versus synthetically generated randomised images (see Materials and Methods);

dots indicate individual clusters detected in 14 segmented images with 20x repeats per slice of Rnd1 (random permutation of real intensity observations) and
Rnd2 (randomised intensities with same mean and SD); bars indicate mean and SD; Kruskal–Wallis t-test with Dunn’s multiple comparison, significance
****P < 0.0001.

E Pearson correlation coefficient of mean nuclear Venus::HES5 intensity in relationship to distance for (left panel) E9.5 and (right panel) E11.5 Venus::HES5 spinal cord
ex vivo slices; red dots indicate average Venus::HES5 correlation per slice of three slices from three experiments with corresponding red line indicating one phase
decay fit. Black line denotes 95% confidence levels. Grey dots indicate correlations from randomisations of intensities analysed in the same way.

F Transverse slice of live (left panel) Venus::HES5 homozygous knock-in mouse spinal cord E10.5 ex vivo showing (middle panel) segmentation of Draq5 and (right
panel) mask applied to Venus::HES5 channel. Images correspond to slice shown in Fig 1G. Scale bar 30 μm, D—dorsal, V—ventral.

G, H Left panels—Viridis look-up table applied to mean nuclear Venus::HES5 intensity in E9.5 and E11.5 slices, respectively, after radial gradient removal. Right panels—
Pearson correlation coefficient of mean nuclear Venus::HES5 intensity in relationship to distance for E9.5 and E11.5 Venus::HES5 spinal cord ex vivo slices,
respectively. Red dots indicate average Venus::HES5 correlation per slice of three slices from three experiments with corresponding red line indicating one phase
decay fit. Black line denotes 95% confidence levels.
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▸Figure EV2. Draq5 and Venus::HES5 spatial periodicity in live spinal cord tissue slices. Related to Fig 2.

A Transverse slice of live Venus::HES5 (left panel) homozygous knock-in mouse spinal cord E10.5 ex vivo, Draq5 live nuclear stain (right panel); rectangle shows region
for spatial profile.

B Viridis look-up table applied to mean nuclear Venus::HES5 intensity in the same slice shown in (A), rectangle shows the same region of interest for spatial profile.
C Venus::HES5 intensity spatial profile (black) from the yellow box in (a—non-segmented data), and trend line in blue (fitted polynomial order 6).
D Detrended spatial profile of Venus::HES5 (grey) and Draq5 (red) nuclear stain from region delineated in (A); arrows show regions of Venus::HES5 low and Draq5 high

indicating low Venus::HES5 areas are not nuclei free.
E Distribution of peak to peak distance in auto-correlation plots of Draq5 spatial profile; this is a measure of inter-nuclear distance in Draq5 profile along dorsal–ventral

axis of spinal cord; data points represent all peak to peak distances from nine slices, six experiments; mean 9.3 � 0.42 μm (95% confidence limits).
F Inter-cluster distance in the dorsoventral (DV) axis computed from multiple microclusters detected in E10.5 spinal cord segmented images using an automated

approach (see Materials and Methods); dots indicate individual observations collected from 14 images; bars indicate mean and SD.
G Spatial periodicity detected by Lomb–Scargle periodogram in apical, medium and basal regions (10, 30 and 60 μm from ventricle, respectively); dots indicate mean

periodicity from at least three z-sections and both left and right sides of ventricle analysed in six experiments; lines indicate mean and SD per experiment;
Kruskal–Wallis test not significant, P = 0.3137.

H Longitudinal cryosection of neural tube in E10.5 Venus::HES5 embryos. A—anterior, P—posterior. Scale bar 60 μm.
I Representative detrended spatial profile of Venus::HES5 from neural tube in anterior–posterior (A-P) direction.
J Representative auto-correlation of Venus::HES5 spatial profile in A-P direction. Multiple significant peaks indicate spatial periodicity in A-P direction. Significant peaks

(red triangle) lie outside black dotted lines indicating 95% significance based on bootstrap approach (see Materials and Methods) and non-significant peaks (black
triangles).

K Pearson correlation coefficient of detrended Venus::HES5 spatial profile between subsequent z-sections of transverse E10.5 spinal cord tissue slices at known
distances (i.e. correlations in A-P direction); untreated slices—dots show 18 pairs of z-sections from six experiments; DMSO-treated slices—dots show nine pairs from
three experiments.

L (Left panel) Representative spatiotemporal plot of the detrended Venus::HES5 pattern along ventral–dorsal direction (0 to 200 μm) obtained by averaging kymograph
data in the same region over 2-h time intervals; (Right panel) Representative phase map of spatially periodic Venus::HES5 intensity obtained using the Hilbert
transform (see Materials and Methods) from data shown in the left panel; markers indicate areas underdoing a high-to-low* and low-to-high** transition.
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▸Figure EV3. Changes in Venus::HES5 spatiotemporal expression pattern in live slice cultures treated with Notch inhibitor DBZ. Related to Fig 4.

A Representative examples of the detrended Venus::HES5 signal observed along ventral–dorsal direction in DMSO and DBZ conditions; Venus::HES5 intensity data
obtained by averaging kymographs over 2-h intervals; panels represent individual slice cultures (2 per condition) in addition to examples in Fig 4B.

B Spatial phase maps obtained from detrended Venus::HES5 signal in DMSO and DBZ conditions; panels correspond to Venus::HES5 intensity traces shown in (A).
C Auto-correlation analysis of detrended apical Venus::HES5 spatial profile in DMSO (control) and DBZ (2 μM) treated E10.5 Venus::HES5 spinal cord slices; panels show

auto-correlation of detrended Venus::HES5 signal averaged from 0–2 h of timelapse video (top panels) and corresponding auto-correlation functions in the same
slices averaged in 2 h windows for 10 h; we observed a decrease in amplitude of auto-correlation peaks over time in DBZ-treated slices.

D Peak to peak distance in auto-correlation from spatial data shown in Fig 4H. Lines show median per experiment from DMSO (n = 3 experiments) and DBZ (n = 4
experiments); 1-tailed t-test not significant P = 0.0526.

E Nuclear density represented by the % area covered by nuclei in DMSO and DBZ treated ex vivo E10.5 spinal cord slice cultures dots indicate multiple z-stacks from
DBZ (5 slices) and DMSO (4 slices); bars indicate mean and SD per condition; 2-tailed t-test ***P = 0.0004.
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▸Figure EV4. HES5 spatiotemporal dynamics correlate with rate of differentiation.

A Diagram of Notch–Delta inter-cellular communication and HES5 interactions. Our model takes into account that HES5 negatively regulates its own mRNA production
(grey highlighted area), downstream proneural genes and Delta; the direct and/or indirect (via proneural genes) repression of Delta by HES5 is expressed
mathematically through the means of an inter-cellular Hill function (see Materials and Methods).

B Transverse cryosection of E10.5 Venus::HES5 spinal cord. Venus::HES5 endogenous signal, OLIG2: motorneuron progenitor marker, NGN2: early marker of neuronal
commitment, DAPI; scale bar 25 μm.

C Spatial expression profile of Venus::HES5, NGN2 and OLIG2 from the same tissue to help delineate motorneuron (OLIG2+) vs interneuron (OLIG2-) domains.
D Spatial profile of Venus::HES5 intensity (black) generated by averaging 2.5 h of kymograph data; 0 distance represents ventral end of kymograph; blue dotted line is

trend in Venus::HES5 data across the domain determined by polynomial fit order 6; domain boundary between motorneuron progenitors (MN) and interneuron
progenitors (IN) marked with red dashed line.

E Detrended spatial profile of Venus::HES5 corresponding to (C) in motorneuron progenitors (red:MN) and interneuron progenitors (blue:IN).
F Auto-correlation plot of detrended Venus::HES5 spatial profile in MN and IN progenitors; black lines show confidence limits for peak significance based on bootstrap

approach on detrended Venus::HES5 intensity profile (see Materials and Methods); red triangle—significant peak, black triangle—non-significant peak; multiple
significant peaks in auto-correlation shows periodicity in spatial profile of Venus::HES5 intensity.

G Spatial periodicity of Venus::HES5 in motorneuron vs interneuron domain measured with the Lomb–Scargle periodogram; top 2 significant peaks were used to
calculate spatial period from 2 to 3 z-sections per experiment, left and right side of ventricle analysed separately and six experiments; bars indicate mean with SD;
Mann–Whitney test with two-tail significance for ****P < 0.0001.

H Fold-change in Venus::HES5 spatial pattern between hi-low regions in IN domain relative to MN domain. Data points represent mean per experiment. Lines shows
mean and SD of six experiments. 2-tailed Mann–Whitney test **P = 0.0022.
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2.4 Modelling Appendix

2.4.1 Stochastic model of auto-repression coupled between cells

We adapted a HES5-parameterised single-cell model from previous work into a Notch-
Delta-coupled multicellular model (Figure 5A) (Manning et al., 2019). The single-
cell network is the basic unit of the model and consists of a negative feedback loop of 
HES5 protein onto its own mRNA expression described by stochastic delay differen-
tial equations (SDDEs) capable of producing stochastic autonomous oscillations.

The SDDEs implement a Langevin approach over a Gillespie algorithm in favour of 
reduced computational cost and fixed time steps which enable easier addition of time 
delays (Gillespie, 2000). For solving stochastic delay differential equations in bio-
chemical systems, two main approaches are commonly used: the Gillespie algorithm 
and the Chemical Langevin equation (Gillespie, 1977, 2000). The Gillespie algorithm 
is a discrete-event simulation method that provides exact solutions by simulating ev-
ery reaction event (every integer increase or decrease in molecule count) according to 
a defined probability and so it is suitable for simulating low molecule counts.

The Chemical Langevin Equation is a continuous-time approximation of the Gillespie 
algorithm and so is suitable for efficiently simulating systems with large molecule 
counts (Yan et al., 2017) such as HES5 dynamics in neural progenitors where the 
mean abundance of HES5 protein has been measured at around 40, 000 molecules 
(Manning et al., 2019). Another difference between the two methods is that the Gille-
spie algorithm results in variable time steps, whereas the Langevin approach would 
typically be solved with a fixed time step.

Therefore a Langevin approach was used preferentially over the Gillespie algorithm 
for efficiency and ease of implementation with time delays. The Euler-Maruyama 
method was used to solve the Langevin equations and the noise distribution was cho-
sen to be Gaussian as this was found to describe HES5 dynamics well in the previous 
implementation of the single-cell HES5 model (Manning et al., 2019).

To extend the single-cell model to a multicellular one, the cells were coupled together 
with an interaction representative of the Notch-Delta pathway and its interaction 
with HES5. Instead of modelling every reaction in the chain of events that consti-
tute the Notch-Delta pathway, we used a highly adjustable coupling function – an in-
hibitory Hill function – that requires only two parameters to specify its shape. This 
drastically reduced the potential number of parameters required to describe the Notch-
Delta pathway that couples HES5 dynamics between cells while maintaining the abil-
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ity to describe a wide variety of possible coupling function shapes that may represent 
the biological system. The Hill function in this model, therefore, describes how the 
production rate of HES5 in one cell is inhibited by high levels of HES5 expression in 
a neighbouring cell and has the form of

𝐽(𝑃𝑖) = 1
1 + ( 𝑃𝑖

𝑃0
)𝑛 (2.1)

where 𝐽(𝑃𝑖) is the mRNA production rate in cell 𝑖 in response to the average protein 
abundance in neighbouring cells 𝑃𝑖. 𝑃0 is the repression threshold (also known as the 
effective concentration EC50) and 𝑛 is the Hill coefficient. 𝑃0 and 𝑛 define the shape 
of the Hill function (illustrated in Figure 5B) and thus how a cell will respond to the 
levels of HES5 in its neighbouring cells. Specifically, the repression threshold is in-
versely related to the coupling strength as this parameter defines the concentration 
of HES5 in neighbouring cells that will begin to repress HES5 production in a receiv-
ing cell. The Hill coefficient is also capable of changing the coupling strength but to 
a lesser extent as it affects the slope of the curve around the value of the repression 
threshold, creating a more step-like response at higher Hill coefficient values and re-
producing a Michaelis-Menten curve at a value of 1.

For the analysis in this paper, we chose neighbours to be taken as the closest or first-
rank neighbours, which in the case of hexagonal geometry implies a cell can be cou-
pled to a maximum of 6 immediate neighbours (illustrated in Figure 5C). A static 
hexagonal lattice geometry is used for defining the spatial relationship between cells, 
as this approximates the average number of neighbours a nucleus would have in densely 
packed tissue-like pseudostratified epithelia (Gomez et al., 2021), and is sufficient to 
explore which spatial patterns can emerge through nearest neighbour interactions.
The incoming protein concentration that a cell experiences is defined as the average 
of its neighbours

𝑃𝑖 = 1
|𝒩(𝑖)|

∑
𝑘∈𝒩(𝑖)

𝑃𝑘, (2.2)

where 𝒩(𝑖) is the set of neighbours to cell 𝑖, |𝒩(𝑖)| is the number of neighbours, and 
𝑃𝑘 is the protein concentration in a neighbouring cell 𝑘. Equation (2.2) assumes that 
a cell receives an equal contribution from each of its neighbouring cells, and there is 
no efficiency of signalling or scaling parameter in (2.2) as this would be redundant 
in addition to the intercellular repression threshold. Taking into account the num-
ber of neighbours (1/|𝒩(𝑖)| in (2.2)) rather than a static multiplication term reduces 
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the effects of different patterning at the boundaries of the simulated tissue and was 
found to result in similar dynamics as when periodic boundaries were used. Finally, 
to capture the dynamics of the Notch-Delta pathway more accurately, a time delay 
was added to the Hill function. The use of a nonlinear function to describe the mul-
tiple steps neglects the time delays associated with the reaction, transport/diffusion, 
and synthesis, so an explicit time delay parameter was added. The full form of the 
coupling function taking into account the neighbours and time delay is given by

𝐽(𝑃𝑖(𝑡 − 𝜏)) = 1
1 + (𝑃𝑖(𝑡 − 𝜏𝑁𝐷)/𝑃𝑁𝐷0)𝑛𝑁𝐷

. (2.3)

where the subscript 𝑁𝐷 indicates intercellular parameters associated with Notch-
Delta signalling and 𝜏𝑁𝐷 is the intercellular time delay. The full set of equations that 
describe the dynamics in an individual cell within the multicellular model is the single-
cell model from previous work (Manning et al., 2019) but with the introduction of
(2.3) as a multiplicative term that affects the production rate of mRNA

𝑑𝑀𝑖(𝑡)
𝑑𝑡

= −𝜇𝑚𝑀𝑖(𝑡) + 𝛼𝑚𝐺(𝑃𝑖(𝑡 − 𝜏))𝐽(𝑃𝑖(𝑡 − 𝜏)) + √𝜇𝑚𝑀𝑖(𝑡) + 𝛼𝑚𝐺(𝑃𝑖(𝑡 − 𝜏))𝐽(𝑃𝑖(𝑡 − 𝜏))𝜉𝑚(𝑡), (2.4)

𝑑𝑃𝑖(𝑡)
𝑑𝑡

= −𝜇𝑝𝑃𝑖(𝑡) + 𝛼𝑝𝑀𝑖(𝑡) + √𝜇𝑝𝑃𝑖(𝑡) + 𝛼𝑝𝑀𝑖(𝑡)𝜉𝑝(𝑡). (2.5)

Where 𝑀𝑖(𝑡) is HES5 mRNA concentration, 𝜇𝑚,𝑝 are the degradation rate of HES5 
mRNA and protein respectively, 𝛼𝑚,𝑝 are the transcription and translation rates of 
HES5, 𝜉𝑚,𝑝(𝑡) are Gaussian white noise, and 𝐺(𝑃𝑖(𝑡 − 𝜏)) is an inhibitory Hill func-
tion that describes HES5 autorepression

𝐺(𝑃𝑖(𝑡 − 𝜏)) = 1
1 + (𝑃𝑖(𝑡 − 𝜏𝐻)/𝑃𝐻0)𝑛𝐻

, (2.6)

where 𝑃𝐻0 is the repression threshold for HES5 acting on its own promoter and 𝑛𝐻

is the corresponding Hill coefficient. The multiplicative nature of the two Hill func-
tions in (2.4) is based on previous literature (Chikayama & Everroad, 2014; Lewis, 
2003). In (2.4) and (2.5), there is a deterministic part which represents the overall 
increase or decrease in protein or mRNA to be expected at given concentrations and 
then a stochastic part that accounts for random binding or non-binding of transcrip-
tion and translation machinery in the cell. The stochastic part is scaled by the square 
root of the number of events that can happen in a given time and so the stochas-
tic part becomes increasingly significant at low protein/mRNA numbers. The Eu-
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ler–Maruyama method was used to numerically calculate solutions to the SDDEs in
(2.4) and (2.5) using a time step size of 1 minute.

Parameter values for simulations of the model included in Figure 5 and Appendix 
Figures S5 are given in Appendix Table S3 marked as Main. We also investigated 
several other parameter combinations (Appendix Table S3 C15/10/5-1 to 3 and Ap-
pendix Figure S6) previously identified to reproduce HES5 tissue data by Bayesian 
inference (Manning et al., 2019).

Time delay (𝜏) at the start of simulations was dealt with by setting the protein or 
mRNA at 𝜏 units in the past to just be the initial protein or mRNA levels if 𝑡 < 𝜏. A 
condition was also set so that if the protein or mRNA abundance dipped below 0 on 
any given time step, then the abundance was replaced with 0. A time step of Δ𝑡 =
1𝑚𝑖𝑛 was found to be sufficiently small to produce stable solutions to the SDDEs. A 
typical single run of the model (200 cells run to 100h of simulation time (6000 time 
steps)) takes around 1.3 seconds.

2.4.2 Numerical implementation of neighbouring cells

The stored protein expression for each cell was mapped to each cell in the hexagonal 
lattice and from this a neighbour matrix could be defined which compares cell 𝑖 to 
every other cell 𝑗. Each element 𝑖𝑗 of the neighbour matrix is equal to 0 if they are 
not neighbours and 1 if they are neighbours, as shown below

N =

cell1 cell2 … cell𝑗

⎡
⎢
⎢
⎢
⎣

⎤
⎥
⎥
⎥
⎦

cell1 0 1 … 0
cell2 1 0 … 1

⋮ ⋮ ⋮ ⋱ ⋮
cell𝑖 0 1 … 0

(2.7)

The neighbour matrix is used to extract the sum of the neighbouring cells’ expres-
sion, and the protein expression is stored as

P =

𝑡1 … 𝑡𝑛

⎡
⎢
⎣

⎤
⎥
⎦

𝑐𝑒𝑙𝑙1 𝑃11 … 𝑃1𝑛

⋮ ⋮ ⋱ ⋮
𝑐𝑒𝑙𝑙𝑚 𝑃𝑚1 … 𝑃𝑚𝑛

(2.8)
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where 𝑃𝑚𝑛 is the protein abundance in cell 𝑚 at time-step 𝑛. The protein abun-
dance in every cell at a given time point would then just be a column vector taken 
from the above matrix

P(t = n) =
⎛⎜⎜⎜
⎝

𝑡𝑛

𝑐𝑒𝑙𝑙1 𝑃1𝑛

⋮ ⋮
𝑐𝑒𝑙𝑙𝑚 𝑃𝑚𝑛

⎞⎟⎟⎟
⎠

(2.9)

Therefore to get the summed expression of the neighbouring cells for each cell in Mat-
lab, the neighbour matrix is multiplied with the protein expression vector at each 
time point

𝑁𝑃(𝑡 = 𝑛) =
⎡
⎢⎢
⎣

0 … 1
⋮ ⋱ ⋮
1 … 0

⎤
⎥⎥
⎦

⎛⎜⎜⎜
⎝

𝑃1𝑛

⋮
𝑃𝑚𝑛

⎞⎟⎟⎟
⎠

=
⎛⎜⎜⎜⎜⎜
⎝

∑
𝑘∈𝒩(1)

𝑝𝑘𝑛

⋮
∑

𝑘∈𝒩(𝑚)
𝑝𝑘𝑛

⎞⎟⎟⎟⎟⎟
⎠

(2.10)

where 𝒩(𝑚) denotes the set of neighbouring cells that correspond to cell 𝑚. To im-
prove performance, N is stored as a sparse matrix in Matlab, which significantly re-
duces computational cost at larger numbers of cells.

2.4.3 Parameter space explorations and parameter selection

Parameter space 2D maps were used to visualise regions of different model behaviour 
(Figure 5, Appendix Figure S54 and Appendix Figure S6). These parameter spaces 
have intercellular time delay plotted along the x-axis and repression threshold value 
along the y-axis and at each point, an output value of the model is plotted (e.g. tem-
poral period). For each grid point in parameter space, the average output from 5 
simulations with random initial conditions is shown. Parameter selection (Figure 
5F) was used to identify suitable ranges for intercellular time delay and repression 
threshold by comparing statistics from synthetic data against experimental statistics 
obtained from tissue data whereby synthetic data values found within 2.4 standard 
deviations away from the experimental mean were accepted. Parameter selection was 
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performed separately for the temporal period and Kuramoto order parameter (see 
Phase reconstruction). The temporal period was computed from the synthetic time 
series of HES5 as the inverse of the dominant frequency peak from power spectrum 
reconstruction by Fast Fourier Transform. The temporal period used for parameter 
selection was the average period per simulation where single cell period estimates 
above 10h were excluded as non-oscillatory.

In addition to exploring grids of parameter space, an optimiser approach was also 
used to ensure a thorough exploration of possible spatial patterns. To search parame-
ter space for a particular spatial period, the in-built Matlab pattern search optimiser 
approach was used as this does not rely on defining a gradient and works to globally 
optimise and works well on non-smooth functions. The error was defined as the abso-
lute difference between the model output spatial period and desired period. Paralleli-
sation was used on the inner for-loops to vastly reduce the optimisation time.

2.4.4 Rate of differentiation from synthetic data

We explored how absolute sensing of HES5 by downstream targets might affect the 
rate of differentiation at different intercellular repression thresholds (coupling strengths) 
by assuming a simple linear differentiation condition where lower HES5 levels in-
crease the probability of a cell committing to eventual differentiation (Figure 6A). 
This assumption is based on the fact that HES5 represses downstream pro-neural 
targets which promote a cell to head towards a differentiated state. Because the level 
of expression changes as the coupling strength is varied, no set absolute threshold is 
assumed, instead a differentiation threshold is determined from the mean population 
expression in each simulation. Above this threshold, a cell has a zero chance of differ-
entiation, whereas below the threshold has a linearly increasing probability of differ-
entiation the further it drops below the threshold. A probability is calculated at each 
time point with no memory of past HES5 dynamics and is calculated as

𝑃(𝑑𝑖𝑓𝑓 ∣ 𝑃𝑖(𝑡)) =
⎧{
⎨{⎩

0, 𝑃𝑖(𝑡) > 𝐷𝑡ℎ𝑟𝑒𝑠ℎ

𝑅 (𝐷𝑡ℎ𝑟𝑒𝑠ℎ − 𝑃𝑖(𝑡)
𝐷𝑡ℎ𝑟𝑒𝑠ℎ

) , 𝑃𝑖(𝑡) < 𝐷𝑡ℎ𝑟𝑒𝑠ℎ

(2.11)

where R is the differentiation rate (with units of Δ𝑡−1 as the probability of differenti-
ation is calculated on every time step), and 𝐷𝑡ℎ𝑟𝑒𝑠ℎ is the differentiation threshold.

Cells are simply marked as having differentiated in this setup, and the dynamics of 

86



an individual cell remain the same after a differentiation event, which can be thought 
of as an asymmetric division, where the differentiating cell leaves the population and 
its space in the grid is filled with a non-differentiating cell. The differentiation rate 
is calculated by taking the total number of differentiation events in a simulation and 
dividing it by the total time. Single-cell parameters used are shown in Appendix Ta-
ble S3, and the multicellular parameters used were 𝑛𝑁𝐷 = 4, 𝜏𝑁𝐷 = 150𝑚𝑖𝑛, and 
the range of repression thresholds explored was 500<𝑃𝑁𝐷0<30000.
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Chapter 3

A travelling wave model of 

dynamic periodic expression

3.1 Introduction

The last chapter explored which aspects of the dynamic spatial pattern a model of 
multicellular Notch-Hes5 could reproduce. These simulations modelled protein and 
mRNA expression in single cells which were previously parameterised to single-cell 
HES5 time traces. The single-cell Hes5 dynamics were then coupled via decreasing 
Hill functions that approximated the effects of Notch-Delta lateral inhibition. When 
a time delay between cells in this model was set to the expected Notch signalling 
time delay, clusters of locally synchronised ultradian oscillations formed which are 
observed in the data. However, these clusters were infrequent and unable to regularly 
organise into a spatially periodic pattern.

Other regions of parameter space were found to produce periodic spatial patterns 
but these were smaller than the observed 3-4 cell periodicity, and consistently pro-
duced 2-cell periodicity. While the cells in this 2-cell pattern were able to oscillate 
and stochastically fluctuate, the pattern was not dynamic in the sense that once cells 
reached the high or low expression states determined by lateral inhibition, they would 
remain stuck and unable to switch to the opposite state. Through thorough explo-
ration of the parameter space using an optimisation approach, no parameter sets 
could be identified that satisfy the 3-4 cell periodicity seen in the data. This implies 
that either the Notch-Hes5 interactions are not part of the underlying pattern-generating 
mechanism or there are missing assumptions in the Notch-Hes5 model.

Given that Hes5 expression largely depends on Notch activity, the following two chap-
ters continue with the assumption that Notch signalling underlies the pattern, and 
two additional models that extend the Notch-Hes5 model presented in Chapter 2 are 
explored. The first is a travelling wave model, chosen because this type of wave be-
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haviour would create dynamic high and low states as the wave moves through the 
tissue, and could potentially generate the correct spatial period if the wavelength can 
be sufficiently tuned. The second model includes extending the signalling distance 
between cells to produce the 3-4 cell periodicity seen in the data, as well as enabling 
differentiating cells to perturb the pattern by altering their Notch interactions with 
neighbouring cells, so as to enable dynamic patterning.

This chapter explores the first hypothesis of travelling waves as an underlying mech-
anism, which is motivated by the fact that transient travelling wave-type behaviour 
is occasionally seen in the kymographs produced from the HES5 fluorescence data of 
the neural tube as shown in Figure 3.1D. Travelling waves also occur during the de-
velopmental process of somitogenesis, which is another example of a Notch-Hes sys-
tem of interacting cells. In somitogenesis these travelling waves occur in the develop-
ing presomitic mesoderm as a region of high Hes expression (amongst other genes) 
which sweeps along the anterior-posterior axis of the tissue repeatedly, always be-
ginning at the tail end and progressing towards the head (Figure 3.1A). Once the 
travelling wave reaches a certain distance from the tail end, it slows and stops, sub-
sequently defining the location of the next somite (Figure 3.1B&C). Over the course 
of somitogenesis, this repeating temporal process leads to the repeating spatial dis-
tribution of somites which eventually form ribs and skeletal muscle (Maroto et al., 
2012).

The synchronisation of the Hes oscillations is maintained via Notch signalling (Özbu-
dak & Lewis, 2008) and so the network of interaction between the cells in the pre-
somitic mesoderm is similar to the multicellular lateral inhibition model presented in 
the previous chapter. Therefore this model should be able to produce similar travel-
ling waves under the right conditions and because the wave of travelling expression 
covers multiple cell widths, it could potentially account for the clustering in addition 
to the dynamic switching that occurs in the developing neural tube. Important to 
note however is that the travelling waves seen in the kymographs in Figure 3.1D are 
much less coherent than the waves seen in somitogenesis which are highly regular. 
Therefore in this chapter, specific attention will be given to how coherent the travel-
ling waves are in a Hes5-specific model when compared to the kymographs in Figure 
3.1D.

This chapter is presented in a traditional thesis format and is included at this point 
to follow the chronological order of research and gives an expanded view into how 
different models were tested and selected based on their explanatory power. The fol-
lowing section explores how travelling waves can be induced in a lateral inhibition 
model when spatial parameter gradients are imposed. The spatial period is found 

89



Travelling
waves of HES
expression

Formation of
a new somiteArresting of

travelling
wave

Somites

Anterior
A

D

B C
Anterior Anterior

Posterior Posterior Posterior

Fgf/Wnt
gradient

Developmental time

Dorsal

Ventral

Time TimeTime Time Time

Figure 3.1: How travelling waves progress during somitogenesis and examples of travelling wave 
behaviour in neural tube HES5 expression. A At the posterior end of the presomitic mesoderm a 
synchronised region of HES expression continuously oscillates, and on each oscillation travels along 
the Fgf/Wnt gradient towards the anterior end of the tissue. During this time the tail is continu-
ously growing. B Once the wave of expression reaches a certain distance from the posterior end, 
the wave arrests and dictates the position for the next somite to form as shown in C. D Example 
kymographs of Venus::HES5 fluorescence in E10.5 embryos taken from data generated for (Biga et
al., 2021), with dashed arrows highlighting travelling wave type behaviour. Kymographs were con-
structed in the same way as described in the methods of (Biga et al., 2021). 5 kymographs gener-
ated from 3 embryos are shown.

to be modulated by varying the steepness of the gradient, and the travelling waves 
make the pattern dynamic, as the peaks and troughs of the spatial pattern change 
over time. However, the constant travelling of the waves is too coherent when com-
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pared to the data and so the introduction of noise is also explored in an attempt to 
break up the travelling while maintaining the pattern. While the travelling wave mech-
anism produced interesting dynamic patterning, it ultimately could not account for 
several key observations in the neural tube HES5 pattern.

3.1.1 The multicellular lateral inhibition HES5 model

The same base model is used as in the published work in Chapter 2 and 4, however, 
Chapter 4 uses an updated notation which is also used here in this chapter. The meth-
ods section from the manuscript in Chapter 4 is copied here and adjusted in relevant 
places for ease of readability to ensure the modelling approach is clearly outlined 
(taken from (Hawley et al., 2022)).

The core model is based on previously implemented modelling work, consisting of au-
toinhibition interactions of HES5 protein back on to expression of its own mRNA, 
and with HES5 dynamics being coupled between cells in a hexagonal geometry us-
ing an inhibitory Hill function representative of Notch lateral inhibition (Collier et
al., 1996; Monk, 2003). The single-cell parameters used in the model were previously 
parameterised to neural tube HES5 data using Bayesian inference (Manning et al., 
2019), and a range of multicellular parameters were explored in (Biga et al., 2021). 
The various interactions and the interactions each parameter of the model maps onto 
is illustrated in a two-cell model in Figure 3.2A. To simulate the model, a Chemical 
Langevin equation approach is used (Gillespie, 2000), and the stochastic delay differ-
ential equations that govern the dynamics of a cell at row 𝑖 and column 𝑗 (see Figure 
3.2B) in the multicellular model is given by

𝑑𝑚𝑖𝑗(𝑡)
𝑑𝑡

= −𝜇𝑚𝑚𝑖𝑗(𝑡) + 𝛼𝑚𝐻𝑎𝑢𝑡𝑜(𝑝𝑖𝑗(𝑡 − 𝜏𝑎𝑢𝑡𝑜))𝐻𝐿𝐼(𝑝𝑖𝑗(𝑡 − 𝜏𝐿𝐼)) + 𝜂𝑚, (3.1)

𝑑𝑝𝑖𝑗(𝑡)
𝑑𝑡

= −𝜇𝑝𝑝𝑖𝑗(𝑡) + 𝛼𝑝𝑚𝑖𝑗(𝑡) + 𝜂𝑝, (3.2)

where 𝑚𝑖𝑗(𝑡) is HES5 mRNA concentration in the cell on the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column 
at time 𝑡 and 𝑝𝑖𝑗(𝑡) is HES5 protein concentration. 𝜇𝑚 and 𝜇𝑝 are the degradation 
rates of mRNA and protein respectively, 𝛼𝑚 and 𝛼𝑝 are the transcription and trans-
lation rates respectively, 𝜏𝑎𝑢𝑡𝑜 is the time delay associated with HES5 autorepression 
and 𝜏𝐿𝐼 is the time delay associated with the lateral inhibition interaction between 
cells.

The functions 𝐻𝑎𝑢𝑡𝑜 and 𝐻𝐿𝐼 are both inhibitory functions that regulate mRNA pro-
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Cell 1 Cell 2A B

Figure 3.2: Schematic of the model and indices used in Chapter 3. A Summary of the updated 
notation for the model parameters detailed in §3.1.1 and summarised in Table 3.2, and which pro-
cesses they map to in the multicellular model. B Indices in the model equations relate to the hexag-
onal geometry as shown.

duction rate in response to protein abundance either within a cell (𝐻𝑎𝑢𝑡𝑜) or between 
cells (𝐻𝐿𝐼). 𝐻𝐿𝐼 therefore is the coupling function that enables HES5 dynamics to 
influence neighbouring HES5 dynamics. For the signalling contribution from each 
cell in contact with a receiving cell, the approach used by (Collier et al., 1996; Tiede-
mann et al., 2017) is taken where the amount of HES5 a cell receives is the averaged 
abundance from all signalling neighbours

𝑝𝑖𝑗 = 1
|𝒩(𝑖, 𝑗)|

∑
(𝑖,𝑗)∈𝒩(𝑖,𝑗)

𝑝𝑖𝑗, (3.3)

where 𝒩(𝑖, 𝑗) is the set of neighbours a cell is in signalling contact with and |𝒩(𝑖, 𝑗)|
is the total number of neighbours in the set.

The Hill functions are both decreasing functions where 𝐻𝑎𝑢𝑡𝑜(0) = 𝐻𝐿𝐼(0) = 1 and 
𝐻𝑎𝑢𝑡𝑜(∞) = 𝐻𝐿𝐼(∞) = 0 and have the form

𝐻𝑎𝑢𝑡𝑜(𝑝𝑖𝑗(𝑡 − 𝜏𝑎𝑢𝑡𝑜)) = 1

1 + (𝑝𝑖𝑗(𝑡 − 𝜏𝑎𝑢𝑡𝑜)/𝑃0,𝑎𝑢𝑡𝑜)
𝑛𝑎𝑢𝑡𝑜

, (3.4)

𝐻𝐿𝐼(𝑝𝑖𝑗(𝑡 − 𝜏𝐿𝐼)) = 1

1 + (𝑝𝑖𝑗(𝑡 − 𝜏𝐿𝐼)/𝑃0,𝐿𝐼)
𝑛𝐿𝐼

. (3.5)

𝑃0,𝑎𝑢𝑡𝑜 and 𝑃0,𝐿𝐼 are the repression thresholds of each Hill function. The repression 
threshold defines the amount of protein that results in a 50% reduction in mRNA 
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production rate. For example, within an individual cell, the value of 𝑃0,𝑎𝑢𝑡𝑜 defines 
the abundance of HES5 protein, 𝑝𝑖𝑗, at which mRNA production rate will be 50% 
within that same cell. In the case of 𝑃0,𝐿𝐼, this defines when mRNA production in a 
receiving cell will be 50% in response to the averaged incoming abundance of HES5 
protein in the neighbouring cells 𝑝𝑖𝑗. 𝑛𝑎𝑢𝑡𝑜 and 𝑛𝐿𝐼 are the Hill coefficients which de-
fine how steep the gradient of the Hill function is at 𝑃0 (higher values give a sharper 
transition between no repression and repression).

The terms 𝜂𝑚 and 𝜂𝑝 in equations 3.1 and 3.2 are the stochastic noise terms for mRNA 
and protein which are Gaussian white noise scaled by the square root of the number 
of events that occur in each process:

𝜂𝑚 = √𝜇𝑚𝑚𝑖𝑗(𝑡) + 𝛼𝑚𝐻𝑎𝑢𝑡𝑜(𝑝𝑖𝑗(𝑡 − 𝜏𝑎𝑢𝑡𝑜))𝐻𝐿𝐼(𝑝𝑖𝑗(𝑡 − 𝜏𝐿𝐼))𝜉𝑚(𝑡), (3.6)

𝜂𝑝 = √𝜇𝑝𝑝𝑖𝑗(𝑡) + 𝛼𝑝𝑚𝑖𝑗(𝑡)𝜉𝑝(𝑡), (3.7)

where 𝜉𝑚(𝑡) and 𝜉𝑝(𝑡) are Gaussian white noise with mean of 0 and variance of 1. 
Equations are solved using the Euler-Maruyama method, implemented in MATLAB.

3.2 Results

3.2.1 Perturbations do not result in travelling waves in the base lateral inhi-

bition model

In systems that exhibit travelling wave behaviour, some sort of perturbation is re-
quired to initiate the wave. For example, a rock hitting the surface of a body of wa-
ter perturbs the otherwise flat surface, causing ripples to travel outward and eventu-
ally return to a non-moving surface. If this perturbation were made regular then it 
can be seen how a dynamic spatially periodic pattern would form. This section aims 
to characterise how the multicellular model responds to perturbation and whether it 
naturally exhibits a travelling wave behaviour.

This involved simulating a grid of cells (Figure 3.3A&C) and solving deterministi-
cally using a set of parameters that resulted in a uniform steady state across the tis-
sue (Table 3.1). The coupling strength (𝑃0,𝐿𝐼) was chosen to be weak enough so that 
lateral inhibition didn’t result in alternating high and low expression between neigh-
bouring cells, but still strong enough to cause a change in neighbouring cell expres-
sion when perturbed as can be seen in Figure 3.3A&B. The perturbations are applied 
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by clamping or forcing the expression in a small region of the grid to zero expression. 
After a short period of time, unclamping allows the region to resume normal kinetics 
according to the model equations.
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Figure 3.3: In-silico clamping experiment shows that travelling waves do not naturally occur in 
a grid of cells coupled by lateral inhibition. The grid size used is 10 columns by 30 rows, all cells 
begin with the same initial conditions and simulations are deterministic. A Several snapshots from 
different time points in the simulation where coupling strength is relatively weak (parameters given 
in Table 3.1). B The same simulation as in A is plotted as a kymograph which shows the averaged 
expression from all columns over time. C Several snapshots from a simulation using a relatively 
strong coupling strength (parameters given in Table 3.1). D Kymograph of the simulation shown 
in C.

Table 3.1: Model parameters used in Figure 3.3.

Symbol Panels A&B Panels C&D Biological definition
𝑎𝑚 0.70 min-1 0.70 min-1 Transcription rate
𝑎𝑝 18.5 min-1 18.5 min-1 Translation rate

𝑢𝑚 𝑙𝑛(2)/30 min-1 𝑙𝑛(2)/30 min-1 mRNA degradation rate
𝑢𝑝 𝑙𝑛(2)/90 min-1 𝑙𝑛(2)/90 min-1 Protein degradation rate

𝑃0,𝑎𝑢𝑡𝑜 54,656 proteins 54,656 proteins HES5 autoinhibition repression threshold

𝑃0,𝐿𝐼 20,000 proteins 5,000 proteins Lateral inhibition coupling repression threshold

𝑛𝑎𝑢𝑡𝑜 2.6 2.6 HES5 autoinhibition Hill coefficient
𝑛𝐿𝐼 3 3 Lateral inhibition Hill coefficient
𝜏𝑎𝑢𝑡𝑜 38 mins 38 mins HES5 autoinhibition time delay
𝜏𝐿𝐼 100 mins 50 mins Lateral inhibition time delay

Figure 3.3A shows several snapshots from a simulation where zero-expression clamp-
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ing is applied at 100h to rows 16-19 and is released at 110h. The same simulation is 
also seen in Figure 3.3B as a kymograph and the clamping can be seen as a black 
square starting at 100h. If the system were to exhibit travelling wave behaviour in 
response to this perturbation, the expected outcome would be diagonal lines in the 
kymograph. However, when clamping is applied the perturbation doesn’t travel far, 
affecting only 2-3 cells away and inducing a localised lateral inhibition high-low sta-
tionary pattern (Figure 3.3A&B). After the clamping is released at 110h, expres-
sion quickly recovers, overshoots, and subsequently undergoes damped temporal os-
cillations. Importantly these oscillations do not spread across the tissue, remaining 
confined to the previously clamped region, before eventually returning to a uniform 
steady state.

This result indicates that in the current model, information does not spread far through 
the tissue from individual cells, meaning that, unlike ripples on the surface of a body 
of water, perturbations remain relatively confined in space due to the lateral inhibi-
tion interaction. However, if coupling strength is increased, the perturbation results 
in the system collapsing into a high-low salt and pepper pattern and this does in-
deed spread as a wavefront throughout the whole tissue (Figure 3.3C&D). While this 
indicates that information can spread further with increased coupling strength, the 
travelling wavefront is not of the type seen in ripples of water or somitogenesis. The 
salt and pepper pattern left behind prevents any further wavefronts from following 
after it. Therefore an additional change in the model is required to induce travelling 
waves.

3.2.2 A spatial gradient in any model parameter results in travelling waves

Somitogenesis modelling studies have found that applying a spatial gradient to the 
reaction kinetics of cells such as mRNA/protein half-life, degradation and even cou-
pling strength results in travelling waves (Ishimatsu et al., 2018; Uriu et al., 2009). 
To determine if gradients result in travelling waves in the Notch-Hes5 model, spa-
tial gradients were applied in one direction to a given model parameter. This was im-
plemented by defining a minimum and maximum gradient value 𝑔𝑚𝑖𝑛 and 𝑔𝑚𝑎𝑥 and 
then for a simulated grid size of 𝐼-rows by 𝐽-columns, the gradient value in each cell 
was defined as

𝐺𝑖𝑗 = 𝑔𝑚𝑖𝑛 + ( 𝑖 − 1
𝐼 − 1

) (𝑔𝑚𝑎𝑥 − 𝑔𝑚𝑖𝑛) , (3.8)
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where 𝐺𝑖𝑗 is the value of the parameter in cell 𝑖, 𝑗 as defined in Figure 3.2B. In this 
way, cells in the same row will all have the same parameter value and the gradient is 
linearly interpolated along the vertical axis of the grid.

As travelling waves in somitogenesis are a wave of synchronised oscillations, a pa-
rameter set (Table 3.2) that results in global synchronisation was chosen to ensure 
cells synchronise with each other, as shown by the kymograph in Figure 3.4A (kymo-
graphs were constructed as outlined in Methods 3.4.2). A grid size of 26 rows by 6 
columns was used as these are the approximate dimensions of the p0-p2 & pMN neu-
ron domains which express HES5.

In Figure 3.4Bi, a gradient is applied to the lateral inhibition repression threshold 
parameter (𝑃0,𝐿𝐼) which runs from 𝑃0,𝐿𝐼 = 𝑔𝑚𝑖𝑛 = 8000 proteins at the top of the 
grid up to 𝑃0,𝐿𝐼 = 𝑔𝑚𝑎𝑥 = 16000 proteins at the bottom. The subsequent dynam-
ics that arise can be seen as diagonal lines travelling upwards in the kymograph, in-
dicating the presence of travelling waves. Previous somitogenesis modelling studies 
suggest that a number of different parameters should be able to generate travelling 
waves, not just 𝑃0,𝐿𝐼 (Ishimatsu et al., 2018; Uriu et al., 2009). Indeed it was found 
that any parameter in this model can result in travelling waves when a gradient is 
applied, as is shown in the rest of the kymographs in Figure 3.4Ci&D. These kymo-
graphs display a mix of travelling wave speeds and direction of travel. Wave speed 
can be seen by the angle of the lines in the kymographs, with slower travelling waves 
stretching further along the time axis before reaching the other end of the tissue.

Table 3.2: Nominal model parameters used in Figure 3.4, 3.5, 3.6, 3.7. If a gradient is used instead 
of the nominal parameters here, then this is made explicit in the figure. This parameter set results 
in global synchrony in the absence of gradients and was identified using the work in Chapter 2.

Parameter Value
𝑎𝑚 0.77 min-1

𝑎𝑝 26 min-1

𝑢𝑚 𝑙𝑛(2)/30 min-1

𝑢𝑝 𝑙𝑛(2)/90 min-1

𝑃0,𝑎𝑢𝑡𝑜 25,000 proteins

𝑃0,𝐿𝐼 12,000 proteins

𝑛𝑎𝑢𝑡𝑜 3.5
𝑛𝐿𝐼 4
𝜏𝑎𝑢𝑡𝑜 30 min
𝜏𝐿𝐼 140 min

The reason why parameter gradients induce travelling waves at all seems to be be-
cause the kinetics of the reactions either slow or accelerate depending on the value of 
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Figure 3.4: Applying a spatial gradient to any parameter results in travelling waves. A Kymo-
graph of the model run with the parameters in Table 3.2, with no gradient applied spatially to any 
of the parameters, which results in global synchronisation. A grid size of 6 columns by 26 rows was 
used in the simulations and the kymographs are constructed as outlined in Methods §3.4.2. Bi The 
same simulation as in A but with a gradient applied to the lateral inhibition repression threshold, 
𝑃0,𝐿𝐼 (which determines coupling strength). Bii Plot of individual cell oscillation periods against 
the parameter value in that cell (temporal period calculated as described in Methods §3.4.1). Ci &
ii are the same as B but the gradient is in the lateral inhibition time delay, 𝜏𝐿𝐼. D Kymographs of 
all remaining model parameter gradients.

the parameter being changed. This means that along the axis of the gradient, there 
will always be a neighbour on one side of an oscillating cell that will respond more 
slowly than the other side, resulting in a progressive phase shift in what would other-
wise be a globally synchronised tissue if the parameter gradient were absent.

This gradient in reaction speed can be quantified by looking at the distribution of 
temporal period versus parameter value in each cell. In Figure 3.4Bii where a gra-
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dient is applied to 𝑃0,𝐿𝐼, higher 𝑃0,𝐿𝐼 values result in shorter temporal periods (i.e. 
faster reaction kinetics), with temporal periods of around 7.5h at the bottom of the 
grid and 8.5h at the top. Furthermore, upon inspection of the direction of the travel-
ling waves for each parameter gradient, it is found that waves always travel from the 
end with faster kinetics towards the end that has slower kinetics (from shorter tem-
poral periods towards longer periods shown in Figure 3.4B&Cii). This supports the 
idea that cells try to synchronise phase but the slower kinetics in the neighbour leads 
to a progressive phase shift along the gradient.

3.2.3 Steeper gradients result in slower travelling waves and shorter spatial 

periods

In Figure 3.4, 𝜏𝑎𝑢𝑡𝑜 produced one of the slowest travelling waves, and so the differ-
ence between when a gradient is present versus absent is one of the most extreme out 
of all the parameters. Therefore it is used in this section to visualise how gradient 
steepness affects the wave speed and importantly how this affects the spatial period.

Starting with the absence of a gradient in 𝜏𝑎𝑢𝑡𝑜 (𝜏𝑎𝑢𝑡𝑜 = 60min across the whole 
grid), oscillations globally synchronise as expected (Figure 3.5Ai). Upon visual in-
spection of Figure 3.5Aii which shows the final time point from the same simula-
tion, no clear spatial period can be seen. To quantify the spatial period at each time 
point, a Fourier transform method is combined with a Fisher-G test to identify sta-
tistically significant periods (Methods §3.4.3). The distribution of significant spa-
tial periods is shown in Figure 3.5Aiii, and while an average period of 8.4 cells is de-
tected, it is important to note that these spatial periods were detected at a very low 
rate of about 2-5% of all time points tested in each simulation, which is generated by 
chance due to stochasticity and imperfect synchrony in the model.

Figure 3.5Bi through to Di show that as the 𝜏𝑎𝑢𝑡𝑜 gradient steepness increases, the 
slower the travelling waves become, appearing more diagonal in the kymographs. Ad-
ditionally Figure 3.5Biii through to Diii indicates that slower travelling waves result 
in smaller spatial periods. Important to note is that wavelengths (spatial periods) 
equal to the length of the simulated grid (in this case 26 cells) were excluded as valid 
detected periods and so the largest detected period via this method is half the grid 
size (13 cells). Therefore in Figure 3.5, detected periods become more frequently de-
tected once the travelling waves are slanted enough to form two peaks of expression 
within the tissue.

The maximum range tested for 𝜏𝑎𝑢𝑡𝑜 was 10min-110min, which is a rather large fold-
change biologically. Previous modelling studies have estimated the nominal value of 
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significance testing outlines in Methods §3.4.3.

𝜏𝑎𝑢𝑡𝑜 is around 15-30min (Lewis, 2003; Manning et al., 2019; Phillips et al., 2016), 
and further estimates of how much 𝜏𝑎𝑢𝑡𝑜 varies along the length of the developing 
presomitic mesoderm during somitogenesis is around 4.4 fold, ranging from around 
10 minutes to 40 minutes (Ay et al., 2014). Assuming a range of 10-110min is pos-
sible, this only produces a mean spatial period of around 10 cells (Figure 3.5Diii), 
whereas the neural tube pattern has a spatial period of 3-4 cells.

Another mismatch between the travelling wave model and the neural tube data is 
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how coherent the waves are. While the fact the waves mean the pattern is dynamic 
like in the neural tube, the neural tube only occasionally exhibits coherent travelling 
waves and they do not last for long, with the pattern being much noisier than in the 
simulations presented thus far (see Figure 3.1D for the type of travelling wave seen in 
the data). The next section attempts to break up these coherent travelling waves by 
using noisy parameter gradients to see if the output is more similar to the data.

3.2.4 Noise in the parameter gradient does not bring the model output closer 

to the travelling wave behaviour of the neural tube

The neural tube HES5 pattern exhibits more incoherent dynamics than that seen in 
the continuous travelling waves produced by the simulations. Therefore to see if the 
travelling waves in the model could be made more incoherent, noise was added to the 
pre-defined gradient values by modifying (3.8) to

𝐺𝑖𝑗 = 𝑔𝑚𝑖𝑛 + ( 𝑖 − 1
𝐼 − 1

) (𝑔𝑚𝑎𝑥 − 𝑔𝑚𝑖𝑛) + 𝜉𝑖𝑗(𝜎), (3.9)

where 𝜉𝑖𝑗 is Gaussian noise with a mean of zero and a standard deviation 𝜎. The 
gradient range for this section was set to 10min ≤ 𝜏𝑎𝑢𝑡𝑜 ≤ 110min. Figure 3.6A-Ci 
show increasing standard deviation (𝜎) values applied to noise in the parameter gra-
dients, where cells are coloured by 𝜏𝑎𝑢𝑡𝑜 values.

The noise was either stationary throughout the whole simulation, i.e. 𝜉𝑖𝑗(𝜎) in (3.9)
is only calculated once for each cell, or the noise was dynamic and allowed to refresh 
at set time intervals. That is, every 𝑁-time steps, a different random seed was used 
to recalculate the noise term 𝜉𝑖𝑗(𝜎) in every cell.

In the stationary case (Figure 3.6A-Cii), the gradual increases in 𝜎 leads to a gradual 
disruption of the travelling waves with some disruption at 𝜎= 30min, and substan-
tial disruption when 𝜎= 100min. The addition of noise effectively brings the system 
closer to global synchronisation, as can be seen by the increased travel speed of the 
waves and thus longer periodicity. This is because the noise disrupts the direction-
ality of the gradient as 𝜎 increases, and introduces small regions of the tissue where 
neighbouring cells oppose the global gradient direction. This if anything makes the 
model output less similar to the neural tube HES5 data because the spatial period is 
moving further away from the desired 3-4 cell periodicity.

A potentially more realistic type of noise in the gradient could be one where the pa-
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Figure 3.6: The effect of stationary noise and dynamic noise on travelling waves. Panels A-C i
show the noise in the parameter gradient used in the stationary case in ii (no refreshing of noise).
A-C ii Kymographs of the simulations that use only one noisy gradient over the whole simulation.
A-C iii Simulations results when the noise in the parameter gradient is refreshed every 50h of simu-
lation time, and iv when noise is refreshed every 5h.

rameter in each cell fluctuates around a mean value over time rather than being sta-
tionary. To do this in the simulation, the Gaussian noise was recalculated with a new 
random seed at set time intervals. One set of results refreshed the noise every 50h 
(Figure 3.6A-C iii) and a second set of results refreshed the noise every 5h (Figure 
3.6A-C iv). This tended to result in a recovery from any disruption seen in the sta-
tionary noise cases and the coherent travelling waves returned. Therefore the con-
stant refreshing of the noise appears to have an averaging effect rather than frag-
menting the waves to something more like the transient and infrequent travelling 
waves observed in the neural tube HES5 expression (Figure 3.1D).

In sum, while the addition of noise to the parameter gradients does disrupt the trav-
elling waves, it does so in a manner that takes the model’s output further away from 
the desired output. The spatial period is lengthened and the system approaches a 
more globally synchronised behaviour when large amplitude stationary noise is ap-
plied. When dynamic noise is applied, the system simply recovers to a coherent trav-
elling wave behaviour, as the continuously fluctuating noise acts the average out any 
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irregularities in the gradient.

3.2.5 HES5 oscillations are not nested within the longer period, larger am-

plitude oscillations

An additional aspect of the data that should be produced by the model is the nested 
autonomous HES5 oscillations within the longer period switching of the spatial pat-
tern that occurs. Simulations of the uncoupled model show what the autonomous 
HES5 oscillations look like (Figure 3.7Ai), and averaged power spectra (Methods 
§3.4.1) of all the individual cell time-traces indicate that the autonomous oscillations 
have an average period of 5.9h. From the power spectra, a coherence measure as de-
scribed in Methods §3.4.4 indicates that the autonomous oscillators across the popu-
lation have a low coherence indicating that they are noisy and have variation in their 
temporal period as can be seen in the histogram of temporal periods within Figure 
3.7Aii.

Cells were then coupled together, (using the nominal parameters in Table 3.2), which 
resulted in global synchrony (Figure 3.7Bi). In comparison with the autonomous os-
cillations, the coupled dynamics exhibit larger amplitude (larger peak to trough fold 
difference) as well as a longer temporal period of 8h (Figure 3.7Bii). Upon inspection 
of the traces in Figure 3.7Bi, there are no obvious smaller amplitude autonomous 
HES5 oscillations nested within the coupled dynamics, and the power spectrum (Fig-
ure 3.7Bii) is highly coherent with no substantial second peak around the expected 
autonomous period of 5.9h.

This indicates that global synchrony, which turns into travelling waves when a gra-
dient is applied, does not exhibit nested oscillations like that observed in the neural 
tube HES5 data, and so this is an additional aspect of the data that is not repro-
duced by this model.

3.3 Discussion

Through exploring the travelling wave model as a mechanism to describe the neu-
ral tube HES5 pattern, it has been found that it shares similar qualitative features 
with the data. The first is that travelling waves result in a dynamic expression that 
switches between high and low states over time within the same spatial location. The 
second is that a travelling wave is itself a cluster of similar expression, and when mul-
tiple travelling waves are present across the tissue this results in a spatial pattern.
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Figure 3.7: Autonomous HES5 oscillations are not nested within the coupling-induced globally 
synchronised oscillations. Example traces were generated using the nominal parameters in Table 3.2
for uncoupled (A) and coupled (B) cells. A total of 5000 cells were simulated in a grid of 100 by 
50 cells to generate the data shown. Ai & Bi Traces from 10 randomly selected cells are shown as 
grey lines with one trace highlighted in dark purple. Aii & Bii Power spectra with coherence mea-
surement band highlighted in orange. Histograms of the periods from the same power spectrums are 
shown within the top right corner of the plots.

Under normal conditions the lateral inhibition system was found not to exhibit trav-
elling waves, instead requiring the presence of a gradient in one of the model parame-
ters to be induced, and this is consistent with previous studies of somitogenesis. Ad-
ditionally, it was determined that the reason parameter gradients induce travelling 
waves in an otherwise globally synchronous tissue is that it establishes a gradient of 
reaction kinetic speeds. One oscillating cell that would otherwise attract a neigh-
bouring oscillator to the same phase can no longer do so because the neighbour is 
slower to respond and so a phase lag is introduced. Scaled along the whole length of 
the simulated tissue, the ever-slowing kinetics in the next neighbouring cell leads to a 
progressive phase shift and thus the travelling wave behaviour emerges.

While this mechanism produces somewhat similar patterns to the data, there has 
been no experimental exploration of graded parameters in the HES5 domain of the 
neural tube. Therefore to assess how likely a parameter gradient might be, the origin 
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and values of parameters in somitogenesis can be considered as a ballpark estimate. 
During somitogenesis, it is the gradient of FGF that enables travelling waves to form 
(Ishimatsu et al., 2010), though the exact cellular parameter FGF affects has had 
many proposed candidates. One study managed to predict that the transcriptional 
and translational time delays were the most likely graded parameters and then went 
on to measure translational delays along the anterior-posterior axis, finding a 4.4-fold 
difference in protein translation rate occurs across the length of the presomitic meso-
derm (Ay et al., 2014). The lateral inhibition model in this chapter used parameter 
gradients with fold changes ranging between 2-fold in the protein degradation rate 
up to 10-fold in the autorepression time delay. Given that these lie within the same 
order of magnitude as the experimentally measured fold change in somitogenesis, the 
parameter gradients tested seem to be within a reasonable range.

However, if it is assumed that it is the morphogen gradients present in the neural 
tube are what set up any potential parameter gradient, the existence of a parameter 
gradient seems less feasible. Shh, Wnt, and BMP are the known morphogens present 
in the neural tube and determine the location of distinct progenitor domains, and 
are produced at either the dorsal or ventral extremes of the neural tube (Zagorski 
et al., 2017). Therefore the HES5 domain which is being modelled here represents 
only a small region within the entire length of these morphogen gradients, meaning 
that the cells in the HES5 domain would need to be very sensitive to a specific range 
of morphogen concentration in order to have such a high fold-change in parameters. 
While unlikely, there is no existing literature on kinetic parameters and how they 
vary along the length of neural tube domains, which would be a key point of explo-
ration if this model were to be considered further.

The simulations presented here also suggest a limit to how much the travelling wave 
can be slowed down and therefore a limit to how small the spatial period can be made. 
Increasing the steepness of the gradient beyond that presented in this chapter tended 
to result in the collapse or fragmentation of the travelling wave (data not shown) 
rather than making it any smaller, and so a period of about 10 cells appears to be 
the smallest possible period in this model, whereas the data shows an average period 
of 3-4 cells. One way to shorten the spatial periodicity other than slowing down the 
travelling waves could be to shorten the temporal period of oscillation so that travel-
ling waves are produced more regularly, however, this would then reduce the switch-
ing time of individual clusters and stray further from matching with the data.

Two final discrepancies were found between the model output and the data. Firstly, 
that the travelling waves are too persistent and not as incoherent as the transitions 
seen in the data. Disruption to the gradient was tested in the form of adding noise 
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to the gradients to see if this would break up the smooth travel of the waves. How-
ever, it was found that stationary noise made the output of the model less similar 
to the data and that travelling waves are robust in the presence of dynamic noise 
that refreshes over time. Secondly, this model did not recapitulate the autonomous 
HES5 oscillations being nested within the longer period, larger amplitude switching 
behaviour induced by synchronising cells. Instead, the longer period switching be-
haviour seemed to dominate over the autonomous oscillations that can be seen when 
the cells are uncoupled.

Therefore, while the model reproduced an interesting pattern that is both dynamic 
and spatially periodic, the finer details of the neural tube HES5 pattern are not cap-
tured by the model. Therefore it seems unlikely that this is the underlying mecha-
nism considering all the points discussed above. The following chapter explores the 
final model presented in this thesis and includes two additional mechanisms that re-
sult is able to reproduce the missing key features of the data that the travelling wave 
model did not.

3.4 Methods

All code for this chapter was written in Matlab and is available here.

3.4.1 Measuring temporal periods of single cells

To detect temporal periods in the data, the in-built Fast Fourier Transform (FFT) 
Matlab function was used on detrended single-cell time traces over the last 80% of 
the time traces. This was to avoid any spurious dynamics induced by initial condi-
tions affecting the measured period. The detrending method used was a Savitsky-
Golay method with a polynomial order of 2 and a frame length equivalent to 40h 
of simulation time. This produced a detrending line that did not remove short-term 
variation such as autonomous oscillations but did remove long-term mean expression 
and thus was able to remove sustained mean expression changes such as when lateral 
inhibition forces cells to adopt high or low expression.

3.4.2 Extracting spatial signals from the model

The same method as in the published paper in Chapter 4 was used for this Chapter 
and is copied here for ease of reading (taken from (Hawley et al., 2022)):
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To understand what sort of spatial patterns are being produced by the model, spatial 
signals are extracted using a similar approach to that used for the ex vivo analysis 
in Biga et al., 2021. In the hexagonal grid of cells, 𝑝(𝑥𝑖,𝑗, 𝑡𝑘) = 𝑝𝑖𝑗(𝑡𝑘), denotes the 
protein expression at the 𝑖𝑡ℎ row, 𝑗𝑡ℎ column, and 𝑘𝑡ℎ time-step, and 𝐼, 𝐽, 𝐾 are the 
total number of rows, columns, and time-steps in a given simulation. In the case of 
simulating a single column of cells (𝐽 = 1) such as in Figure M3.1A, a spatial sig-
nal can be generated for each time point by taking the protein expression along the 
entire column such that the spatial signal at time-step 𝑘 and 𝑗 = 1 is

𝑆𝑘(𝑥) = 𝑝(𝑥1∶𝐼,1, 𝑡𝑘). (3.10)

Each spatial signal is therefore a vector of length 𝐼 where each entry is the expres-
sion from an individual cell, and the total number of spatial signals that can be gen-
erated from a single simulation is 𝑁𝑠 = 𝐾 (Figure M3.1B). To visualise both spatial 
and temporal aspects of the data in one plot, the spatial signal can be plotted over a 
range of time points 𝑆𝑘1∶𝑘2

(𝑥) as a kymograph, shown in Figure M3.1A&C.

In the case of simulating multiple columns (i.e. a 2D grid of cells), spatial signals are 
extracted using a selection region with a width of 1 cell and length 𝐼 cells (see grey 
dashed boxes in Figure M3.1C). Due to the hexagonal geometry, on the even rows, 
two cells fall within this selection region and so the spatial signal is constructed as

𝑆𝑗𝑘(𝑥𝑖) =
⎧{
⎨{⎩

𝑝(𝑥𝑖,𝑗, 𝑡𝑘), if 𝑖 odd
𝑝(𝑥𝑖,𝑗, 𝑡𝑘) + 𝑝(𝑥𝑖,𝑗−1, 𝑡𝑘)

2
, if 𝑖 even

(3.11)

where even rows use the average of the two cells that fall within the selection region. 
As there are multiple columns the number of spatial signals generated from a single 
simulation is 𝑁𝑠 = 𝐾(𝐽 − 1) (Figure M3.1D).

3.4.3 Detecting statistically significant spatial periods

The same method as in the published paper in Chapter 4 was used for this Chapter 
and is copied here for ease of reading (taken from (Hawley et al., 2022)):

From the extracted spatial signals, a method is needed to detect the presence of sta-
tistically significant spatial periodicity in the inherently noisy model outputs. Using 

106



 2  3  4  5  6  7  8  9 10 11 12
Column

0

0.1

0.2

0.3

0.4

0.5

Fr
eq

ue
nc

y 
(1

/c
el

l)

Power spectra over time for multiple columns 

0

1

2

3

4

5
10 7

 2  3  4  5  6  7  8  9 10 11 12
Column

0

1

2

3

4

5

Si
gn

i�
ca

nt
 p

er
io

d 
(c

el
ls

)

Occurrence of signi�cant period: 

4

3

2

1

10 4
A B

C D

Column 2

Column 3

Column 4

. . .

E

Power spectrum over time 

100 120 140 160 180 200
Time (h)

0

0.1

0.2

0.3

0.4

0.5

Fr
eq

ue
nc

y 
(1

/c
el

l)

0

1

2

3

4

5

6

7

Kymograph 10 7

Ro
w

 in
de

x

Time (h)
180 190 200

Figure M3.1: Outline of the process used for detecting the presence of significant periodic spatial 
patterns. A In the case of 1D simulations, kymographs are generated from the expression on each 
row (y-axis) and over time (x-axis). B A Fourier transform of the spatial signal in A is shown as a 
power spectrum over time, where colour indicates the power contribution of each frequency at each 
time point. C For 2D simulations, spatial signals are generated from the cells that fall within se-
lection regions (grey dashed boxes). D A power spectrum is generated for the spatial signal in each 
column (within each division the power spectrum over time is given, like in B). E The peaks of each 
individual power spectra are tested for significance using the Fisher 𝑔-test (Methods §3.4.3) and the 
significant spatial periods are plotted with orange dots and the occurrence measure is shown above 
the plot (𝑂𝑐𝑐 is defined in Methods §3.4.3).

a fast Fourier transform method (MATLAB), a power spectrum can be obtained for 
each spatial signal

𝒫(𝑆𝑗𝑘(𝑥)) = |ℱ(𝑆𝑗𝑘(𝑥))|2, (3.12)

where ℱ(𝑆𝑗𝑘(𝑥)) is the Fourier transform of the spatial signal. The highest power 
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frequency in the power spectrum indicates the dominant periodicity in the spatial 
signal (Figure M3.1B&D). To distinguish if the detected peak is due to noise or gen-
uine periodicity, a Fisher’s 𝑔-test is implemented which compares the peak value in 
the power spectrum with the sum of the whole power spectrum and is defined as

𝑔 =
𝒫(𝜔𝑝𝑒𝑎𝑘)

∑𝑁/2
𝑛=1 𝒫(𝜔𝑛)

, (3.13)

where 𝒫(𝜔𝑛) is the power/contribution from the 𝑛𝑡ℎ frequency 𝜔 analysed in the 
Fourier transform. The 𝑔-value tends to 1 in the case of genuine periodic signals, and 
0 for noisy/aperiodic signals. To determine significance, a p-value can be calculated 
by comparing the likelihood of obtaining a higher 𝑔-value than the observed 𝑔 if the 
power spectrum was generated from a purely noisy signal 𝑆𝜉(𝑥). This formally would 
be

𝑝𝑣𝑎𝑙 = 𝑃(𝑔𝜉 > 𝑔 ∣ 𝐻0), (3.14)

where 𝑔𝜉 is the expected 𝑔-value obtained from 𝑆𝜉(𝑥), and 𝐻0 is the null hypothesis. 
In this case, the null hypothesis is that the power spectrum is generated by Gaussian 
white noise, for which an analytical calculation of 𝑃(𝑔𝜉 > 𝑔 ∣ 𝐻0) is given in (Liew 
et al., 2009; Wichert et al., 2004). Spatial signals with 𝑝𝑣𝑎𝑙 < 0.05 are accepted as 
having significant periodicity present. Additionally, we define occurrence to be the 
fraction of all the spatial signals analysed (over all columns over all time points) that 
are found to have significant periodicity

𝑂𝑐𝑐 = 𝑁𝑝𝑣𝑎𝑙<0.05
𝑠

𝑁𝑠
. (3.15)

Figure M3.1E shows an example of the significant periods detected in a 2D simula-
tion, with the 𝑂𝑐𝑐 value given.

3.4.4 Coherence

Coherence is a measure of how pure an oscillator is and the measurement of coher-
ence can be affected by noise or multiple frequencies contributing to a signal. It can 
be applied to single-cell power spectra or averaged spectra from a population of cells 
and so has to be interpreted in context. Coherence values range between 0 and 1, 
where 1 implies an oscillator (or population of oscillators) is a perfect single-frequency 
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oscillator with no noise. Low coherence values imply there may be noise in the sig-
nal, that the signal changes frequency over time, the population of signals have a 
spread of frequencies, or that the oscillator switches between periodic and aperiodic 
over time.

Here the definition of coherence from (Phillips et al., 2016) is used, which takes the 
area 20% around the highest power frequency in a power spectrum (10% in either di-
rection, as shown in Figure M3.2A) and then divides this area by the area under the 
whole power spectra (Figure M3.2B), giving an indication of how concentrated the 
power spectra is around its peak value. Because the Fast Fourier Transform is dis-
crete, linear interpolation is used between frequency values to estimate the area when 
the 20% regions don’t coincide with the frequency values in the power spectrum.
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Figure M3.2: How coherence is calculated from power spectra. A Example power spectra with 
the 20% area around the peak frequency highlighted in orange and the rest of the power spectra in 
magenta. B Visual of how the areas in A are used to calculate coherence.
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Chapter 4

Manuscript 2: Dynamic switching 

of lateral inhibition spatial patterns
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4.1 Guide to the manuscript and supplementary files

Here the manuscript in its published format is included. Supplementary figures are 
included after the manuscript and can be found on page 129. Supplementary movie 
legends and links can be found on page 132.

4.2 Author contributions

Joshua Hawley: conceptualization, formal analysis, investigation, methodology, 
software, visualization, writing—original draft, writing—review and editing.Contri-
butions to specific figures are given below in Table 4.1.

Table 4.1: Specific figure contributions from Joshua Hawley in Manuscript 2.

Figure Contribution
1 Design of the outlined multicellular model and conceptualisation of the hypoth-

esis that differentiating cells increasing their Notch signalling could make the 
pattern dynamic.

2 Implementation of the multicellular model.
3 Implementation of statistical spatial period testing. Veronica Biga helped 

with the implementation of the Fisher g-test.
4 Development of a method to detect dynamic switching in temporal signals.
5 Design and implementation of the differentiation-based perturbation algorithm.
6 Exploration of proximal and distal signalling distances.
7 Parameter exploration of the 1D model.
8 Parameter exploration of the 2D model.
9 A-C Plotting of persistence times from the model. Cerys Manning provided the 

Venus::HES5 single-cell fluorescence time traces in panel D.
10 Plotting of the spatial distributions of differentiating cells and differentiation 

rates.

Paul Glendinning: conceptualization, formal analysis, investigation, methodology, 
supervision, writing—original draft, writing—review and editing.

Nancy Paplopulu: conceptualization, investigation, supervision, writing—original 
draft, writing—review and editing.

Cerys Manning: data curation, writing—review and editing. Veronica Biga: method-
ology, writing—review and editing.

111



royalsocietypublishing.org/journal/rsif

Research

Cite this article: Hawley J, Manning C, Biga
V, Glendinning P, Papalopulu N. 2022 Dynamic

switching of lateral inhibition spatial patterns.

J. R. Soc. Interface 19: 20220339.
https://doi.org/10.1098/rsif.2022.0339

Received: 4 May 2022

Accepted: 2 August 2022

Subject Category:
Life Sciences–Mathematics interface

Subject Areas:
computational biology, biomathematics,

biophysics

Keywords:
lateral inhibition, dynamic switching, spatial

pattern, Notch signalling, HES5, neural tube

Authors for correspondence:
Paul Glendinning

e-mail: paul.glendinning@manchester.ac.uk

Nancy Papalopulu

e-mail: nancy.papalopulu@manchester.ac.uk

Electronic supplementary material is available

online at https://doi.org/10.6084/m9.figshare.

c.6135944.

Dynamic switching of lateral inhibition
spatial patterns

Joshua Hawley1, Cerys Manning1, Veronica Biga1, Paul Glendinning2 and
Nancy Papalopulu1

1Faculty of Biology Medicine and Health, and 2Department of Mathematics, The University of Manchester,
Manchester, UK

JH, 0000-0003-2122-7530; CM, 0000-0001-8656-5878; VB, 0000-0001-9592-385X;
PG, 0000-0003-1544-9161; NP, 0000-0001-6992-6870

Hes genes are transcriptional repressors activated by Notch. In the
developing mouse neural tissue, HES5 expression oscillates in neural
progenitors (Manning et al. 2019 Nat. Commun. 10, 1–19 (doi:10.1038/
s41467-019-10734-8)) and is spatially organized in small clusters of cells
with synchronized expression (microclusters). Furthermore, these microclus-
ters are arranged with a spatial periodicity of three–four cells in the dorso-
ventral axis and show regular switching between HES5 high/low expression
on a longer time scale and larger amplitude than individual temporal
oscillators (Biga et al. 2021 Mol. Syst. Biol. 17, e9902 (doi:10.15252/msb.
20209902)). However, our initial computational modelling of coupled
HES5 could not explain these features of the experimental data. In this
study, we provide theoretical results that address these issues with biologi-
cally pertinent additions. Here, we report that extending Notch signalling
to non-neighbouring progenitor cells is sufficient to generate spatial period-
icity of the correct size. In addition, introducing a regular perturbation of
Notch signalling by the emerging differentiating cells induces a temporal
switching in the spatial pattern, which is longer than an individual
cell’s periodicity. Thus, with these two new mechanisms, a computational
model delivers outputs that closely resemble the complex tissue-level
HES5 dynamics. Finally, we predict that such dynamic patterning spreads
out differentiation events in space, complementing our previous findings
whereby the local synchronization controls the rate of differentiation.

1. Introduction
The developing neural tube is a densely packed pseudostratified neuroepithe-
lium, and starting from E10 in mouse, apically located progenitors called
radial glial (RG) cells asymmetrically divide, detach from the apical wall and
migrate basally to generate differentiating neuronal cells (figure 1a) [1,2]. In
specific dorsal–ventral regions of the neural tube, RG cells express the transcrip-
tional repressor HES5 (figure 1a,b), which maintains cells in a progenitor state
by repressing proneural gene expression [3–8]. HES5 expression is dependent
on active Notch signalling, which is a pathway that enables contacting cells
to signal to each other. Notch signalling can either act to laterally induce
expression between cells or laterally inhibit, and this is dependent on the
ligand that is interacting with the Notch receptor. If Notch interacting cells
express Jagged (1 or 2), then active Notch signalling in one cell will induce
active Notch in neighbouring cells. On the other hand, if cells express Delta
(1 or 4), then active Notch signalling in one cell will lead to inhibition of
active Notch signalling in neighbouring cells. There are further considerations
to bear in mind such as cis-inhibition where Delta on the same cell binds to
and blocks Notch from becoming activated, as is the case with the ligand
Delta-3 or high levels of Delta-1/4 [9,10]. In the ventral HES5 domain, the

© 2022 The Authors. Published by the Royal Society under the terms of the Creative Commons Attribution
License http://creativecommons.org/licenses/by/4.0/, which permits unrestricted use, provided the original
author and source are credited.
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main Notch ligand expressed is Delta-1 [11], and so from here
onwards, Notch signalling will refer to Notch/Delta-1 lateral
inhibition (LI) (figure 1c).

This study investigates HES5 expressed in the p0–p2 and
pMN domains of the neural tube, which are distinct progeni-
tor domains that give rise to different neuronal subtypes
(figure 1a) [12]. It was previously known that individual
cells are capable of oscillatory HES5 dynamics due to tran-
scriptional auto-inhibition [13] with a temporal period of

around 3.3 h [3], which we will refer to as ultradian oscil-
lations. Around 50% of cells in the HES5 domain are found
to exhibit oscillatory behaviour and otherwise have aperiodic
noisy expression [3]. Two recently uncovered key aspects of
HES5 expression observed in ex vivo slices of neural tube are
first, thatwithin the p0–p2 domains, HES5 is expressed in clus-
ters of similar expression (groups of 3–7 cells), and these are
arranged regularly to form an average spatial period of three
to four cells measured along the dorsal–ventral axis [14].
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Figure 1. (a) (i) Diagram of a neural tube cross section with domains p0–p2 and pMN highlighted, which correspond to where HES5 is expressed. (ii) Structure of
the neuroepithelium that makes up the neural tube, with various cell types highlighted. (b) Single-cell simulation time trace showing an example of HES5 auto-
inhibition producing noisy ultradian oscillations (single-cell parameters in table 1 were used to generate the time trace). (c) Time traces for a two-cell simulation
with LI coupling ( parameters in table 1 used, τLI = 0 and P0,LI = 4500). (d ) (i) Hexagonal lattice summarizing the interactions in the model, which include nearest-
neighbour lateral inhibition and HES5 auto-inhibition. (ii) Detailed interactions of the Notch-HES pathway, which the modelling is based on. Abbreviations:
Ub, ubiquitination; Mib1, mindbomb1. (e) The proposed mechanism by which differentiating cells could cause a reorganization of the LI spatial pattern by increasing
Notch activation in neighbouring cells. At time point t1, a spatial period is already present as a result of Notch signalling, and an individual cell is shown undergoing
mitosis that will give rise to a differentiating cell in t2. At t2, a cell with low HES5 commits to differentiation and starts increasing both Delta and Mib1 expression. At
t3, the increased signalling from the differentiating cell causes an increase in the amount of HES5 in the receiving cell, and the differentiating cell starts migrating
basally. At t4, the differentiating cell eventually loses signalling contact with the RG cells at the apical surface, and a reorganized spatial pattern remains.
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Second, the location of high and low expression is not fixed
over time, with clusters of similarly expressing cells spending
an average of around 8 h in a high or low state before switch-
ing to the opposite state. The ultradian oscillations have a
mean temporal period of 3.3 h as well as a smaller amplitude
than the observed 8 h switching behaviour, indicating that
ultradian oscillations alone are not responsible for the longer
switching behaviour. Indeed, both noisy and oscillatory
single-cell HES5 dynamics are found to be nested within the
larger amplitude switching behaviour of the cells when look-
ing at individual cell traces [14]. Specifically, the amplitude of
the longer switching dynamics is approximately twice that of
the ultradian amplitude as determined previously [3].

Most theoretical models of Notch LI produce stationary
patterns where cells do not switch between high and low
states once the spatial pattern has formed [15–21]. Some
literature explores anti-phase oscillations of downstream
Notch genes between coupled cells, but this concerns ultradian
oscillations only, rather than ultradian oscillations nested
within a distinct larger amplitude, longer time scale switching
behaviour [22,23]. Therefore, the dynamic switching behav-
iour of the HES5 spatial pattern, as far as we are aware, is not
accounted for in the literature. To simulate neural tube HES5
dynamics, Biga et al. [14] used a multi-cellular Notch-HES5
model composed of parametrized single-cell dynamics that
were coupled together via LI interactions, signalling only
between closest neighbours (figure 1d ). This work considered
that ultradian HES5 oscillationsmay interact via LI to generate
an emergent behaviour similar to that observed in the neural
tube. Aspects such as local synchronization of HES5 dynamics
could be reproduced; however, other aspects of the data such
as three- to four-cell spatial periodicity and larger amplitude
temporal switching could not be reproduced, indicating that
additional mechanisms are required to explain the observed
patterns of dynamic behaviour.

To understand the complexity and generation of the
ex vivo neural tube pattern, we consider two new additions
to the multi-cellular Notch-HES5 model presented in the
study by Biga et al. [14]. The first addition is extending the
LI signalling distance between cells, inspired by the model-
ling work that shows how protrusions can extend Notch
signalling distance, which leads to longer period spatial pat-
terns [18]. This is in line with experimental observations of

filopodia in Drosophila, which have been shown to carry
Notch ligands and induce Notch signalling several cell diam-
eters away [17,24], and various literature points to the
existence of protrusions in the neuroepithelia that are prob-
ably capable of Notch signalling [25–28]. The second
addition to the model is the introduction of a differentiation
process that alters the amount of Notch signalling that neigh-
bouring cells receive from a differentiating cell. This process
in the model is based on the fact that early differentiating
cells migrating out of the RG population increase their
expression of Delta [29] as well as Mindbomb1 (Mib1),
which greatly increases the efficiency of Delta trans-activation
of Notch [30–32]. Via ubiquitination, Mib1 marks Delta for
endocytosis, which subsequently provides the mechanical
force required for successful Notch receptor activation on
neighbouring cells [30,33] (figure 1e).

To identify outputs similar to ex vivo dynamics in the new
model, we use significance testing on power spectra to identify
spatial periodicity and define a new measure, the dynamicity
coefficient, to indicate the proportion of time cells spend in
high and low states. By plotting thesemeasured outputs in par-
ameter space, we identified that extended signalling distance
generates spatial periods of three to four cells, and the inclusion
of a differentiation process that dynamically alters signalling
between cells produced switching behaviour between high
and low HES5 expression over time. In addition, the model
output showed cases of ultradian oscillations nested within
the larger amplitude, longer time-scale switching behaviour,
as observed in single-cell data [14]. This is a unique exploration
of howNotch LI signalling can be prevented frompermanently
settling into fixed peak and trough locationswhilemaintaining
the spatial pattern forming ability of LI. The reorganization of
peak and trough locations of HES5 is found to enable differen-
tiation events to be spread out spatially over time and prevents
hotspots where differentiating cells are repeatedly produced,
potentially important in ensuring an even production of
neurons across the dorsal–ventral axis.

2. Methods
2.1. Multi-cellular lateral inhibition HES5 model
Our core model is based on previously implemented modelling
work, consisting of auto-inhibition interactions of HES5 protein
back on to expression of its own mRNA, and with HES5
dynamics being coupled between cells in a hexagonal geometry
using an inhibitory Hill function representative of Notch LI
[16,34]. The single-cell parameters used in the model were pre-
viously parametrized to neural tube HES5 data using Bayesian
inference [3], and a range of multi-cellular parameters were
explored in [14]. Figure 1d outlines the biological interactions
considered and the core interactions that are described math-
ematically in the model. A chemical Langevin equation
approach is used [35], and the stochastic delay differential
equations that govern the dynamics of a cell at row i and
column j (see figure 2) in the multi-cellular model are given by

dmijðtÞ
dt

¼� mmmijðtÞ þ amHauto

�
pijðt� tautoÞ

�
HLI

�
pijðt� tLIÞ

�
þ hm ð2:1Þ

and

dpijðtÞ
dt

¼ �m ppijðtÞ þ a pmijðtÞ þ hp, ð2:2Þ

Table 1. Model parameter values used [14].

symbol value biological definition

am 0.77 min−1 transcription rate

ap 26 min−1 translation rate

um ln(2)/30 min−1 mRNA degradation rate

up ln(2)/90 min−1 protein degradation rate

P0,auto 25 000 proteins HES5 auto-inhibition repression

threshold

P0,LI 0–10 000 proteins LI coupling repression threshold

nauto 3.5 HES5 auto-inhibition Hill coefficient

nLI 3 lateral inhibition Hill coefficient

τauto 30 min HES5 self-repression time delay

τLI 0–100 min lateral inhibition time delay
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where mij(t) is HES5 mRNA concentration in the cell on the ith
row and jth column at time t and pij(t) is HES5 protein concen-
tration. μm and μp are the degradation rates of HES5 mRNA
and protein, respectively; αm and αp are the transcription and
translation rates; τauto is the time delay associated with HES5
autorepression; and τLI is the time delay associated with the lat-
eral inhibition interaction between cells. In Results §3.2, we
find that over a range of τLI values (0–100min), the model exhib-
ited a similar behaviour. The somitogenesis literature points to a
range of possible τLI values (20–120min), and so to reduce the
complexity of the model, we set τLI = 0 for the main results and
give an exploration of non-zero time delays in electronic sup-
plementary material, figures S2 and S3 [36–40].

Both the functions Hauto and HLI are inhibitory functions that
regulate mRNA production rate in response to protein abundance
either within a cell (Hauto), or between cells (HLI). HLI therefore is
the coupling function that enables HES5 dynamics to influence
neighbouring HES5 dynamics. For the signalling contribution
from each cell in contact with a receiving cell, we take the
approach used in [16,23], and the amount of HES5 a cell receives
is the averaged abundance from all signalling neighbours

pij ¼
1

jN ði, jÞj
X

ði,jÞ[N ði,jÞ
1i,jpij, ð2:3Þ

whereN ði, jÞ is the set of neighbours a cell is in signalling contact
with and jN ði, jÞj is the total number of neighbours in the set.
Neighbouring cells are defined in §3.1, and this introduces proxi-
mal and distal cells. Proximal cells are adjacent cells, i.e. any
neighbours within a one-cell distance, and distal cells are signal-
ling neighbours that lie further than one-cell distance away (see
figure 6). Coupling strength of distal and proximal cells, εd and
εp respectively, can be varied independently in the model, and
so εi,j in equation (2.3) defines a coupling weighting depending
on whether the signalling neighbour is proximal or distal and
can have one of two values

1i,j ¼
1, if N ði, jÞ is a proximal neighbour
1d
1p
, if N ði, jÞ is a distal neighbour.

�
(2:4)

The Hill functions are both decreasing functions, where
Hauto(0) =HLI(0) = 1 and Hauto(∞) =HLI(∞) = 0 and have the form

Hauto

�
pijðt� tautoÞ

�
¼ 1

1þ
�
pijðt� tautoÞ=P0,auto

�nauto ð2:5Þ

and

HLI

�
pijðt� tLIÞ

�
¼ 1

1þ
�
pijðt� tLIÞ=P0,LI

�nLI : ð2:6Þ

P0,auto and P0,LI are the repression thresholds of each Hill
function. The repression threshold defines the amount of protein

that results in a 50% reduction in mRNA production rate. For
example, within an individual cell, the value of P0,auto defines
the abundance of HES5 protein, pij, at which mRNA production
rate will be 50% within that same cell. In the case of P0,LI, this
defines when mRNA production in a receiving cell will be 50%
in response to the averaged incoming abundance of HES5
protein in the neighbouring cells pij. nauto and nLI are the Hill
coefficients that define how steep the gradient of the Hill function
is at P0 (higher values give a sharper transition between no
repression and repression).

The terms ηm and ηp in equations (2.1) and (2.2) are the sto-
chastic noise terms for mRNA and protein, which are Gaussian
white noise scaled by the square root of the number of events
that occur in each process

hm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mmmijðtÞ þ amHauto

�
pijðt� tautoÞ

�
HLI

�
pijðt� tLIÞ

�r
jmðtÞ
ð2:7Þ

and

hp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m ppijðtÞ þ a pmijðtÞ

q
jpðtÞ, ð2:8Þ

where ξm(t) and ξp(t) are Gaussian white noise with mean of 0
and variance of 1, respectively. Equations are solved using the
Euler–Maruyama method, implemented in Matlab. Model par-
ameters are summarized in table 1.

2.2. Extracting spatial signals from the model
To understand what sort of spatial patterns are being produced
by the model, we extract spatial signals using a similar approach
to that used for the ex vivo analysis in [14]. In the hexagonal grid
of cells, p(xi,j, tk) = pij(tk) denotes that the protein expression at the
ith row, jth column and kth time-step, and I, J, K are the total
number of rows, columns and time-steps. In the case of simulat-
ing a single column of cells (J = 1) such as in figure 3a, a spatial
signal can be generated for each time point by taking the protein
expression along the entire column such that the spatial signal at
time-step k and j = 1 is expressed as follows:

SkðxÞ ¼ pðx1 : I,1,tkÞ: ð2:9Þ

Each spatial signal is therefore a vector of length I, where
each entry is the expression from an individual cell, and the
total number of spatial signals that can be generated from a
single simulation is Ns = K (figure 3b). To visualize both spatial
and temporal aspects of the data in one plot, the spatial signal
can be plotted over a range of time points Sk1: k2 ðxÞ as a kymo-
graph, shown in figure 3a,c.

In the case of simulating multiple columns (i.e. a two-dimen-
sional grid of cells), we extract the spatial signal by using a
selection region with a width of one cell and length I cells (see
grey dashed boxes in figure 3c). Due to the hexagonal geometry,
on the even rows, two cells fall within this selection region, and
so the spatial signal is constructed as follows:

S jkðxiÞ ¼
pðxi,j, tkÞ, if i odd
p(xi,j , tk )þp(xi,j�1, tk )

2 , if i even

(
, (2:10)

where even rowsuse the average of the two cells that fallwithin the
selection region. As there are multiple columns, the number of
spatial signals generated from a single simulation is Ns =K(J− 1)
(figure 3d ).

2.3. Detecting spatial periodicity
From the extracted spatial signals, a method is needed to detect
the presence of statistically significant spatial periodicity in the
inherently noisy model outputs. By using a fast Fourier trans-
form method (Matlab), a power spectrum can be obtained for

i – 1,
j – 1
i - 1,
j - 1 i - 1, j

i + 1, j

i, j - 1 i, j + 1i, j

i - 1,
j + 1

i + 1,
j + 1

jth column

ith row

i + 1,
j -1

Figure 2. Hexagonal geometry of the model and how the i and j indices in
the model equations map onto this grid.
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each spatial signal

PðS jkðxÞÞ ¼ jF ðS jkðxÞÞj2, ð2:11Þ
where F ðS jkðxÞÞ is the Fourier transform of the spatial signal. The
highest power frequency in the power spectrum indicates the
dominant periodicity in the spatial signal (figure 3b,d ). To dis-
tinguish if the detected peak is due to noise or genuine
periodicity, a Fisher’s g-test is implemented that compares the
peak value in the power spectrum with the sum of the whole
power spectrum and is defined as follows:

g ¼ PðvpeakÞPN=2
n¼1 PðvnÞ

, ð2:12Þ

where PðvnÞ is the power/contribution from the nth frequency ω
analysed in the Fourier transform. The g-value tends to 1 in the
case of genuine periodic signals and 0 for noisy/aperiodic sig-
nals. To determine significance, a p-value can be calculated by
comparing the likelihood of obtaining a higher g-value than

the observed g if the power spectrum was generated from a
purely noisy signal Sξ(x). This formally would be

pval ¼ Pðgj . g j H0Þ, ð2:13Þ
where gξ is the expected g-value obtained from Sξ(x), andH0 is the
null hypothesis. In this case, the null hypothesis is that the power
spectrum is generated by Gaussian white noise, for which an
analytical calculation of P(gξ > g| H0) is given in [41,42]. Spatial
signals with pval < 0.05 are accepted as having significant period-
icity present. In addition, we define occurrence to be the fraction
of all the spatial signals analysed (over all columns over all time
points) that are found to have significant periodicity

Occ ¼ N pval,0:05
s

Ns
: ð2:14Þ

Figure 3e shows an example of the significant periods
detected in a two-dimensional simulation, with the Occ value
given.
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Figure 3. Outline of the process used for detecting the presence of significant periodic spatial patterns. (a) In the case of one-dimensional simulations, kymographs
are generated from the expression on each row (y-axis) and over time (x-axis). (b) A Fourier transform of the spatial signal in a is shown as a power spectrum over
time, where colour indicates the power contribution of each frequency at each time point. (c) For two-dimensional simulations, spatial signals are generated from the
cells that fall within selection regions (grey dashed boxes). (d ) A power spectrum is generated for the spatial signal in each column (within each division the power
spectrum over time is given, like in b). (e) The peaks of each individual power spectra are tested for significance using the Fisher g-test (§2.3) and the significant
spatial periods are plotted with orange dots and the occurrence measure is shown above the plot (Occ is defined in §2.3).
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2.4. Distinguishing dynamic and stationary spatial
patterns

To develop a mathematical measure of how stationary or
dynamic a pattern is over time, the dynamicity coefficient is
defined here, which measures the proportion of time the
expression in an individual cell spends in a high versus low state.

The choice of threshold that defines high and low states for the
dynamicitymeasure is drivenbyourdesire to analyse the dynamics
at all levels of expression. As coupling strength is increased, the
mean population expression reduces, but the signal is still dynamic.
Therefore, an absolute threshold cannot be used to measure dyna-
micity across a range of parameters. Instead, we define a relative
threshold for each simulation by using the mean population
expression level to ensure the threshold lies between the high and
low states generated by lateral inhibition. While this ensures a
high and low state is always defined, it comes with the caveat that
when LI is too weak to produce distinct high and low states,
the dynamicity coefficient is reflecting switches due to the noisy
fluctuations and ultradian oscillations of HES5.

The amount of time spent in an individual high or low state,
which we call persistence time, is denoted by T↑,n and T↓,n

respectively, where n is the nth occurrence of a high or low
state (see figure 4a). Therefore, the proportion of time a cell
spends in a high state in a signal of length TM (the measurement
time) is expressed as follows:

a" ¼ 1
TM

XN
n¼1

T",n, ð2:15Þ

where N is the total number of occurrences of the cell being in a
high state. Similarly, the proportion of the measurement time that
a cell spends in a low state is expressed as follows:

a# ¼ 1
TM

XN
n¼1

T#,n: ð2:16Þ

As α↑ and α↓ are proportions of the total measurement time,
their values lie between 0 and 1, and α↑ = 1− α↓. If α↑ = α↓ = 0.5,
then this implies that an individual cell spends equal amounts
of time in high and low states. In the opposite case where
either α↑ = 1 and α↓ = 0, or α↑ = 0 and α↓ = 1, this implies that
the cell spends the entire measurement time in one state and
therefore is classed as a stationary signal (figure 4b). By using
these proportions of time spent in high and low states, we
define here the dynamicity coefficient as follows:

Dc ¼ 2�min ða", a#Þ, ð2:17Þ
which rescales the proportions to give a value between 0 and 1: 0
if the signal/patterning is stationary and 1 if the signal
spends equal amounts of time in the high and low state (α↑ =
α↓ = 0.5). To prevent transient fluctuations above or below the
population mean contributing to the α↑, α↓ values, a Savitzky–
Golay filter (inbuilt Matlab function) was used to smooth the
signal first, using polynomial order of 1 and frame length of
165 minutes [43].

Another property that is useful to extract from the data is
how frequently cells switch between high and low states. Here,
we define the persistence time as how long the signal persists
in a high or low state, which is just the mean time spent high
or low

T" ¼ 1
N

XN
n¼1

T",n ð2:18Þ

and

T# ¼ 1
N

XN
n¼1

T#,n: ð2:19Þ

In the case of regular temporal switching between states, i.e.
an oscillator with a well-defined, non-varying period, then the
period of the oscillator is given by T ¼ T" þ T#.
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Note that the measurement time, TM, will affect the Dc value
to some extent, depending on how comparable TM is to the
expected period of switching T. Take for example a perfectly
switching signal where α↑ = α↓ = 0.5, if we define the number of
measured cycles nc = Tm/T, then when nc is integer, Dc = 1. How-
ever, when the measurement time does not coincide with a full
cycle, i.e. nc is non-integer, then Dc < 1, because α↑≠ α↓. α↑ and
α↓ will be most different and therefore Dc values will reach a
minimum at half cycles, and for a perfectly switching signal,
the Dc value at half cycles (nc = 0.5, 1.5, 2.5,…) is

Dc ¼
2ðnc � 1

2Þ
2ðnc � 1

2Þ þ 1
: ð2:20Þ

This effect of measurement time cutting off at non-integer
cycles only becomes a significant issue when nc is on the order
of a few cycles, and so the longer the measurement time relative
to the switching period, the more accurate the Dc value becomes
(see figure 4c).

2.5. Implementation of the differentiation-based
perturbation algorithm

To implement a process in themodel that represents the signalling
strength changes due to cell differentiation, we first require a pro-
cess to determine the locations of differentiating cells and then a
process to apply a changed signalling strength to the area
around the differentiating cell. For differentiation, we make use
of our previously developed differentiation algorithm [14]. This
decision process is based on the assumption that lower levels of
HES5 are more likely to enable the upregulation of proneural
genes, and therefore, cells are marked for differentiation in a prob-
abilistic manner based on expression (figure 5a). The probability
of a given cell to be marked for differentiation is given by

Pðdiff j pijðtÞÞ ¼
0, pijðtÞ . Dthresh

R Dthresh�pijðtÞ
Dthresh

� �
, pijðtÞ , Dthresh,

(
ð2:21Þ

whereDthresh is the differentiation threshold (set as the population
mean expression), and R is the rate of differentiation. For further
details on the differentiation algorithm, see [14].

In the neural tube, differentiating cells delaminate from the
apical side in a process called apical abscission [2], and migrate
outward towards the basal side [44]. However, cell movement
is not modelled here, and so differentiation events have to
represent something less than the full picture of cell differen-
tiation. Here, we model the effects of a changed signalling
strength coming from a differentiating cell in a given area,
rather than simulating the differentiating cell explicitly as a sep-
arate cell. This involves choosing a number of cells around the

area of the already-selected differentiation location that are
defined to be in contact with a differentiating cell in that area
(figure 5b). A perturbation is then applied to the HES5 transcrip-
tion rate, αm, in these cells to reflect increased Notch activation in
these cells (figure 5c). The magnitude of the perturbation applied
to αm is determined by a perturbation factor Fpert, so the per-
turbed HES5 transcription rate is a

pert
m , where

a
pert
m ¼ Fpertam: ð2:22Þ

Finally, a period of time for the perturbation to be applied is
denoted by Tpert (figure 5c). Values for Tpert and Fpert are dis-
cussed in §3.2.

In the single-column simulation, if cell i is the location where
a differentiation event is chosen, then the perturbation is applied
to both cell i and with equal probability either cell i− 1 or i + 1. If
it is a grid simulation, then the perturbation is applied to a group
of four cells: always i, j and i, j + 1 and then either the two cells
above (i− 1, j and i− 1, j + 1) or below (i + 1, j and i + 1, j + 1).
The entire process described in this section is referred to as the
differentiation-based perturbation (DBP) algorithm.

Differentiation rates in the simulations are characterized in
two different ways. First, the average rate of differentiation
over the whole population is calculated as the number of differ-
entiation events that occur per hour as a percentage of the total
number of cells in the simulation. Second, to look at how differ-
entiation rates vary in individual cells, the frequency of
differentiation per cell is calculated as the number of differen-
tiation events per hour for every cell and then the distribution
can be visualized in a histogram (figure 10d–f ).

3. Results
3.1. Extended signalling distance generates the correct

spatial periodicity
Previous work found that the largest spatial period that can
be generated from a HES5-Notch model with nearest-neigh-
bour coupling is a two-cell period of alternating high and
low expression shown in figure 6a–c [14]. However, HES5
expression in the neural tube exhibits clusters of similarly
expressing cells that are arranged to generate a higher spatial
periodicity of three to four cells; therefore, an additional
mechanism is required. Given that extending Notch signal-
ling distance has been shown to enable longer spatial
periodicity [18,45,46], and protrusions have been observed
in many neuroepithelial tissues [17,25–28], we add distal
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Figure 5. Outline of the differentiation-based perturbation (DBP) algorithm. (a) The probability-dependent differentiation algorithm is used to first identify a region
where a cell is most likely to differentiate (single dark grey hexagon) based on HES5 expression levels (equation (2.21)). (b) An area around the selected cell in a is
then selected (four dark grey hexagons), and these cells will have the perturbation applied to the HES5 transcription rate with magnitude Fpert ¼ apert

m =am for a
period Tpert shown in c.
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cell interactions to represent the longer range protrusion-
based signalling (figure 6d–f ).

The distal geometry shown in 6d was found to generate
sufficiently clustered patterns of the correct spatial period
of three to four cells (figure 6e,f ), whereby groups of neigh-
bouring cells form areas of high or low expression. In the
one-dimensional case (figure 6e), distal cell interactions
enable a clear alternating pattern of two cells high and two
cells low. In the two-dimensional case (figure 6f ), the peri-
odic repeating also extends in the second dimension, and a
mixture of cluster sizes is shown in figure 6f.

HES5 clusters ex vivo are composed of three to seven cells
on average and are elongated in the apical–basal direction
[14]. Although no quantification is done on cluster size in
this model, the high expressing clusters can be seen to be
more of the order of two to four cells in size in 6f. The cluster
sizes being lower than ex vivo measurement is probably due
to there being no elongation of clusters in the model, and it
is not known what causes the elongation ex vivo. Despite
the apical–basal elongation not being reproduced, the
dorsal–ventral spatial period of three to four cells is repro-
duced in the model, which is shown in the spatial period

analysis in figures 7 and 8. Other distal geometries were
explored and simulations with higher numbers of neighbours
produced less clustered or less robust patterns (electronic
supplementary material, figure S1). For all subsequent
simulations, the distal geometry shown in figure 6d is used.

Inspired by modelling work done by [18], proximal and
distal signalling strength can be varied relative to each other
and distal signalling efficiency here is given by εd/εp, where
εd is the distal coupling strength (LI repression threshold)
and εp is the proximal coupling strength. The effect of distal
signalling efficiency is explored in the next section.

The one-dimensional simulations represent a strip of cells
in the dorso-ventral direction in the neural tube, towards the
apical side where progenitor cells are located and differentiat-
ing cells are born (figure 6g). The two-dimensional
simulations map on to a dorsal–ventral, apical–basal plane
(figure 6h). In both cases, this is to match the location of
the HES5 domain and the axes that have been studied exper-
imentally. In §3.3, differentiating cells are allowed to appear
anywhere in the two-dimensional lattice, and so for the
dorsal–ventral, anterior–posterior plane assumption to
make sense, differentiating cells would need to be distributed
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Figure 6. Comparison of deterministic model outputs with and without distal cells (a–f ), and the mapping of the model lattice to the neural tube (g,h). (a) A cell
(dark grey) and the cells it is coupled to in a hexagonal grid in the case when only proximal cells (green) are considered, and the dashed outline indicates the
interactions included for one-dimensional simulations. (b,c) The final time point (200 h simulation) of a one- and two-dimensional simulation, respectively, using the
interactions shown in (a). (d ) The extended interactions used for all subsequent simulations, which includes the distal cells (red) in addition to the proximal cells
(green). (e,f ) The final time point (200 h simulation) of a one- and two-dimensional simulation, using εd/εp = 1.5. All simulations shown used P0,LI = 4000.
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cells. (h) The two-dimensional model lattice maps to the dorsal–ventral, apical–basal plane of the tissue.
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across the apical–basal direction of the HES5 domain ex vivo.
This is probably the case, as differentiating cells are born in
the apical domain and subsequently migrate basally (as

illustrated in figure 1e) and so will probably contact a
number of different cells throughout the apical–basal axis.
If this is not the case and differentiating cells have a spatial
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distribution in a particular apical–basal area, then future
work could look at the effects of restricting where these dif-
ferentiating cells appear in the model.

3.2. Differentiation expands the dynamic patterning
regime in one-dimensional simulations

In addition to the periodic expression of three to four cells,
the clusters of similar expression exhibit dynamic switching
between high and low expression ex vivo. The DBP algorithm
described in §2.5 outlined the process through which differ-
entiating cells perturb neighbouring progenitor cells
through altered signalling strength. We present the model
both with and without the DBP algorithm included to com-
pare which model is more consistent with the dynamic
switching observed ex vivo. This first set of results uses one-
dimensional simulations of 26 rows by 1 column, as this
roughly matches the number of nuclei within the dorsal–ven-
tral HES5 expression domain (figure 6g) as seen in [14].

To analyse the output of the model, three measurements
were plotted in parameter space of distal signalling efficiency
(εd/εp), versus the LI repression threshold (the coupling
strength between cells) (figure 7). Without DBP (figure 7a),
the spatial period tends towards two cells at zero/low distal
signalling efficiency and towards higher periodicity as distal
signalling increases. Occurrence of a significant spatial period
(§2.3) becomes more likely at lower repression threshold
values (stronger coupling strength). However, as occurrence

increases, the Dc value decreases, indicating that the spatial
patterns forming are largely stationary ones.

Regions of the parameter space are defined to be a good
match to the experimental observations and exhibit dynamic
spatial patterns if the spatial period Tspatial, occurrence Occ
and dynamicity coefficient Dc satisfy

Tspatial . 3, Occ . 0:4, and Dc . 0:4: ð3:1Þ

Despite the DBP algorithm not being present, there are per-
turbations due to expression noise and ultradian oscillations. It
is these inherent variations in expression that cause the thin
dynamic pattern region of parameter space in figure 7b
(region without white diagonal lines overlaid), when the coup-
ling strength is sufficiently strong to induce a weak spatial
pattern, but weak enough for the inherent perturbations to
enable dynamic switching between high and low states. See
electronic supplementary material, movie S1 for an animated
one-dimensional simulation without DBP included.

For simulations that include the DBP algorithm, we
estimated values for Tpert and Fpert from the literature. Exper-
imental work in the chick neural tube found that Tis21, a
marker for neurogenically dividing neural progenitors, was
upregulated around 8 h after Delta-1 was expressed in the
same cell, followed by the generation of neurons around 16 h
[47]. Assuming that within this time, signalling from the
Delta-1 expressing cell upregulates Notch signalling in neigh-
bouring cells, then at least 8h perturbation seems reasonable,

(a) (i) (ii) (iii)

(i) (ii) (iii)

(b)

re
pr

es
si

on
 th

re
sh

ol
d

with DBP algorithm included

no DBP algorithm

2.0

2.5

3.0

3.5

4.0

0

0.2

0.4

0.6

0.8

1.0

0.2

0.4

0.6

0.8

2

4

6

8

10

2.0

2.5

3.0

3.5

4.0

0.2

0.4

0.6

0.8

1.0

0

0.2

0.4

0.6

0.8

1.0
spatial period(¥103)

re
pr

es
si

on
 th

re
sh

ol
d

2

4

6

8

10
spatial period(¥103)

(¥103) (¥103)

distal signalling efficiency
0 1 2 3

distal signalling efficiency
0 1 2 3

2

4

6

8

10
(¥103)

distal signalling efficiency
0 1 2 3

2

4

6

8

10

distal signalling efficiency
0 1 2 3

2

4

6

8

10

2

4

6

8

10

distal signalling efficiency

0 1 2 3

distal signalling efficiency

0 1 2 3

pe
ri

od
 (

ce
lls

)

O
cc

D
c

pe
ri

od
 (

ce
lls

)

O
cc

D
c

occurrence of
significant period

occurrence of
significant period

dynamicity

dynamicity

Figure 8. The same parameter spaces as in figure 7 are plotted here but for two-dimensional simulations (26 rows, 6 columns). Parameter space values were
generated by taking the mean value from 20 simulations with random initial conditions. (a) Model output when the DBP algorithm is not included, and (b) is with
the DBP algorithm included. Areas without white diagonal lines overlaid indicate regions that satisfy equation (3.1) (spatial period > 3, occurrence of spatial
period > 0.4 and a dynamicity coefficient > 0.4), and where dynamic spatial patterns are expected to occur.

royalsocietypublishing.org/journal/rsif
J.R.Soc.Interface

19:20220339

10

121



andwechoose avalueofTpert = 7 h. In electronic supplementary
material, figures S2 and S3, an exploration of other Tpert values
found that longer perturbation enhanced the range of par-
ameters in which dynamic patterning occurred. To estimate a
value for Fpert, we searched for literature that explores upregula-
tion of Mib1 and its effect on neighbouring cell’s Notch
response, as Mib1 determines the efficiency of transactivation
of Notch signalling. One study looked at the effect of co-
culturingmouse neocortexMib1-positive intermediate progeni-
tors and Mib1-negative RG cells with Notch1 expressing cells
and compared the resulting levels of Hes1 expression within
theseNotch1 cells [31]. Twomethodswere used to isolate popu-
lations of Mib1-positive cells, and it was found that compared
with RG cells, Mib1-positive cells caused between a 1.8- to 3.7-
fold increase in Hes1 expression. In an in vivo study of chick
neural tube, upregulation of both Delta-1 and membrane-loca-
lized Mib1 caused a 1.8-fold increase in HES5 intensity in RG
cells [32]. We chose a value from the higher range of these
Mib1-induced increases in HES and set Fpert = 3.

With the DBP algorithm included in the simulation (figure
7c,d ), the parameter space for spatial period and occurrence
remains broadly similar. However, high Dc values extend
further into lower repression thresholds (high coupling
strength) when compared with the simulations without DBP
(figure 7a,b). This generates an expanded region of parameter
space that satisfies equation (3.1) (region without white diag-
onal lines overlaid in figure 7c). The kymographs d(4) and
(5) further confirm and visualize how the dynamic pattern
evolves, showing amore definite and higher amplitude spatial
pattern forming (compared with b(2)) but still with switching
of peaks and troughs, and even some transient travelling
wave type behaviour. At very low repression threshold d(6),
stationary patterns still emerge when the perturbation
strength cannot overcome the effects of strong coupling. See
electronic supplementary material, movie S2 for an animated
one-dimensional simulation with DBP included.

We explored the effect of varying the LI time delay between
cells. The literature indicates awide range of possible values this
could take, from20 to 120min [36–40], and in the electronic sup-
plementary material, figures S2 and S3, τLI values between 0
and 100min are tested, along with Tpert values between 0 and
14 h. The results show that as τLI increases, the dynamic pattern-
ing region decreases, but crucially the region still expandswhen
DBP is included, indicating robustness of the proposed mech-
anism. This reduced dynamic patterning region at longer LI
time delays can be expanded by increasing the duration of
Tpert, which is the time that a differentiating cell exerts higher
signalling on its neighbours. As the expanding effect of DBP
inclusion was found to occur across all LI time delays, and
due to uncertainty in the actual value of the time delay, we
chose to reduce the complexity of themodel for themain results
and use a value of τLI = 0 min.

Taken together this set of results indicates that from the
underlying stationary pattern formed by LI, the pattern can
be made dynamic by the introduction of perturbations to
HES5 levels. The perturbations drive individual cells away
from the two attractor states generated by LI (higher/lower
phenotype between signalling neighbours) and thus enable
opportunities for the reorganization of peak and trough
locations. The ability to switch states is a balance between coup-
ling strength and perturbation size; at higher coupling
strengths, perturbations cannot change the abundance of
HES5 enough to enable a switch between low/high abundance

in their neighbours. Conversely, at weak coupling strength, the
system has no spatial pattern forming ability. Between these
extremes lies a region where lateral inhibition is strong
enough to form spatial patterns if unperturbed but capable of
switching states given sufficient perturbation.

3.3. Dynamic spatial patterning occurs in two-
dimensional simulations

To explore how introducing more signalling neighbours
affects the dynamic pattern forming ability of the model, we
simulate a two-dimensional hexagonal grid and show that the
one-dimensional results of the previous section extend to
the two-dimensional case. A grid size of 26 rows by 6 columns
is chosen as this corresponds approximately to the number of
nuclei within the dorsal–ventral, apical–basal HES5 expression
domain (figure 6h) [14]. The two-dimensional arrangement
involves an additional four proximal and two distal neighbours
compared with the one-dimensional simulations, meaning that
each cell receives an average input signal generated from a
larger number of neighbours.

Without DBP included (figure 8a), the parameter space out-
puts were generally similar to the one-dimensional case (figure
7a). However, the dynamicitywas found to be largely low in the
region where high occurrence of a spatial period was found,
indicating that only stationary patterns can be generated. The
absence of robust dynamic patterning is confirmed by the
thin band where equation (3.1) is met (region without a white
diagonal line overlay in figure 8a), much smaller than in the
one-dimensional case. This appears to be due to the additional
signalling from the higher number of cells (10 signalling neigh-
bours in the two-dimensional case versus four neighbours in
the one-dimensional case), which reinforce the strength of lat-
eral inhibition, making switching states due to stochastic
noise and HES5 oscillations less likely. In addition, at low
repression threshold values/high coupling strength (0–2000 in
figure 8a), occurrence was found to be lower than in the one-
dimensional case. In this region, LI is found to still drive
expression to high and low states as expected; however, due
to the higher number of neighbours, the increased signalling
strength resulted in irregular patterns, causing a spread of fre-
quency values in the power spectrum, and therefore, no
single significant peak detected using the Fisher g-test.

When the DBP algorithm is included (figure 8b), dynamic
patterning is recovered, and a region of high dynamicity is
found to overlap with high occurrence of a spatial period.
Comparing the acceptance region that satisfies equation (3.1)
in figure 8b with the one-dimensional case in figure 7d, it can
be seen that the area is reduced and shifted slightly towards
higher distal signalling efficiencies. However, in the one-
dimensional case, where distal signalling efficiencies of 1
were found to generate dynamic patterning, theminimum effi-
ciency required in two dimensions is εd/εp > 1. This need for
higher distal signalling is due to the fact that when there are
higher numbers of neighbours, individual cells contribute
less of an effect on their neighbours due to the incoming
signal being the averaged expression of the neighbours. See
electronic supplementary material, movie S3 for an animated
two-dimensional simulation with DBP included.

As protrusions have amuch smaller contact area thanwhen
two-cell bodies contact, one might intuitively expect more
Notch signalling to occur at the cell body. However, one
study identified that not only is contact area an important
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consideration but that also the diffusion rate ofNotch andDelta
across the cell membrane influences the amount of signalling
that occurs. Higher diffusion rates ofNotch andDelta, probably
enabled by active transport within protrusions, can in fact
enable higher rates of Notch signalling in protrusions than in
a larger contact area of cell body with lower diffusion rates of
Notch/Delta [48]. In other modelling work, Hadjivasiliou
et al. suggested the ability to mechanically pull on Delta and
subsequently activate Notch signalling may be different at the
cell body versus the protrusions [18]. They hypothesized that
this difference could be caused by either a reduced amount of
endocytosis at the cell body or that the dynamic extending/
retracting nature of protrusions could provide the mechanical
force required for Notch activation. A final possibility is that
cis-inhibitionmay bemore common in the cell body than in pro-
trusions, and this would occur if high amounts of both Notch
and Delta are present on the cell body, but only one of Notch
or Delta is found in the protrusions.

As discussed in the previous section, when DBP is not pre-
sent in the one-dimensional simulations, the noisy fluctuations
and ultradian oscillations are capable of producing a thin region
of parameter space where weak dynamic patterning can occur
(figure 7a). This prompts the question: to what extent do these
smaller amplitude fluctuations affect switching when DBP is
included? Without DBP, dynamic patterning occurs at weaker
LI coupling strengths, where the two high and low attractor
states are not sufficiently attracting to prevent noise/ultradian
oscillations from inducing switches between the two states.
However, at stronger coupling strengths, the LI states attract
more strongly, and make smaller amplitude fluctuations
increasingly unlikely to induce switching between states
when compared with the larger amplitude perturbations pro-
vided by DBP (figures 7c and 8b). This does not rule out that
noise/ultradian oscillations play some role in enhancing
switching, but it is clear from this analysis these smaller ampli-
tude fluctuations are not sufficient to induce switching at
stronger coupling strengths.

3.4. Ultradian oscillations are nested within the larger
amplitude DBP switching behaviour

Ex vivo observations from the study by Biga et al. [14] indicate
that the temporal dynamics of single cells consists of both
noisy and ultradian oscillations (average temporal period
of 3.3 h) nested within larger amplitude, longer time scale
switching behaviour (average time spent high or low
was 8 h). Through measuring persistence times and plotting
single-cell time traces, DBP is found to produce similar
nested dynamics to that in the neural tube.

In addition to Dc values, persistence time gives useful
information about which mechanisms are contributing to
any switching behaviour that is occurring. As defined in
§2.4, persistence time refers to the amount of time a cell
spends in a high or low state before switching to the opposite
fate, and the distribution of low and high persistence times is
plotted in figure 9a–c (ii). Noisy/ultradian dynamics are
characterized by mean persistence times of around 3.6–3.9
h, as revealed by running the model without LI and without
DBP (figure 9a (ii)). These noisy/ultradian persistence times
that make up the left-most parts of the distributions are
found to be present in all model conditions (figure 9a–c (ii)).

When LI coupling is included in the simulations, but DBP
is not (figure 9b (ii)), the distribution is shifted to longer

persistence times than in the uncoupled case. The LI induces
two larger amplitude high and low states (figure 9b (i)), while
maintaining smaller amplitude noisy/ultradian oscillations
at the mean levels dictated by the LI. This results in noisy/
ultradian dynamics not being able to contribute to the switch-
ing as much, and the mean persistence times are longer at
27.3–30.9 h. In addition, a peak at 150 h is found (figure 9b
(ii)), which means that a fraction of the cells spend the
entire measurement time stuck in one state, indicating more
stationary patterning.

Crucially, the inclusion of DBP into the LI model
(figure 9c) removes the peak at 150 h, while still maintaining
longer mean persistence times (10.8–12.9 h) than the
uncoupled model. The single-cell time trace in figure 9c
(i) shows a more regular switching than in figure 9b (i),
while still being distinct from the shorter timescale ultradian
oscillations in figure 9a (i). Relating this back to the obser-
vation of nested dynamics in [14], it can be seen that a
similar nested oscillation behaviour occurs in the model
with DBP included (figure 9c (i)), with a mixture of smaller
amplitude noisy dynamics and ultradian oscillations (red
arrows in 9c (i)) being nested within the larger amplitude
switching dynamics generated by the LI and DBP algorithm.

While there is more regularity in the switching in
figure 9c than in figure figure 9a or b, the distribution still
has a wide spread of possible persistence times in figure 9c
(ii). The ex vivo observations are limited to measurement
times of at most 16 h, and the mean experimental persistence
times indicated a tighter distribution with a mean value of
around 8h. While inclusion of DBP in the model fits the
data closest, further exploration is needed to understand
how the persistence time distributions can be made tighter
in line with the ex vivo observations.

For a visual comparison between the model with DBP
(figure 9c (i)) and the experimental data, single-cell time
traces are plotted in figure 9d (i–vi), which show Venus::HES5
fluorescent intensities tracked over 12 h (replotted from source
data in [3]). These traces are limited to 12 h due to experimental
constraints, much shorter than the plotted simulation outputs,
and so at most show two switches between high and low
states (figure 9d (i) and (vi)). Both high-to-low and low-to-
high switches are observed in the experimental data, with a
mix of aperiodic and period dynamics observed. Figure 9d (ii)
and (iii) showmore pronounced transient ultradian oscillations
which then become aperiodic noisy expression at later time
points (red arrows indicate peaks of ultradian dynamics).
Importantly, the amplitude (peak to trough difference in fluor-
escence) is smaller in the ultradian oscillations than in the long-
term switching behaviour of the single cells, and previous
analysis found that the long-term trend has an amplitude (stan-
dard deviation of normalized HES5 expression levels)
approximately twice that of the ultradian oscillations [3].
Though not quantified here, it can be seen in figure 9c (i) that
the ratio of longer switching to ultradian oscillation amplitude
is of the same order as the experimental data.

3.5. Dynamic patterning spreads out differentiation
events spatially while maintaining a higher
differentiation rate than the uncoupled model

To explore the potential functionality of the dynamic pattern-
ing, the spatial distribution of differentiation events and the
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rate of differentiation was explored by comparing three differ-
ent conditions: a stationary spatial pattern (figure 10a,d ), a
dynamic spatial pattern (figure 10b,e), and no spatial pattern
via uncoupled cells (figure 10c,f ).

To visualize how patterning affects the spatial aspect of
differentiation, bar graphs showing the total number of
differentiation events that occurred over a simulation were
plotted to the right of the kymographs in figure 10a–c. In

the stationary patterning case figure 10a, it can be seen
that the likelihood of differentiating is spatially inhomo-
geneous. Because low-expressing areas are more likely to
incur a differentiation event and because these low-
expression regions are fixed in time, the differentiation distri-
bution reflects the periodicity of the pattern. Conversely,
the dynamic spatial pattern and no spatial pattern case
(figure 10b and c) have more homogeneous spatial
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distributions of differentiation events, since every cell can
switch between higher and lower expression.

To explore how differentiation rate is affected, the distri-
bution of differentiation frequency in individual cells was
plotted (figure 10d–f ), along with the differentiation rate of
the population as a percentage. The stationary pattern had
the highest rate of differentiation at 5:5%h�1 (D), and the dis-
tribution of differentiation frequency in individual cells
showed a bimodal distribution, which reflects the two differ-
ent rates of differentiation occurring in the low and high
expressing cells. The dynamic pattern showed a slightly
lower rate of differentiation compared with the stationary
pattern at 3:9%h�1, and the distribution has a single peak.
The uncoupled no pattern case showed a very low rate of
differentiation rate at 0.7% h−1, and also with a single peak.
See electronic supplementary material, movies S1 and S2
for animated one-dimensional simulations without and
with DBP included.

The spatial and temporal measures taken together indicate
that for a dynamic pattern, differentiation events are spread
out spatially rather than concentrated in one position as is
the case in stationary patterns. This spatial spreading of differ-
entiation is also naturally achieved in the casewhen there is no
coupling/no LI; however, in the absence of Notch amplifying
the differences between cells, cells do not have such a high
amplitude between high and low expression, resulting in a

much lower rate of differentiation. Therefore, dynamic
patterning maintains a high differentiation rate like that in
stationary patterning, but enables a more homogeneous
distribution of differentiating cells in space.

4. Discussion
In this paper, we have investigated the mechanism and func-
tion of dynamic spatial patterns in development, motivated
by observations of periodic clusters of HES5 expression that
change peak and trough location over time [14]. We intro-
duced two methods that can be used to identify dynamic
spatial patterns. First, spatial signals at individual time
points can be tested for periodicity using a Fisher g-test on
the generated power spectra. Second, we proposed the dyna-
micity coefficient as a measure to test whether peaks and
troughs in a spatial signal switch states over time by compar-
ing proportions of time spent in high and low states. Previous
models accounted for the observed synchronization of ultra-
dian oscillations between neighbouring cells, but did not
capture the generation of three- to four-cell periodicity or
the dynamic switching of the spatial pattern.

To address the generation of a three- to four-cell spatial
period, we extended the signalling distance in the model
by introducing distal cells (figure 6d ), which generated
three- to four-cell periodicity, compared with the two-cell
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periodicity that occurs in nearest-neighbour signalling.
We propose that dynamically extending and retracting pro-
trusions carrying Notch ligands probably account for
extended signalling in the neural tube tissue [17,25–28]. If
protrusions are the underlying mechanism, then distal signal-
ling efficiency is interpreted as the amount of Notch
signalling occurring at the cell body versus at the protrusions.
The model predicts that the type of dynamic pattern
observed in the neural tube is more likely to occur at
higher distal strengths (εd/εp > 1). As discussed in §3.3, this
could be due to differences in mechanical activation, diffu-
sion rates or cis-inhibition between the cell body and the
protrusions [18,48]. Future experimental work should focus
around characterizing the extent and dynamics of protrusions
in the developing mouse neural tube, and where Notch and
Delta are localized on cell membranes to get a better picture
of where Notch signalling is most active.

To understand how dynamic switching of the spatial
pattern arises in the neural tube, we explored the potential
role of differentiation and dynamic signalling strength. To
translate the differentiation process into the model, we
implemented a perturbation process where cells that contact
a differentiating cell experience an upregulation in HES5 tran-
scription rate (DBP algorithm, outlined in §2.5). The inclusion
of DBP in the model resulted in a region of parameter space
being identified where dynamic spatial patterning occurs,
indicating that with sufficient and regular perturbation,
high and low states generated by the underlying Notch LI
circuit can be dynamically switched and reorganized. In
addition, nested dynamics of ultradian oscillations on top
of the larger amplitude switching dynamics were observed
in the model-generated single-cell time traces (figure 9), simi-
lar to that observed ex vivo [14]. One aspect that remains
unclear due to experimental limits of the observation time
of the ex vivo slices, is the regularity of switching. Future
experimental work therefore would be very informative if
longer observation times could be obtained, as this would
enable more detailed comparison of the model-generated
persistence time distributions against the data.

Due to higher numbers of signalling interactions in the
two-dimensional simulations, regions of dynamic patterning
in parameter space were found to be more restricted than in
the one-dimensional simulations. From biological studies, the
average number of signalling neighbours per RG cell is not
known, so whether the one- or two-dimensional simulations
are more representative of the biological system is unclear.
Some studies suggest that most of the Notch signalling
occurs at the apical side of the neuroepithelium [29,49], in
which case the restricted number of spatial interactions
might be more akin to the one-dimensional model. Other
studies show that Delta-carrying protrusions extend down
from the basally located newborn neurons to interact with
apically located RG cells, and RG cells extend dynamic pro-
trusions in both apical and non-apical locations, in which
case the two-dimensional simulations may be more represen-
tative of the number of signalling interactions [25,26,28]. An
additional consideration is where and when differentiating
cells have an altered signalling effect on their neighbours. It
would be interesting to introduce cell movement into future
modelling so as to investigate the effect of the apical–basal
migration of differentiating cells.

It is important to consider that perturbations could
reasonably come from sources other than altered signalling

in differentiating cells. Processes such as the extension and
retraction of signalling protrusions, cell cycle variations in
HES5/coupling strength, interkinetic nuclear migration and
pulsatile Dll1 signalling are all reasonable candidates in con-
tributing to the switching behaviour [25,28,50–52]. The DBP
algorithm is general enough that it could reasonably be
adapted to any of the listed alternatives, by altering the mag-
nitude and duration of the perturbation, as well as the
parameter it is applied to. Furthermore, there are also entirely
separate mechanisms that could underlie the observed HES5
pattern that are not perturbation based. For example, we also
explored morphogen gradient-induced travelling waves as a
potential mechanism (not included in this study), inspired
by somitogenesis studies. We found the travelling waves
did not as closely match the data and required assumptions
that seemed less likely from the literature, but we cannot
rule this mechanism out without further exploration. For
the mechanism underlying the clustered/extended spatial
periodicity, it may be also worth considering modifications
of Notch signalling such as cis-inhibition or lateral induction
from other Notch ligands such as Jagged, as both of these
mechanisms show a tendency to form longer range or clus-
tered patterning [53,54].

Regardless of underlying mechanisms, this is a model
that produces a dynamic pattern sufficiently similar to that
of HES5 in the neural tube and so we tested what functional
advantage such a dynamic pattern might provide during
development, finding that dynamic patterning spreads out
differentiation events spatially, rather than generating hot-
spots of differentiation like in the stationary case. Stationary
patterning seems most suited to tissues where differentiating
cells remain within the progenitor population and need to be
regularly spaced apart such as in the formation of sensory
hairs in Drosophila [19]. In the developing neural tube, differ-
entiating cells do not form a regular pattern of differentiated
cells within the progenitor population itself, rather they leave
the progenitor population and migrate basally to form neur-
ons and glia at later stages [55]. Although the functional
advantage of dynamic patterning is not established, we con-
jecture that it ensures that the production of neurons is evenly
distributed across the dorsal–ventral axis and prevents many
differentiating cells from being repeatedly produced in the
same locations as in the stationary patterning case.

In sum, we have explored how a stationary pattern gener-
ating signalling network, Notch LI, can be made dynamic
through the introduction of perturbations that enable cells to
switch between high and low expression. We suggest that a
combination of protrusions and altered signalling strength
coming from differentiating cells are the most likely under-
lying mechanisms that produce the dynamic HES5 spatial
pattern found in the developing neural tube. However, further
experiments need to be carried out regarding the presence of
Notch carrying protrusions, and whether these protrusions
are capable of generating extended spatial periodicity,
along with tests of how much perturbation comes from
differentiating cells in the developing neural tube.
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4.3 Supplementary figures

A

D

C

B

Distal cellsProximal cells

Figure S4.1: Exploration of different distal cell geometries. Each row (A-D) corresponds to a 
different geometry and each column corresponds to a different distal signalling efficiency with the 
last column showing the model output when no proximal cells are included. Simulations were run 
stochastically for 300h and the final time point is shown. A repression threshold value of 𝑃0,𝐿𝐼 =
4000 was used for all simulations.
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Figure S4.2: Effect of lateral inhibition time delay, 𝑇𝐿𝐼, and differentiation time, 𝑇𝑝𝑒𝑟𝑡, on the re-
gion of dynamic patterning (red) in 1D simulations (simulation final time 200h, 20 repeats, 26 row, 
1 column).
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Figure S4.3: Effect of lateral inhibition time delay, 𝑇𝐿𝐼, and differentiation time, 𝑇𝑝𝑒𝑟𝑡, on the re-
gion of dynamic patterning (red) in 2D simulations (simulation final time 200h, 20 repeats, 26 row, 
6 columns).
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4.4 Supplementary movies

Supplementary Movie 1: 1D simulation of 26 rows by 1 column with no DBP algorithm in-

cluded. A rolling kymograph is shown, as is the HES5 expression in the hexagonal lattice. Loca-

tions of differentiating cells are recorded but these do not change the signalling in neighbouring 

cells. The bar chart shows the total number of differentiation events recorded on each row. Simu-

lation used 𝑃0,𝐿𝐼 = 3500, 𝜀𝑑
𝜀𝑝

= 1.5, simulation run time of 500h.

Supplementary Movie 2: 1D simulation of 26 rows by 1 column that does include the DBP al-

gorithm. A rolling kymograph is shown, as is the HES5 expression in the hexagonal lattice. Loca-

tions of differentiating cells are recorded which alter the signalling in the neighbouring cells. The 

bar chart shows the total number of differentiation events recorded on each row. Simulation used 

𝑃0,𝐿𝐼 = 3500, 𝜀𝑑
𝜀𝑝

= 2, 𝐹𝑝𝑒𝑟𝑡 = 3, 𝑇𝑝𝑒𝑟𝑡 = 7h, simulation run time of 500h.

Supplementary Movie 3: 2D simulation of 26 rows by 6 columns that does include the DBP al-

gorithm. A rolling kymograph is shown which is plotting the expression in the first column of the 

simulated grid. HES5 expression in the hexagonal lattice is shown also. Locations of differentiating 

cells are recorded which alter the signalling in the neighbouring cells. Simulation used 𝑃0,𝐿𝐼 = 6000, 
𝜀𝑑
𝜀𝑝

= 2, 𝐹𝑝𝑒𝑟𝑡 = 3, 𝑇𝑝𝑒𝑟𝑡 = 7h, simulation run time of 500h. 
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Chapter 5

Characterising protrusions and 

their role in patterning

The model described in Chapter 4 successfully reproduced many aspects of the neu-
ral tube HES5 data, and had higher explanatory power than the travelling wave model 
in Chapter 3. Therefore this chapter follows on from the work presented in Chapter 
4 and aims to experimentally test one of the modelling assumptions to probe whether 
it is indeed involved in generating the observed HES5 pattern.

In Chapter 4 it was shown that extending cell-to-cell signalling distance beyond im-
mediate neighbours resulted in longer period spatial patterns. As Notch signalling is 
contact-dependent, immediate neighbours are defined as any cells with direct mem-
brane contact. In a 2D plane, the dense packing of RG cell nuclei in the developing 
neural tube approximates a hexagonal lattice and thus direct membrane contacts 
would on average be expected to occur with the 6 nearest neighbouring nuclei. How-
ever, RG cells also extend two thin stretches of membrane from the cell body (where 
the nucleus is located) and are called radial glial processes (RG processes). One RG 
process extends in the apical direction and the other extends in the basal direction; 
these attach to other cells at either end.

RG processes occupy the gaps between other cell membranes and so this means RG 
cells contact many more cells in the apical-basal (AB) axis than when only the near-
est 6 nuclei are considered as immediate neighbours. RG cell morphology is therefore 
an essential consideration in understanding the full extent of Notch signalling in the 
tissue. However, the focus of this thesis has largely been on the spatial pattern that 
is measured in the dorsal-ventral (DV) axis, so it seems unlikely that processes would 
contribute a significant extension to the signalling distance in this orthogonal direc-
tion.

Instead in this chapter, the potential role of protrusions extending signalling distance 
beyond nearest neighbours will be examined, as these structures are expected to ex-
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tend in the relevant AB axis. Protrusions are extensions of the cell membrane and 
can be categorised into specific types based on the shape and underlying molecular 
dynamics. Lamellopodia, for example, are often associated with cell movement, ex-
hibit a wide fan-like structure, and are composed of a mesh of short actin filaments. 
Filopodia are long thin protrusions often associated with being involved in environ-
mental sensing and are composed of long unbranched actin filaments.

i
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Model output

Model output Mouse neural tube
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Figure 5.1: Protrusion mediated Notch signalling and the effects of distal and proximal coupling 
strengths on the resulting pattern. Ai Notch signalling over several cell diameters where coupling 
strength decreases with distance and the resulting model pattern shown in Aii. Aiii Shows the 
larger spaces Notch-Delta pattern found to be caused by signalling protrusions (taken from (Cohen 
et al., 2010)). Bi Notch signalling over several cell diameters where coupling strength is higher at 
longer distances away from the cell with the resulting model pattern shown in Bii. Biii Protrusion-
mediated signalling may underly the clustered expression seen in the neural tube HES5 pattern 
(taken from (Biga et al., 2021)).

Importantly protrusions have been shown to be involved in Notch-Delta signalling, 
for example, in Drosophila, long-range protrusions carrying Dll1 are found to account 
for the wider spacing seen in bristle cells as shown in Figure 5.1Aiii (Cohen et al., 
2010; De Joussineau et al., 2003). Mathematical modelling was able to reproduce the 
correct spacing of single isolated Delta-high cells seen in this tissue by simulating dy-
namic protrusions where the probability of forming contacts was inversely propor-
tional to the distance between cells, as illustrated in Figure 5.1Ai&ii. Models where 
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protrusion signalling strength can be varied independently at proximal and distal 
distances (Figure 5.1Bi) have shown that more clustered spatial patterns can form 
if coupling strength is higher at distal signalling distances (Figure 5.1Bii) (Bajpai 
et al., 2021; Hadjivasiliou et al., 2016; Vasilopoulos & Painter, 2016). This was also 
found to be the case in Chapter 4 and was suggested as a potential underlying mech-
anism in generating the clustered 3-4 cell periodicity in the neural tube HES5 pat-
tern (Figure 5.1Biii).

Protrusions have indeed been observed in similar tissues to mouse neural tube neu-
roepithelia, with Nelson et al. reporting the presence of protrusions in mouse neocor-
tex RG cells which protrude orthogonally to the AB axis. Additionally, intermediate 
neurogenic progenitors (not present in the neural tube) extend protrusions along the 
AB axis to contact RG cells at the apical surface (Nelson et al., 2013). In the basal 
region of the zebrafish neural tube, Hadjivasiliou et al. showed that differentiating 
neurons extend long Delta-positive protrusions at the basal side of the tissue in the 
anterior-posterior direction. And at the apical end of chick neural tube Kasioulis et
al. used live imaging to reveal that protrusions are dynamically and frequently ex-
tended, likely reaching beyond nearest neighbours.

This Chapter characterises protrusions specifically in the mouse neural tube and ex-
amines how likely it is that these confer extended signalling distance to RG cells by 
enabling Notch signalling between distal cells.

5.1 Results

5.1.1 Sox2CreERT2 mTmG embryos enable visualisation of protrusions in neu-

ral progenitors

To enable visualisation of protrusions in RG cells in the neural tube, a double fluo-
rescent membrane reporter mouse system, mTmG, was used (Snyder et al., 2013). 
These mice normally express membrane-targeted tdTomato (mT) under strong ubiq-
uitous expression of an ACTB promoter (𝛽-actin promoter). Membrane localisation 
is achieved through N-terminus modifications that enable covalent bonding of fatty 
acids, and subsequent association with the lipid bilayer of the cell membrane (Balles-
teros et al., 2021). This results in the membranes of all cells in the embryo being flu-
orescently labelled red. Figure 5.2 summarises the mTmG system.

Downstream of the mT sequence is a membrane-eGFP (mG) sequence which is not 
normally expressed due to the polyA tail at the end of the mT sequence. Cells can 
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Figure 5.2: Summary of the Sox2CreERT2 mTmG system used to mosaically label the membranes 
of neural progenitor cells in the neural tube. CreERT2 refers to Cre recombinase which targets and 
excises genes located between two loxP sites and also has an estrogen ligand-binding domain that 
requires tamoxifen for it to be localised to the nucleus. The ACTB promotor ubiquitously expresses 
the downstream genes. pA is the abbreviation for polyA tails. See Methods §5.3.1 for further de-
tails.

be made to express mG if the mT sequence is excised, which is achieved by the pres-
ence of a loxP sequence on either side of the mT sequence. LoxP sequences specify 
the region to be excised by the protein Cre-recombinase when it is present in the nu-
cleus. Thus when the mT sequence is excised, a cell begins to express only mG and 
the cell membrane fluoresces green.

To specify Cre expression to only occur in neural progenitors, Sox2-driven CreERT2 
mice were crossed with the mTmG mice. CreERT2 is a fusion of Cre and a mutant 
estrogen ligand-binding domain that requires tamoxifen to be active and subsequently 
localises to the nucleus. Therefore to achieve a mosaic expression of mG-expressing 
cells, a concentration of tamoxifen sufficient to enable a minority of cells to excise the 
mT sequence was used so that individual GFP cells would be easily visible amongst 
the mainly mT-positive tissue (see Methods §5.3.1 for further details on the Sox2CreERT2 
mTmG system).

Figure 5.3A shows single z-stack images of a Sox2CreERT2+/- mTmG+/- embryo 
neural tube cryosection. The red mT fluorescence can is expressed across the whole 
tissue, while the green mG fluorescence is expressed more sparsely and is also found 
primarily in the progenitor population. Some mG expression will also mark early dif-
ferentiated cells due to the fact the embryos were incubated with tamoxifen for ∼12 
hours before cryosectioning and so Sox2-positive progenitor cells marked with mG 
will have had time to start differentiating and move basally. Upon closer inspection 
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of the mG fluorescence, various lengths of thin membrane can be seen to protrude 
from the cells (highlighted with white arrows in Figure 5.3Ai&ii). The protrusions 
can be seen to emanate both from the cell body (where the nucleus is located) as 
well as the RG processes (the thinner parts of the cell that attach at the apical and 
basal ends of the tissue).

The extent of protrusions is better visualised in z-projections and various examples 
are shown in Figure 5.3B-D. Figure 5.3B shows a zoomed-in view of a group of cells 
where two cells have adjacent nuclei (purple and green nuclei in Figure 5.3Biii) and 
their processes are intertwined, likely because they share the same parent cell which 
divided shortly before fixing. Figure 5.3Bii&iii highlight protrusions emanating from 
the intertwined cells, traced with white lines with a blue base (see Methods §5.3.3 for 
how these traces were generated).

Figure 5.3B-D collectively indicate that protrusions are common, can occur in most 
mG-positive RG cells, and that they can be present anywhere along the length of the 
AB axis of an RG cell. In Figure 5.3C, the white arrows pointing to red highlighted 
protrusions indicate the presence of very long protrusions originating from the basal 
end of the tissue. These are possibly coming from apically detached differentiating 
cells rather than RG cells, as similar protrusions have been reported to extend back 
down into the RG population from interneuron progenitors in the mouse neocortex 
(Nelson et al., 2013). Additionally apically detaching cells are highlighted in red in 
Figure 5.3Dii. Overall this section highlights the suitability of the Sox2CreERT2 mTmG 
system for visualising individual cells and their plasma membranes in the densely 
packed neuroepithelium.
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Figure 5.3: Visualising and tracing of protrusions using confocal imaging of E10.5 
Sox2CreERT2+/- mTmG+/- mouse neural tube cryosections. A Single z-slice images of embryos 
stained with DAPI and endogenously tagged mT and mG fluorescence. The top panels show a 
wider view of the neural tube and the bottom panels show a cropped region of the same cryosec-
tion rotated by 90°, indicated by the white box with the yellow triangle in the corner in Aiii. The 
dashed lines indicate the apical wall of the neural tube. The arrows in Ai&ii highlight various pro-
trusions that can be seen emanating from the processes and cell body of the neuroepithelial cells.
Figure legend continues on next page.
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Figure 5.3: B Z-projections (typically around 20𝜇m deep) of a cluster of cells with mG fluores-
cence. Bi Shows the raw data, Bii shows the data with traced protrusions where the blue sphere 
highlights the base of the protrusion and the white line is the trace of the whole protrusion (see 
Methods §5.3.4 for how traces were made). Bii is also the same region highlighted in Di. Biii
shows a 3D fill (using Imaris) of the membrane and nucleus of the cells. C Z-projections of one 
side of the neural tube with traced protrusions. The two protrusions traced in red and marked with 
white arrows are examples of protrusions that originate from basal cells detached from the apical 
surface. Di-iii Three additional embryos with traced protrusions. Dii Highlights two apically de-
tached cells in red with white arrows. 5 separate embryos were used to generate the embryos in this 
figure.

5.1.2 Protrusions exhibit a wide range of possible lengths and angles of ex-

tension

To get a better idea of how far protrusions can reach and potentially signal in this 
tissue, lengths and angles were extracted from the traced protrusions across all im-
aged slices (Methods §5.3.4). The distribution of protrusion lengths in Figure 5.4A 
reveals that the majority of protrusions are less than 5𝜇m in length, with the most 
common protrusion length being around 2𝜇m and the mean length of protrusions be-
ing 4.5𝜇m.

Interestingly the length distribution also shows a long tail with a small second peak 
at around 10𝜇m, and some protrusions are recorded as being ∼ 20𝜇m long (though 
these are relatively rare). Considering these measurements are from snapshot data 
rather than timelapse, the presence of the second peak and long tail could indicate 
one of two possibilities. Either short protrusions (<10𝜇m) are more stable than long 
protrusions (>10𝜇m) and so it is less likely that the transient long protrusions are 
caught in snapshot data. Or alternatively, short and long protrusions could have sim-
ilar lifetimes but short protrusions form more frequently.

Work done by (Kasioulis et al., 2022) which analysed live imaging dynamics of sub-
apical protrusions in chick neural tube progenitors indicates that short protrusions 
(∼ 2𝜇m) are more stable than longer protrusions, but that transient long protrusions 
frequently extend from these short protrusions on average 5 times per hour in the 
subapical regions imaged. They characterised the more stable short protrusions as 
having more lamellipodial-type molecular markers, while the longer extensions were 
characterised as filopodia due to their smaller diameter and longer length. To under-
stand how far protrusions might extend signalling distance, it is important to bear in 
mind this dynamic aspect of the protrusions, and this will be discussed as the pro-
trusions are characterised.

To gain insight into the possible direction of signalling, protrusion angles were mea-
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Figure 5.4: Quantitative characterisation of protrusion length and orientation, and RG cell 
width. A Histogram of 364 protrusion lengths measured in 12 slices from 5 different E10.5 
Sox2CreERT2+/- mTmG+/- embryos. Green, red, and blue regions indicate the average measured 
widths of the cells shown in C-E. B Orientation of the protrusions relative to the AB axis (using 
the same data set as in A). The colouring of the points indicates plot density. 0° indicates a pro-
trusion oriented in the AB direction, -90° is a protrusion oriented towards the apical surface and 
90° is a basally directed protrusion. C Histogram of apical endfoot widths (𝑛 = 85, average width 
5.2 ± 1.8𝜇m (mean±SD)). D Histogram of RG process widths (𝑛 = 182, average width 1.6 ± 0.9𝜇m).
E Histogram of cell body widths (𝑛 = 107, average width 7.7 ± 1.1𝜇m ). See Methods §5.3.3 for how 
protrusions and cell widths were measured.

sured relative to the AB axis with -90° defined as pointing apically, +90° pointing 
basally, and 0° pointing perpendicular from the AB axis (along the AB axis). Shorter 
length protrusions were more likely to be perpendicular to the AB axis, which can 
be seen by the higher density of points around 0° for protrusions less than 5𝜇m in 
Figure 5.4B. This tendency is likely due to shorter-length protrusions being less sus-
ceptible to buckling, and so they protrude orthogonally to the membrane. In the 5-
10𝜇m range, which is the range in which buckling of actin filaments in filopodia is 
predicted to occur by theoretical modelling (Mogilner & Rubinstein, 2005), the dis-
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tribution of angles becomes more spread out, and protrusions extend with similar 
probability in all directions. Finally above the 10𝜇m range, there seems to be a ten-
dency for protrusions to align more to the AB axis. This may be due to the fact that 
at these longer length scales, combined with buckling, the protrusions will likely find 
less resistance following the spaces between RG cells in the AB direction due to the 
structure of the tissue.

5.1.3 Protrusions can extend contact distance beyond immediate neighbours

Following the definitions in Chapter 4, neighbouring cells in direct contact with a sig-
nalling cell are defined as proximal cells whereas cells further away are referred to as 
distal cells (Figure 5.5A). The modelling work in Chapter 4 found that when cells are 
able to signal distally, periodic patterns of 3-4 cells can be generated. Here it is ex-
amined whether protrusions are likely to contact distal cells using the mean protru-
sion lengths and cell widths obtained in the previous section.

To define what distance a protrusion would need to traverse in order to contact a 
distal cell, the width of RG cells needs to be measured. This was done by measur-
ing three distinct parts of an RG cell: the apical endfoot width, the process width, 
and the cell body width (see Methods §5.3.3). Figure 5.4C-D shows the histograms 
and mean widths were measured as 1.6 ± 0.9𝜇m (mean±SD) for process width, 5.2 ±
1.8𝜇m for apical endfoot width, and 7.7 ± 1.1𝜇m for cell body width.

These measured cell widths were then used to construct a scaled, idealised picture of 
what a 3D arrangement of RG cells would look like in order to understand how long 
a protrusion should be so that it makes contact with a distal cell. This arrangement 
is visualised in Figure 5.5A, and as apical endfeet are tightly connected together at 
the apical wall by adherens junctions (Veeraval et al., 2020), it is assumed that the 
apical endfoot width determines the spacing between cells. Another assumption is 
that the processes of cells run parallel to each other. In reality, there is some bending 
of the processes as they fill the spaces between nuclei, but for simplicity, this is not 
considered here. Proximal cells are defined as the 6 cells in black that contact the 
pink cell, and the distal cells are shown in white.

Within this idealised model, protrusion lengths are set the either the RG process di-
ameter, endfoot diameter or cell-body diameter, and then for each length, it is con-
sidered how likely it is for the protrusion to reach a distal cell, given the distribution 
of measured protrusion lengths. Where protrusions emanate from is also considered; 
if they start from wider parts of the cell, such as the cell body, they will be able to 
reach further than if they had started at a thinner part of the cell.
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Figure 5.5: Idealised arrangement of RG cells scaled by measured cell widths, and example im-
ages of protrusions touching other mG fluorescent cells. A Proximal cells (black) are cells in direct 
contact with the pink cell, and distal cells are ones further away (white). The apical endfeet, RG 
processes, and cell body widths are scaled to the measured widths of real RG cells in the neural 
tube. Protrusions are illustrated as thin pink lines emanating from the pink cell, and the colour of 
the glow around each indicates which length they are set to according to the key to the left of the 
illustration. Asterisks highlight three different length protrusions emanating from the apical end-
foot, with each colour indicating the length of the protrusion (see key). Protrusions emanating from 
the cell processes/cell body are shown in more detail in B-D. Figure legend continues on next 
page.
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Figure 5.5: B Shows the scaled length of a protrusion (pink) that is equal to the average process 
width, emanating from a process. C Shows the scaled length of a protrusion (pink) that is equal to 
the average cell body width, emanating from the edge of the cell body. D Shows the scaled length 
of a protrusion (pink) that is equal to the average apical endfoot width, emanating from the cell 
body. E Red and orange arrows indicate protrusions between otherwise non-contacting (distal) cells 
that are also mG labelled. The blue arrow shows an example of a protrusion occurring between 
two cells where their cell bodies touch (proximal neighbours). F-I Further examples of distal cells 
contacting via a protrusion (white arrow & dashed lines). J Two protrusions emanating from the 
same cell (red and blue arrows) appear to contact each other. K Two cells with touching cell bodies 
(proximal cells) with a protrusion that emanates from each cell and where the protrusions contact 
each other.

Protrusions that have a length equal to RG process widths (1.6𝜇m) or greater ac-
count for 93% of protrusions when using the distribution of protrusion lengths ob-
tained for Figure 5.4A. At a length of 1.6𝜇m, a protrusion would not extend beyond 
proximal cells in the idealised model regardless of where it emanates from along the 
cell membrane, and so protrusions at this length scale would not be able to contact 
distal cells (Figure 5.5B).

If protrusions have a length of the apical endfoot width (5.2𝜇m) or greater (28% of 
protrusions), then contacting a distal cell becomes a possibility but depends on which 
part of the cell the protrusion emanates from and also which part of the distal cell 
is closest to the site of protrusion formation. Three potential scenarios are outlined 
to illustrate how morphology plays an important role. The first scenario is where a 
protrusion 5.2𝜇m in length emanates from the thinnest part of the cell, the process, 
and extends towards the process of the nearest distal cell. In this scenario, the pro-
trusion would not be long enough to cross this distance and contact the distal cell 
(process-to-process distance is 8.8𝜇m). The second scenario is if the protrusion em-
anates from the apical endfoot (pink asterisk in Figure 5.5)A, where it would almost 
certainly extend beyond the proximal cell and contact the apical endfoot of a distal 
cell. Finally, if a protrusion is emanating from the bulge of the cell body, and a dis-
tal cell also has the bulge of its cell body in close range, then contact is likely to be 
made (Figure 5.5D).

Finally, protrusions with a length equal to the cell body width (7.7𝜇m) would again 
be able to contact distal cells if emanating from the endfeet, and in fact, may be able 
to contact up to two distal cells away (blue asterisk in Figure 5.5A). These protru-
sions would also easily reach distal cells if they emanate from the cell body (Figure 
5.5C). However a 7.7𝜇m length is just shy of the 8.8𝜇m process-to-process distance, 
and so to be guaranteed to reach distal cells regardless of where a protrusion em-
anates from a protrusion would need to be ≥ 8.8𝜇m, which accounts for 10% of pro-
trusions.
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In sum, the idealised model predicts that if protrusions emanate from the apical end-
feet (asterisks in Figure 5.5A), then they need to be at least as long as the average 
endfoot width to guarantee contact with a distal cell, and around 28% of protru-
sions are longer than this. In the case where protrusions emanate from other parts 
of the cell, the required length to reach distal cells varies, but to guarantee contact, a 
length of 8.8𝜇m is required which only 10% of protrusions satisfy.

Taken at face value the snapshot data presented here suggest that a subset of pro-
trusions should be capable of making contact with distal cells, and these are indeed 
observed in some of the Sox2CreERT2 mTmG images where mG-positive cells that 
would otherwise not be in contact (distal cells), do contact via a protrusion, as high-
lighted in Figure 5.5E-I). This confirms that while distal contacts may be less fre-
quent than proximal contacts, they can indeed extend contact distance between cells 
and it is worth coming back to the fact that the dynamic aspect of these protrusions 
is not accounted for in this analysis. Shorter protrusions likely extend dynamic long 
filopodia frequently (Kasioulis et al., 2022) and another aspect that may extend sig-
nalling distance is when protrusions from two cells meet and an example is given in 
Figure 5.5K. Another intriguing observation is that protrusions can contact other 
protrusions on the same cell (Figure 5.5J), potentially acting as a mode of cis-activation 
if both Notch and Delta are present in the protrusions.

The frequency of these different types of possible contacts is not possible to assess 
here because of the complexity of the tissue morphology, the data only being snap-
shot images, and the nature of the mosaic labelling. This would be an interesting as-
pect to explore going forward, but the main question remains as to how much sig-
nalling actually occurs in the protrusions and whether they extend signalling dis-
tance beyond proximal cell distance which is addressed in the remaining results sec-
tions.

5.1.4 Expression of Dll1 can be found within protrusions

To get an idea of where Dll1 is present in cells and if any Notch signalling is occur-
ring in the protrusions, immunostaining for Dll1 was carried out in Sox2CreERT2+/-

mTmG+/- cryosections.

Dll1 immunostaining shows that in line with previous observations (Marklund et al., 
2010; Wiszniak & Schwarz, 2019), Dll1 is present across most of the neural tube ex-
cept in 2 bands where there is reduced Dll1 expression (white arrows in Figure 5.6A) 
which coincides with a region of Jagged1 expression, another Notch ligand (as was 
characterised in (Marklund et al., 2010)). Dll1 is also largely found to be expressed 
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at the membrane as shown by the colocalization with the red mT fluorescence and 
tendency to outline the nuclei of cells and follow RG processes in Figure 5.6B.
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Figure 5.6: Dll1 immunostaining in E10.5 Sox2CreERT2+/- mTmG+/- cryosections. Double-ended 
arrows indicate DV or AB axis directions. A Single z-slice confocal image of a whole neural tube 
cryosection showing DAPI and Dll1 immunostaining (see Methods §5.3.2). B Higher magnifica-
tion images of DAPI, membrane-tdTomato fluorescence, and Dll1. C-E Z-projections of membrane-
eGFP and Dll1 where the dashed lines and white arrows highlight protrusions that contain Dll1. 
Green asterisks indicate the cell body from which the protrusion emanates. F Apically detached cell 
with multiple protrusions/processes. White arrows highlight punctate Dll1 expression.

Interestingly Dll1 largely appears as a punctate expression which has been reported 
previously (Bardot et al., 2005; Meloty-Kapella et al., 2012; Nandagopal et al., 2018; 
Nichols et al., 2007). A more recent study which compared Dll1 to Dll4, which has 
a more dispersed expression compared to Dll1, found that Dll1 operates by exhibit-
ing pulses of Notch activation (Nandagopal et al., 2018). The proposed mechanism 
is that Dll1 cannot activate Notch receptors until a cluster of Dll1 has formed and 
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that this clustering is facilitated by the intracellular domain of Dll1. Therefore in the 
images in Figure 5.6, larger/brighter clusters of Dll1 may indicate areas of higher ac-
tivation versus regions where Dll1 is more diffuse.

Within regions where Dll1 is expressed, it is not present within every cell, as seen 
clearly by the DAPI/Dll1 stain in Figure 5.6B and the darker areas in the z-projections 
in Figure 5.6C-F. This variation in expression is not surprising given that this is a 
lateral inhibition signalling network shown to dynamically switch between high and 
low expression. Identifying Dll1 expression in protrusions was done by comparing the 
green fluorescence in the mG cells with the Dll1 signal. Of the cells that expressed 
both Dll1 and were fluorescently tagged with mG, some protrusions were found to 
clearly colocalise Dll1 which followed the general shape of the protrusion as shown in 
Figure 5.6C-E. These images show cases when the shape of expression in Dll1 closely 
follows the shape of the protrusion outline, and a mix of punctate and dispersed ex-
pression can be seen within the protrusions.

Intensity and distribution of Dll1 in the cells is variable, with Figure 5.6C showing 
an example where there is clear expression within the protrusion, but no obvious ex-
pression in the surrounding main membrane of the cell. Figure 5.6D on the other 
hand shows clear expression in the cell body and RG process, but weaker Dll1 ex-
pression in the protrusion. Figure 5.6F shows strong punctate expression in a cell 
that has apically detached and is extending multiple protrusions in the apical direc-
tion.

Overall this indicates that while only a few easily identifiable Dll1-positive protru-
sions were found, they are indeed capable of carrying the Notch signalling ligand Dll1, 
and this suggests that signalling distance may be extended as a result.

5.2 Discussion

This Chapter sought to characterise the presence and function of protrusions in the 
neuroepithelia of the mouse neural tube in the context of the modelling assumption 
in Chapter 4 that protrusions may be a means of extending Notch signalling and 
generating the 3-4 cell periodicity observed in the HES5 pattern.

Visualisation of protrusions was carried out with an inducible membrane fluorescence 
system, mTmG, which allowed for mosaic labelling of the plasma membrane of neu-
ral progenitor cells. This technique enabled the visualisation of fine membrane struc-
tures and was able to reveal the presence of thin protrusions emanating from the 
main membranes of RG cells. In agreement with imaging analysis in other systems 
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such as mouse neocortex and chick neural tube (Kasioulis et al., 2022; Nelson et al., 
2013), protrusions in the mouse neural tube are common and in this chapter it was 
shown that they are present throughout the tissue, occurring anywhere along the AB 
axis of a cell with no obvious bias for location along this axis. Through 3D tracing, 
protrusion lengths were found to show a broad range of possible lengths with short 
protrusions (< 10𝜇m) being much more common than long protrusions in the 10-
20𝜇m range.

It was next considered whether protrusions are capable of contacting distal cells, and 
examples of non-contacting neighbours contacting through protrusions (distal con-
tacts) were observed in the mG-labelled cells. To get an idea of how often these dis-
tal protrusion contacts may form, the distribution of protrusion lengths was com-
pared with measurements of RG cell widths within an idealised model of RG cell ar-
rangement. This analysis concluded that while longer protrusions are capable of con-
tacting distal cells, they represent a minority of protrusions (between 10-28%).

An important point regarding this analysis is that it is based on assumptions from 
snapshot data and does not take into consideration how the distribution of protru-
sion lengths is generated dynamically. Live imaging of sub-apical protrusions carried 
out in a study by Kasioulis et al. showed that short protrusions are relatively sta-
ble compared to longer protrusions but that long filopodia frequently extend from 
these shorter lamellopodia-like protrusions (Kasioulis et al., 2022). Therefore it may 
be the case that considering the dynamics of these protrusions over time completely 
changes the interpretation of the snapshot data, as protrusions that transiently but 
frequently contact distal cells may contribute significantly to Notch signalling.

This also highlights the question of where and when cells transfer most of the sig-
nalling, whether it is largely through the main cell membrane or through protrusions. 
This has implications for the modelling in Chapter 4 which found that in order for 
clusters of HES5 expression to form, more Notch activation has to occur at distal 
cells than at proximal neighbours. It was discussed in Chapter 4 that three possi-
ble ways in which more Notch activation may occur between distal cells is through 
higher diffusion rates of Notch/Delta in the protrusions, protrusion movement me-
chanically stimulating Notch activation (Hunter et al., 2019), or through cis-inhibition 
being higher at the main cell membrane (Hadjivasiliou et al., 2016; Khait et al., 2016). 
Additionally, Dll1 has been shown to exhibit discrete pulses of activity which is in 
contrast to other ligands like Dll4 which activate Notch in a sustained manner, and 
so in this way, transient protrusions contacts may be able to deliver significant amounts 
of Notch signalling via bursts of activation (Nandagopal et al., 2018).
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The punctate expression observed in the Dll1 immunostainings may indicate such 
sites of high/pulsatile activation, but ultimately the data only indicates the possi-
bility that protrusions can activate Notch in other cells. To clarify further whether 
Dll1 activates signalling in neighbouring cells, methods such as a proximity ligand as-
say (Alam, 2018) could be utilised to identify the extent to which Dll1 binds Notch1 
in the protrusions versus the main cell membrane. Further, Notch1 immunostaining 
could be carried out on the Sox2CreERT2+/- mTmG+/- cryosections to identify if 
Notch1 is also expressed in protrusions and this would indicate whether protrusions 
are also capable of receiving Notch signals from other cells.

Consideration of where along the AB axis signalling is occurring is important too. 
The study by Hatakeyama et al. found a bias for Notch1 and Dll1 to be expressed 
towards the apical region of mouse cortex neuroepithelia, and that NICD is trans-
ported from the apical endfeet towards the nucleus of the cell (Hatakeyama et al., 
2014). Presenilin 1 and 2, which are catalytic subunits of the 𝛾-secretase enzyme 
which is required for cleaving and activating Notch are also found to be localised 
to the apical endfeet (Banda et al., 2015; Hatakeyama et al., 2014). These studies 
strongly suggest that the majority of Notch signalling in neural progenitor cells oc-
curs at the apical endfeet of RG cells. This potential spatial bias would be an im-
portant consideration in any future modelling work as this affects the number of sig-
nalling neighbours and the likelihood of protrusional contact.

While the observations as a whole indicate that protrusions may well be capable of 
extending the signalling distance between cells in the neuroepithelium, the extent to 
which they are involved in the HES5 pattern remains unclear. The key future exper-
iment here will be to inhibit the formation of these protrusions and observe how the 
HES5 pattern is affected. If protrusions are responsible for cluster formation, then 
inhibiting protrusions would be expected to either result in a 2-cell periodic pattern 
rather than 3-4 cells due to the fact that cells would only be signalling via proximal 
interactions, or that the pattern would cease entirely if proximal Notch signalling 
alone is not sufficient to generate a pattern.
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5.3 Methods

5.3.1 Mosaic membrane marking of progenitor cells using Sox2CreERT2 mTmG 

system

To make the tamoxifen-inducible mouse system, the following mice were ordered from 
The Jackson Laboratory (JAX) and crossed: Strain number – 007676 – (B6.129(Cg)-
Gt(ROSA)26Sortm4(ACTB-tdTomato,-eGFP)Luo/J homozygous. Strain number – 017593 - 
B6;129S-Sox2tm1(cre/ERT2)Hoch/J heterozygous.

Pregnant mice were injected intra-peritoneally with either 250𝜇g or 125𝜇g of tamox-
ifen in 100ul of corn oil 15-20h before harvesting the embryos at E10.5. Screening for 
the correct phenotype of tdTomato expressing embryos with mosaic eGFP expres-
sion in neural progenitors was done by separating heads from trunks, dissociating the 
neural cells from the head by pipetting up and down in PBS, and then identifying 
embryos which had both red and green fluorescent cells. Positive phenotype trunks 
were then fixed and cryosectioned as described in the Methods §5.3.2.

5.3.2 Cryosection preparation and immunostaining

Preparation of the cryosections for imaging was as follows and adapted from the meth-
ods in (Wiszniak & Schwarz, 2019): Embryos were fixed in 4% paraformaldehyde 
for 1h at 4°C, washed 3 times in PBS at 4°C, left at 4°C in 20% sucrose overnight, 
and then embedded in OCT compound for cryosectioning. Sections between 20-40𝜇m 
were cut and placed on superfrost slides.

Sections were washed twice with PBS. Sections were then blocked in 10% Dako serum-
free blocking reagent for 15 minutes followed by incubation in primary antibody for 
2h at room temperature or overnight at 4°C (in blocking reagent). Sections were washed 
3×10 minute PBS + 0.05% Tween-20 washes. Fluorescent Alexafluor-conjugated sec-
ondary antibodies were incubated for 1 h at room temperature. Sections were washed 
3×10 minute PBS + 0.05% Tween-20, then incubated with DAPI in PBS 5-15 min-
utes. Sections were washed twice with PBS and a final wash with H2O. Movial was 
added to the sections and a coverslip was placed over them, followed by incubation 
at 37°C for 1h. Primary antibody: sheep anti-DLL1, 1:100 (RD Systems AF5026). 
Secondary antibody: Alexafluor 647 anti-sheep, 1:500.
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5.3.3 Measurment of cell widths and protrusion lengths

The measurement tool in Imaris was used to determine the width of apical endfeet, 
processes, and cell bodies. For apical endfeet, the widest part of the endfoot bulge 
in the AB direction was measured. The width of processes varies along the AB axis, 
and so multiple measurements were made at intervals of roughly every 10𝜇m along 
the AB axis, meaning each cell contributed multiple process width measurements 
to the data set. Measurements were only made of processes that were clearly from a 
single cell. Finally, the cell body width was measured again at the widest point par-
allel to the AB axis.

5.3.4 Measuring protrusion length

The filament tool was utilised in Imaris in a semi-automatic way whereby automatic 
filament tracking was skipped and instead the beginning and end point of the pro-
trusion were defined manually and then the software identified the path of brightest 
pixels between those two points. This method worked well for sufficiently bright pro-
trusions.
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Chapter 6

General discussion

6.1 Introduction

The work presented here focussed on the pattern of HES5 expression in the devel-
oping mouse neural tube; a system which depends on Notch signalling for control-
ling differentiation during neurogenesis. Early modelling of Notch-Delta lateral in-
hibition focussed mainly on what happens in tissues where steady-state spatial pat-
terns form (Collier et al., 1996). Developmental tissues where steady-state Notch 
patterns emerge include drosophila sensory bristle cells and inner ear basilar papilla 
where fine-grained, non-clustered, and stationary patterns of differentiating arise (De
Joussineau et al., 2003; Goodyear & Richardson, 1997). In contrast, the spatial pat-
tern of HES5 in the developing neural tube presents as clusters of similarly express-
ing cells which rather than reaching a steady-state pattern, continually switch be-
tween higher and lower expression over time. In the context of Notch signalling and 
neural development, three key questions emerged around the observed HES5 pattern: 
how are clusters of HES5 formed, what generates the long-term switching dynamic, 
and what is the functional role of a dynamic spatial pattern? This general discus-
sion section is split into three sections that address each of the three questions above, 
summarising the findings and how these results can be interpreted in the wider con-
text of the literature, as well as potential areas of focus for future work.

6.2 How are clusters formed?

6.2.1 Summary of findings

In the Notch signalling literature, a plethora of models have been generated since the 
study by Collier et al. (Collier et al., 1996). Of particular relevance to the HES5 pat-
tern, which exhibits longer spatial periodicity than the Collier et al. model, are mod-
els that explore the role of protrusions in extending Notch signalling distance (Bajpai 
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et al., 2021; Hadjivasiliou et al., 2016; Vasilopoulos & Painter, 2016). These models 
generally distinguish between immediate cell body contacts and protrusion contacts, 
and in Chapter 4, a similar approach was implemented in a HES5-specific model. By 
extending the signalling distance to just beyond immediate neighbours, cell periodic-
ities of 3-4 cells were obtained which match the observed HES5 spatial period. Addi-
tionally, clusters of expression only formed when more signalling occurred in protru-
sion contacts compared to cell-body contacts.

Motivated by these modelling results, Chapter 5 began experimental explorations 
into whether protrusions exist in the mouse neural tube and whether they can ac-
count for extending Notch signalling distance. Through mosaic membrane labelling, 
protrusions were found to be present throughout the neural tube and various exam-
ples of protrusions extending contact distance between cells were found. Additionally, 
immunostaining for Dll1 indicated that protrusions are likely capable of transducing 
Notch signals.

6.2.2 Interpretation and future work

An interesting result from the modelling is that if protrusions are to account for a 
clustered spatial pattern, then protrusions need to transduce Notch signalling more 
efficiently than cell-body contacts. Given that protrusions have a much smaller sur-
face area than the cell body, it initially seems unlikely that protrusions would trans-
duce more signalling, but there are several conditions under which this would be pos-
sible. The first is the case when Notch/Delta is actively transported to or within 
the protrusions and not in the cell body. One study found that the diffusion rate of 
Notch/Delta is sufficiently higher in protrusions than in the cell body which has a 
much larger surface area. As a result, modelling suggested that Notch/Delta is able 
to replenish more quickly in protrusions and result in higher signalling rates relative 
to the cell body (Khait et al., 2016). A second possibility is that the dynamic nature 
of the protrusions actively extending and retracting may enable additional mechani-
cal force that is required for Notch activation and increase the number of Notch ac-
tivations in protrusions relative to the cell body (Hunter et al., 2019). Third, differ-
ences in cis/trans signalling in the cell body versus protrusions may enable protru-
sion signalling to be relatively more efficient, but exactly how such a difference would 
be set up has not been explored explicitly in the literature.

Outside of HES5 signalling, the general question of where and when Notch signalling 
occurs in a given system is a deceptively hard question to address. The complexity 
comes from the bidirectional nature of Notch signalling, the balance of cis versus 
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trans signalling, cell movement, and cell morphology, all of which make it hard to 
tease apart the influence of one cell on another within a population of cells (Baek et
al., 2018). One potential way to explore the extent to which protrusions versus cell 
body contacts signal Notch could be through methods such as proximity ligand as-
says which in combination with the mTmG system described in Chapter 5 would flu-
orescently pinpoint areas of the membrane where Notch and Delta are bound to each 
other (Alam, 2018). While this would indicate differences in the amount of Notch 
binding between protrusions and the cell body, this would be restricted to snapshot 
images and would not indicate the amount of activation (NICD cleavage) that is oc-
curring at each site. Systems like synthetic Notch could be used to gain insight into 
the extent that protrusion contacts activate Notch signalling as this synthetic ap-
proach severs the bidirectional feedback of Notch signalling into two types of cells, 
senders and receivers, making it easier to determine when cell-cell contact occurs 
and the extent to which it is activating Notch (Khamaisi et al., 2022; Malaguti et al., 
2022; Morsut et al., 2016).

While the current experimental work presented in this thesis indicates that protru-
sions may indeed be able to extend Notch signalling distance, a functional experi-
ment to show its involvement in generating the HES5 spatial pattern remains to be 
carried out. To address this, future work should focus on inhibiting the formation 
of protrusions to see if it results in a significant change to the HES5 spatial pattern. 
Latrunculin A is one potential way of inhibiting protrusion formation as it sequesters 
actin monomers and therefore inhibits the formation of actin filaments which are re-
quired for filopodia formation (Fujiwara et al., 2018). However, if this is found to not 
be specific enough to just filopodia at low concentrations, then more specific genetic 
modifications like the WAVE1 mutant work carried out in (Kasioulis et al., 2022) 
would need to be done.

6.3 What generates the long-term switching dynamic?

6.3.1 Summary of findings

The second aspect of the data that needed to be accounted for was the long-term 
switching of clusters between higher and lower HES5 expression. Particularly rele-
vant models in the literature are ones that look at antiphase Hes oscillations (Momiji 
& Monk, 2009; Pfeuty, 2022; Tiedemann et al., 2017). In these models, Notch pat-
terns are made dynamic by the presence of the autonomous Hes oscillations. How-
ever, the observations of the HES5 dynamics presented in Chapter 2 showed that 
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long-term switching dynamics do not come from antiphase autonomous HES5 oscilla-
tions, but rather the autonomous HES5 dynamics are nested within the longer-term, 
larger-amplitude switching behaviour and so the dynamic switching is a novel obser-
vation.

This motivated the exploration of how stationary Notch/Hes patterns can be made 
to dynamically switch over time. A travelling wave hypothesis was explored in Chap-
ter 3 and while this model could generate dynamic spatial patterns, they were not 
of the type observed in the data and so this hypothesis was ruled out. Chapter 4 ex-
plored an alternative mechanism based on the behaviour of differentiating cells in the 
neural tube and their altered Notch signalling. Based on evidence from various stud-
ies (Baek et al., 2018; Hatakeyama et al., 2014; Yoon et al., 2008), this mechanism 
put forward the idea that differentiating cells act to perturb cells in low-expression 
states into high-expressing states; this was implemented in a mathematical model 
which faithfully reproduced the nested autonomous HES5 dynamics within a larger-
amplitude switching behaviour.

6.3.2 Interpretation and future work

The idea that differentiating cells would change their Notch signalling is based on the 
fact that prospective neurons are expected to increase their ability to trans-activate 
Notch on contacting cells due to increased expression of Mindbomb1 (Baek et al., 
2018; Yoon et al., 2008) and they also increase Dll1 expression (Hatakeyama et al., 
2014). While this modelling has high explanatory power, the next step is to exper-
imentally test if the modelling assumptions underly the switching behaviour in the 
tissue. To test whether this altered Notch signalling plays a significant role in neural 
progenitors, HES5 levels could readily be tested in a system that reports both HES5 
expression as well as a marker that indicates the early onset of differentiation, such 
as Ngn2 or another proneural gene downstream of Hes5.

An ideal system for this would be one where neighbouring/contacting cells are easily 
identifiable and cell movement is restricted. 2D cell cultures are convenient but neu-
ral stem cells tend to migrate quickly in such an environment, and tend to actively 
change shape and length, making it hard to determine neighbours over a sustained 
period of time. Either a micropatterned plate that restricts movement or culturing 
cells as neurospheres, where cells are much more restricted in their movement, would 
be an ideal setup to observe how differentiating cells affect HES5 expression in neigh-
bouring cells. Within these cultured approaches, either expression of proneural genes 
could be induced through a differentiation protocol from embryonic stem cells (Gouti 
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et al., 2014), or proneural gene expression could be induced in a neural stem cell cul-
ture with electroporation of a Tet-On system (T Das et al., 2016) that expresses a 
proneural gene along with a fluorescent tag.

To test the extent that differentiating cells affect neighbouring HES5 levels, func-
tional experiments would require an in vivo set-up where the ability of differentiating 
cells to signal Notch can be altered. This could be achieved, for example, by condi-
tionally inhibiting transcription of Mindbomb1 with small interfering RNA sequences 
in cells that express early differentiation markers. An absence of Mindbomb1 would 
inhibit the ability of these cells to trans-activate Notch.

As discussed in Chapter 4 the perturbation algorithm is general enough to accom-
modate other possible biological mechanisms that might perturb the pattern, and so 
other potential candidates that could reasonably cause perturbations in the neural 
tube HES5 pattern is the cell cycle (Olivera-Martinez et al., 2014; Sabherwal et al., 
2021), interkinetic nuclear migration (Spear & Erickson, 2012), the dynamic exten-
sion and retraction of protrusions (Kasioulis et al., 2022), and the pulsatile dynamics 
of Dll1 (Nandagopal et al., 2018).

6.4 What is the function of the dynamic spatial pattern?

Summary of findings

From the two models in Chapter 2 and 4, two functional roles were associated with 
different aspects of the pattern. In Chapter 2 the model predicted a lower rate of dif-
ferentiation when the system locally synchronised compared to when salt and pepper 
patterns formed at stronger coupling strengths. This change in predicted differentia-
tion rate was due to the fact that as a coupling strength increases, the cell-cell con-
centration difference increases, and therefore more cells are below the differentiation 
threshold. Within the HES5 expression domain, the pMN domain exhibits a higher 
rate of differentiation, and experimental analysis showed that the pMN region follows 
the predicted increase in cell-cell concentration difference along with a shorter spatial 
period compared to the p0-p2 domains where clustered expression occurs. Therefore 
the modelling suggests that variations in coupling strength may account for the vari-
ation in differentiation rate across the HES5 expression domain.

What then is the functional advantage of a dynamic spatial pattern over one that 
is stationary? This was explored with the model in Chapter 4, which recapitulated 
many aspects of the HES5 pattern. Again, from the angle of differentiation, it was 
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found that the main difference between stationary and dynamic spatial patterns is 
in how differentiating cells are distributed spatiotemporally, with the stationary pat-
tern producing hotspots of differentiation, and the dynamic pattern alternating the 
locations at which differentiation events occurred, leading to a more uniform spatial 
distribution of differentiating cells over time.

6.4.1 Interpretation and future work

As mentioned, stationary Notch patterns result in hotspots of differentiation, which 
is appropriate for a system like Drosophila sensory bristle cells (De Joussineau et al., 
2003) and inner ear basilar papilla (Goodyear & Richardson, 1997) where one round 
of differentiation across the tissue results in a regularly spaced pattern of specialised 
cells. In contrast, neurogenesis is a process where many rounds of differentiation take 
place, which is how a vast number of neuronal cells are generated from a relatively 
small population of progenitor cells, and the balance of these two populations of cells 
is maintained by Notch signalling. Given this key homeostatic function of Notch in 
neurogenesis, does the presence of a dynamically switching spatial pattern add any 
additional functional role or is it just a byproduct of the fact Notch is being used for 
homeostatic purposes?

The modelling suggests a potential role could be in ensuring cells are distributed evenly 
in space. In another study, the production of neurons in the anterior-posterior di-
rection in the neural tube has been found to proceed in a very similar way to the 
modelling prediction whereby recently differentiated neurons transiently inhibit fur-
ther differentiation in the area they were produced, and subsequent neurons appear 
in the gaps between them (Hadjivasiliou et al., 2019). Another potential role of the 
dynamic spatial pattern is that it may help achieve a steady rate of differentiation 
by ensuring a fraction of the population is always expressing low HES5 and therefore 
primed for differentiation. In future work, if differentiating cells are found to be the 
cause of dynamic switching, then modifying the Notch signalling in differentiating 
cells would be one way to test the specific function of dynamic versus stationary pat-
terning. Comparing the distribution of Ngn2 in a stationary versus dynamic HES5 
patterned tissue would be one way of testing the modelling prediction that dynamic 
switching spreads out differentiation. Further to that, the distribution of the neurons 
as they migrate out of the neural tube would be a definitive way to test the develop-
mental importance of dynamic switching.

Finally, given that the longer-term switching in Chapter 4 was found to largely de-
termine where cells differentiate in the model, it leaves an open question as to what 
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role the smaller-amplitude ultradian oscillations play in the differentiation process. 
Ultradian oscillations have been shown to control transitions from quiescent to prolif-
erative states (Marinopoulou et al., 2021; Sueda et al., 2019), and are more likely to 
be oscillating in differentiating cells (Manning et al., 2019). When Hes1 oscillations 
are dampened, proliferation is reduced and cell death is increased (Ochi et al., 2020). 
Therefore the oscillations play an important regulatory role in differentiation, but as 
of now, it is unclear how this fits into the modelling and may indicate a limitation of 
its descriptive power.

One area of the modelling that could be explored in relation to this is the implemen-
tation of the differentiation algorithm. Currently, it is a level-based approach that 
increases the differentiation probability the further below a threshold a cell’s HES5 
level drops. This means that in most simulations, it is largely the differentiation-
based perturbations that drive the switching above and below this threshold, but it 
is not known if this is the case in reality. For example, the threshold could be much 
lower, and switching to a low state may bring cells just within reach of the differen-
tiation threshold, and subsequent ultradian oscillations may enable the cell to dip 
below the threshold and therefore play an important role in this way. Future work 
would require monitoring of HES5 and a downstream proneural gene in order to es-
tablish an accurate picture of how HES5 dynamics are interpreted by downstream 
proneural genes.

6.5 Overall conclusion

This work presented a unique dynamic pattern of HES5 expression observed in the 
developing mouse neural tube, and this brought into question how the observed dy-
namic pattern forms and what developmental function it plays.

Through computational modelling, it was found that the known Notch-Hes5 inter-
actions are insufficient to explain all aspects of the data. This then led to the incor-
poration of other biologically pertinent mechanisms to extend the model, which re-
sulted in a novel modelling study whereby cells are able to switch between the two 
steady-state HES5 expression levels set up by Notch lateral inhibition due to the 
presence of differentiating cells that perturb Notch signalling in the cells they con-
tact. The functional role of these dynamic transitions was suggested to be a combi-
nation of enabling optimal differentiation rates alongside being able to spatially dis-
tribute differentiating cells along the dorsal-ventral axis. Experimental work is now 
needed to test the modelling assumptions and predictions.
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Overall this work highlights the importance of considering how cell-cell signalling 
changes over time, where cells spatially contact and signal to each other, and how 
both of these feed back into the developmental process of differentiation. While much 
work has been carried out in the field of Notch signalling in the developing neural 
tube, there remain many open questions and exciting avenues of exploration in re-
gard to understanding the intricate and robust coordination that takes place in spinal 
cord development.
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