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Abstract 

The upstream oil and gas industry, which identifies and produces oil and gas, is essential 

for the generation of energy. This sector has a fragmented pattern of activities and uses 

real-time information and accurate results for faster and more accurate decision making. 

Cloud computing offers information technology (IT) services via the internet and the 

technology offers several benefits such as flexibility, scalability, cost reduction, real-time 

information, monitoring, collaboration and timely interpretation of exploration and 

production data. However, the cloud has not yet penetrated the upstream oil and gas 

sector. Generally, the adoption of cloud computing in the oil and gas industry is less 

discussed in academia, let alone the upstream oil and gas sector. This research aims to 

study the adoption of cloud computing in the upstream oil and gas industry, particularly 

in Nigeria, which is an emerging economy. The decision to adopt cloud computing for 

exploration, drilling and production is a complex process. A major outcome of the 

research is the development of a model consisting of factors influencing decision to adopt 

cloud technology in the upstream oil and gas sector. In addition, the study develops a 

prototype decision support system (DSS) based on analytical hierarchy process (AHP) 

which enables decision makers to select an appropriate cloud service model. The 

developed prototype DSS is described in appendix A. 

This research adopted a mixed method approach comprising of semi-structured 

interview which was used to collect qualitative data using NVivo 11 software, and a 

questionnaire survey which was used to collect quantitative data which was analysed 

using the Analysis of a Moment Structures (AMOS) based structural equation modelling 

technique. 

The findings of this research confirmed the significant factors for cloud computing 

adoption for exploration, drilling and production activities. This research has both 

theoretical and practical implications which reinforce the need for cloud technology 

adoption in the upstream oil and gas sector. In addition, using the research findings to 

develop a prototype Decision Support System (DSS) is innovative and would be useful to 

the Nigerian government, cloud service providers and the upstream oil and gas sector. 

Finally, the study makes recommendations for upstream O&G based on the findings of 

the study. 
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CHAPTER 1 INTRODUCTION 

1.1 Background  

Cloud computing is a paradigm that offers IT services such as storage, network and 

processing power via the internet (Oliveira, Thomas and Espadanal, 2014). 

Computational resources are delivered as a service rather than a product (Wilson, 

Khazaej and Hirsch, 2016). In other words, users only pay for what they use, just like 

utilities. They can also demand extra computational resources. In the early 1960s, John 

McCarthy forecast computing resources to be provided as a utility. Since then, several 

computing paradigms have been developed in different forms to support public service. 

However, none has succeeded as much as cloud technology, due to inadequate internet 

for public access and the need for high-speed processing capacity. Even before the advent 

of cloud technology, IT technologies such as web 2.0 and virtualisation were already in 

existence (Lawan, Oduoza and Buckley, 2020). The cloud basically merges part of the 

capabilities of both technologies to form the cloud environment (Jeffery and Neidecker-

Lutz, 2010). 

Cloud technology gained popularity in 2007 when IBM and Google announced their 

collaboration. Since then, the level of adoption has increased significantly. Cloud 

computing is considered one of the most effective technologies in terms of data storage, 

communication and networking solutions (Almascati and Albadi, 2016). Oliveira, Thomas 

and Espadanal (2014) stated that cloud computing has unique capabilities, such as 

measured service, rapid elasticity, resource pooling, broad network access, and on-

demand self-service. The technology is desirable for organisations due to its numerous 

benefits, including high-performance capabilities, low entry costs, ubiquitous access, 

flexibility, availability and scalability (Rusitschka, Eger and Gerdes, 2010). 

Several organisations are transforming by adopting cloud technology according to 

their needs. Forward-looking chief information officers see the technology as a catalyst 

for higher performance and more robust computing power and expect it to become the 

standard IT infrastructure in years to come (Right scale, 2019). According to Ganapathy-

Wallace (2017) the manufacturing industry has partially moved towards the cloud to 

accelerate productivity, save costs and improve operational efficiency. For example, IBM 
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has developed a cloud platform called ‘IBM Watson IOT’, which balances data in the 

manufacturing process to improve their business (IBM, 2017; Lawan, Oduoza and 

Buckley, 2020). Similarly, Siemens has the Mindsphere cloud platform, which connects 

digital data, production facilities and physical products to enable faster and more efficient 

finished products (Siemens, 2017; Lawan, Oduoza and Buckley, 2020). The education 

sector is a major adopter of the cloud. For example, the European Union has implemented 

cloud E-learning to improve the skills of teachers in Mechatronics across the EU (Chao et 

al., 2015). The scientific research team at the University of Leicester has also applied 

cloud computing to the scientific research process to achieve significant cost-saving and 

excellent efficiency (Subhalakshmipriya and Tamililarasi, 2014). 

The health sector is another major adopter of the cloud, for the purpose of achieving 

an automatic and integrated data exchange system (Lian, Yen and Wang, 2014). Microsoft 

Europe has applied the technology in Italy’s largest paediatric treatment and research 

centre to reduce cost and improve the quality of patient care (Lian, Yen and Wang, 2014). 

In the agricultural sector, a cloud platform known as cloud agricultural information 

resources (CAIR) provides farmers with real-time agricultural information, which helps 

increase efficiency and reduce operating costs. 

The future of the energy sector is data driven and digital. In the renewable energy 

sector, Origin, a leading energy company has partnered with Contino solutions to 

leverage the benefits of cloud technology. Nuclear energy sector has also made a step 

towards cloud technology. Exelon Generation, the largest nuclear operator in the U.S., has 

teamed up with GE Hitachi to develop Predix Cloud, an Internet of Things (IoT) digital 

solution that manages and analyses vast volumes of data streamed from multiple sensors 

monitoring multiple assets located around the plant. The technology is already being 

used to provide predictive assessments of key power plant components such as turbines, 

in order to improve decision-making and reduce costs. 

Depending on several factors, the adoption of cloud services varies from one country 

or sector to another. For example, cloud technology benefits the upstream oil and gas 

industry in many ways. However, the technology has not yet fully penetrated the industry 

(Perrons, Robert and Jansen, 2015). According to Accenture's 2019 upstream digital 

technology survey, <45% of mainstream upstream oil and gas companies are using cloud 
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technology (Accenture, 2019). Although some major players in the upstream oil and gas 

sector have made a moderate move into the cloud, mostly as private cloud (Perrons, 

Robert and Hems, 2013), or in some cases, combining hybrid cloud with in-house IT 

(Gang et al., 2021). This indicates how cautious the industry is about cloud adoption. 

However, with the numerous benefits offered by cloud technology, the move towards 

cloud technology is inevitable in the upstream oil and gas industry (Accenture, 2019). 

1.2 Problem Statement 

The upstream oil and gas industry, also known as the exploration and production sector, 

identifies and produces oil and natural gas (Ponmani, Nagarajan and Sangwai, 2013). 

Activities in this sector include exploration, drilling, and production. The industry is 

essential in the generation of energy. Almost every organisation and individual depend 

on products from the industry to keep operations and activities running. The upstream 

O&G sector has a fragmented pattern of activities due to remoteness of oil and gas 

exploration fields and the need for centralised decision making. There is the existence of 

disconnected processes, disjointed efforts, and wastage of resources. Consequently, these 

raises an alarm for a sustainable, coherent, and efficient technology solution. Cloud 

computing provides a point solution to almost all the key area of the industry, including 

remote operation, connected operations, data and analytics, environmental impact etc. 

Exploratory services in the upstream O&G sector are heavily dependent on crunching 

and calculations. On average, there are 80000 sensors on a modern offshore drilling 

platform generating data amounting to 10TB/day (Crooks, 2018). To store and manage 

this data on-premises requires data infrastructure translating into capital investment 

both in procurement, maintenance, upgrade, and IT staffs. Cloud technology helps reduce 

this cost significantly as the companies pay for the data storage space they occupy instead 

of raising an infrastructure to accommodate future needs. Virtual storage capabilities are 

much more cost-efficient, scalable, and flexible. Moving data to the cloud also helps 

upstream O&G companies to reduce latency, downtime and gain real-time access to 

consolidated and coherent data for performing analytics and drawing insights for faster 

decision making. 
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A cloud-based eco-system provides scalability and flexibility to collect data from digital 

oilfields. It also helps in connecting the processes and equipment through internet of 

things (IOT), and at the same time, provides an agile environment for data management. 

Cloud computing in the upstream O&G industry facilitates the adoption of other valuable 

time, money, and energy saving technologies such as artificial intelligence and machine 

learning (Gang et al., 2021). A compelling example of cloud-enabling a base for digital 

oilfield is that Total and Google have signed an agreement to use artificial intelligence in 

the upstream O&G sector and build a solution that can be applied to subsurface data 

analysis and automate the analysis of technical document.  

As per BAIN consulting report, effective analyses of the data generated in the upstream 

O&G companies can help in improving the production by 6-8%. Cloud computing enables 

upstream O&G companies to store their data in a structured and coherent manner for 

depth data analyses (Natkar, 2016). This analysis of various parameters such as 

personnel performance, operational parameters, equipment performance, temperature 

and weather data, geological data, etc., provides actionable insights to personnel across 

the departments. These insights not only help the upstream O&G company to mitigate 

risks and optimise profits but also helps to plan effective operational strategies for the 

future. 

The most significant benefit of the cloud computing is its ability to provide flexibility 

and scalability to adapt to the storage needs of the upstream O&G company with agility 

and speed (VanRijmenam, 2015). Cloud storage offers the capability to quickly scale up 

to accommodate the data demands of new exploration site and scale down when 

particular site stops production. 

Upstream O&G companies are under constant pressure to reduce their carbon dioxide 

and other greenhouse gases. Virtualisation can increase server efficiency significantly, 

which, in turn, leads to less consumption of energy and electricity. Servers are used more 

efficiently in cloud computing using less energy. Artificial intelligence in the upstream 

O&G industry uses the voluminous data accessible over the cloud from diverse sources to 

predict solutions to problems, thus, increasing global productivity and lowering carbon 

and other potent greenhouse emissions (Gang et al., 2021).  
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Despite the numerous benefits of cloud computing, the technology has not fully 

penetrated the upstream oil and gas industry. Only a few upstream oil and gas 

organisations have moved to the cloud (Accenture, 2019). The adoption rate is generally 

low, with reluctance to adopt the technology in developing countries. The adoption of 

cloud technology has been studied in different areas (Alsanea, Barth and Griffith, 2014; 

Alkhater, Wills and Walters, 2015; Albugmi, Wills and Walters, 2016; Alhammadi, Stanier 

and Stanier, 2015; Wilson, Khazaej and Hirsch, 2016). However, the adoption of cloud 

computing in the oil and gas industry is less discussed in the literature, particularly in the 

upstream oil and gas sector. This study aims to help the industry adopt cloud computing 

by developing a model of factors influencing the decision to adopt cloud services. 

Furthermore, it develops a prototype decision support system. 

There is a view that fossil fuel is a problem to the environment and climate change. For 

instance, Wood and Roelich (2019); and Soeder (2021) discussed the impact of fossil fuel 

to climate change. However, the technology for renewable energy such as solar and 

storage has not been developed sufficiently for commercialisation especially for vehicles 

and related machinery. Thus, fossil fuel will continue to be relevant for many years as a 

stopgap to renewable energy resources. Consequently, cloud technology will assist the 

initiative to facilitate the sourcing of oil and gas for energy consumption in the 

foreseeable future.  
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1.3 Research Aim and Objectives  

The adoption of cloud computing in the upstream oil and gas sector is low, especially in 

developing countries. Moving to cloud technology depends on several salient factors that 

influence adoption. This research aims to develop a model of factors that influence the 

adoption of cloud computing in the upstream oil and gas industry. The objectives of this 

study, therefore, are to: 

• Identify the factors that may influence adoption of cloud computing in the 

upstream oil and gas industry. 

• Develop a conceptual model for the adoption of cloud computing in the upstream 

oil and gas industry. 

• Test the model to explore the factors that support or discourage adoption in the 

industry. 

• Develop a prototype decision support system for the upstream oil and gas sector. 

1.4 Research Questions 

Developing a research question is simply looking at a problem and forming a question 

about it. The research questions formulated for this research are as follows: 

• What are the different cloud computing applications in upstream oil and gas 

operations? 

• What factors influence decision to adopt cloud computing technology in the 

upstream oil and gas industry? 

• What is the relationship between these factors and the industry’s intention to 

adopt cloud services? 
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1.5 Research Scope and Focus 

The focus of this research is to study the adoption of cloud computing at organisational 

level especially in the upstream oil and gas sector. For this reason, the research considers 

all the necessary factors that will affect cloud adoption in the sector. The Nigerian 

upstream oil and gas industry has been selected as the subject case of this study.  

1.6 Significance of the Study 

The upstream oil and gas sector spends huge sums of money to acquire information and 

communication technologies. Deploying these technologies is necessary to deal with the 

challenges that exploration and production activities present. As oil prices depreciate, the 

industry needs to fully move to sustainable technologies. However, a deep understanding 

of these technologies is essential before making a move. 

The industry has not fully understood cloud computing technology. This is one reason 

why adoption has not been optimised. Empirical information about the technology is 

needed to improve awareness. All existing studies have focused on other sectors, while 

none has been conducted on the upstream oil and gas sector. The adoption of cloud 

computing could be affected by a variety of factors. It is necessary to identify these factors 

and challenges, in order to develop an appropriate conceptual model to drive the 

adoption of cloud technology. A better understanding of these factors will be possible 

using the model. 

The study is significant for several reasons. First, it will allow the upstream oil and gas 

sector understand the factors that affect the adoption of cloud technology. Secondly, it 

provides a prototype decision support system that will guide the industry to adopt cloud 

services. Thirdly, it fills the gap existing in studies on the industry. Fourthly, the study 

will add to existing knowledge in the field of cloud adoption. 
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1.7 Organisation of Thesis 

This thesis is organised and presented in eight (8) chapters which are associated and 

complement each other. The chapters are outlined as follows: 

Chapter 1 Introduction 

Chapter 1 discusses the gap in the existing literature and the significance of the research. 

In addition, the research problem is outlined. Furthermore, it presents the aim, objectives 

and research questions.  

Chapter 2 Literature Review 

Chapter 2 contains an extensive literature review, focusing on the background and basics 

of cloud computing, its application in different sectors, strengths and weaknesses. The 

chapter also discusses the oil and gas industry in general, the upstream oil and gas sector, 

ICT technologies, and the challenges and benefits of cloud services in the upstream oil 

and gas industry. Furthermore, the chapter reviews previous studies on factors affecting 

cloud computing adoption in organisations. Finally, this chapter identifies the research 

gap and presents the rationale for focusing on the upstream oil and gas sector. 

Chapter 3 Conceptual Model 

Chapter 3 discusses technology adoption theories, leading to a proposed conceptual 

model consisting of factors that could affect cloud computing adoption in the upstream 

oil and gas industry. 

Chapter 4 Research Methodology 

Chapter 4 provides an overview of the research methodology and techniques applied in 

this research. It begins with a discussion of research philosophy and the justification for 

choosing positivist philosophy. Then, it presents the research methodology and the 

reasons for selecting a mixed-method approach in a positivist paradigm. The purpose and 

process of this research were also explained with the associated data analyses 

procedures. It discusses the qualitative and quantitative methods adopted for this study. 

Furthermore, it discusses a step-by-step development of the prototype cloud computing 
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adoption decision support system for the upstream oil and gas sector. Finally, the chapter 

concludes by highlighting the ethics and ethical approval required before data collection. 

Chapter 5 Data Collection, and Analysis of Interview Data 

Chapter 5 presents the findings of the semi-structured interview conducted with 11 

experts from different upstream oil and gas organisations in Nigeria. A qualitative 

approach was used to review the initial model presented in chapter 3 and explore other 

factors specific to the study area. Using NVivo 11 software, content analyses were utilised 

to analyse the interview data. The results of this study were used to improve the 

preliminary model.  

Chapter 6 Quantitative Data Analysis 

The chapter also presents the findings of the survey conducted to evaluate the cloud 

computing adoption model. Using the analysis of a Moment Structures (AMOS) software, 

structural equation modelling (SEM) method was applied to analyse the quantitative 

data. Finally, the chapter presents a summary of the assessment of the research 

hypotheses. 

Chapter 7 Discussions and Research Synthesis 

Chapter 6 discusses the findings from the data analysis of both qualitative and 

quantitative data and implications of the research findings. More specifically, the 

discussions are centred on practical and theoretical viewpoints. 

Chapter 8 Research Conclusions and Future Direction 

Chapter 8 provides overall conclusions of the research as well as theoretical and practical 

contributions. The research limitations, recommendations, and future directions are also 

presented in this chapter.  

Figure 1.1 illustrates a summary of the thesis structure.  
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Chapter 1

Chapter 3

Chapter 2

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Structure

Chapter 8

Description

Introduction
• Establish the research problem

Literature Review 
• Cloud computing technology
• Upstream oil and gas industry
• Factors affecting cloud computing adoption in organisations
• Discussion about the existing gap

Conceptual Model
• Technology adoption theories
• Proposed conceptual model

Research Methodology
• Details of the methodology

Data Collection and Analysis of Interview Data
• Analysis of the interview

Quantitative Data Analysis
• Preliminary data analysis of the survey using SPSS

• Analysis of the survey data using Analysis of a Moment Structure

Discussion and Research Synthesis
• Discussion of the findings

Conclusion
• Overview of the research and future direction

Determines the research 
objectives and questions

Discusses relevant literature. 
Also provides the research 
subject and rationale of the 

study.

Proposes the preliminary model

Presents the methodology 
adopted for this research 

Presents the contextualised and 
improved model

Presents the data and data 
analysis of the survey

Provides the interpretations of 
the research findings

Finalises the thesis and proposes 
the future works

Output

 

Figure 1.1: Thesis structure 
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1.8 Summary 

This chapter has presented the background and scope of the present study. In addition, it 

presented a discussion of the gap in the existing literature and the significance of the 

research. Furthermore, the research problem which inspires the study is discussed. 

Moreover, it presents the aim, objectives and research questions. Finally, it presents the 

structure of the thesis. 
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CHAPTER 2: LITERATURE REVIEW  

2.1 Introduction 

This chapter presents a review of literature relevant to the area of research. The review 

is divided into three sections. The first section covers cloud computing, deployment 

models, delivery models, cloud applications, strengths, weaknesses, and cloud adoption. 

The second section covers the oil and gas industry, upstream oil and gas sector, ICT 

technologies in the upstream sector, cloud technology in the industry, and benefits and 

challenges of cloud services in the upstream sector. The third section presents proposed 

cloud adoption models by previous scholars to investigate factors that affect cloud 

adoption in organisations. The fourth section discusses decision making, the different 

classifications of decision making and multi-criteria decision making (MCDM). Finally, 

this chapter examines the literature gap which the current research proposes to address.  

 

Parts of this chapter have been published in the following literature as follows: 

• Lawan, M.M., Oduoza, C. and Buckley, K. (2021) A Systematic Review of Cloud 

Computing Adoption by Organisations. Journal of Industrial and Manufacturing 

Systems Engineering. Vol, 6(3), pp.39-48. 

• Lawan M.M., Oduoza, C. and Buckley, K. (2020) Cloud Computing Adoption by 

Technology Oriented Organisation, A systematic Review. In Proceedings of 

University of Wolverhampton’s FSE Annual Research Conference. 2020 
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2.2 Cloud computing 

The term “cloud computing” gained popularity in 2007, when IBM and Google announced 

their collaboration. Since then, the level of adoption has increased significantly. There are 

various definitions of cloud computing, due to differing points of view from Engineers 

and researchers with different interests. However, most researchers, such as Wang et al. 

(2008), Vaquero et al. (2008) and Buyya et al. (2009) agree that cloud technology is an 

evolving paradigm (Alkhater, Wills and Walters, 2015). The most widely used definition 

of cloud computing is linked to the US National Institute of standards and technology 

(NIST). According to NIST (Mell and Grance, 2011), cloud computing is “a model that 

enables convenient, on-demand network access to a shared pool of computing resources 

e.g., networks, servers, storage, applications and services that can be rapidly provisioned 

and released with minimal management effort or service provider interaction” (Wilson, 

Khazaej and Hirsch, 2016). The characteristics of the cloud are different from other 

computing paradigms and are as follows:   

• On-demand self-service: Automatic provision of services to users according to their 

needs, without the intervention of the service provider.  

• Broad network access: Access to cloud resources via internet network and through 

different devices for instance mobile phones. Cloud users would be able to widely gain 

access to services. 

• Resource pooling: Simultaneous provision of resources to different users, based on 

demand and multi-tenancy model. The cloud relies on virtualisation technology to 

pool resources without users knowing the physical location of infrastructures. 

• Rapid elasticity: Unlimited scaling in and scaling out of resources according to the 

needs of users. It should happen automatically without users noticing any change. 

• Measured service: Accurate supervising, control and reporting of service usage. This 

enables transparency for both users and service providers, as different users share 

the cloud simultaneously. Figure 2.1 illustrates the NIST cloud computing visual 

model. 
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Figure 2.1: NIST cloud computing visual model (Mell and Grance, 2011). 

2.2.1 Cloud service delivery models 

Cloud computing delivers IT resources as services in various models. There are three 

main types of services; they are Software as a Service (Saas), Platform as a Service (Paas) 

and Infrastructure as a Service (Iaas) (Chen et al., 2012). 

Software as a Service (Saas): This service offers applications to users in the form of pay 

as you go (Alharbi, Atkins and Stanier, 2016). Unlike licensed software, this service is 

platform independent. Users do not need to install the software on their devices. The 

service provides the application to several cloud users at the same time. (Buyya, Calheiros 

and Li, 2012). The service provider entirely handles everything. Examples of Saas include 

Google mail, Microsoft office 365 and salesforce (Wang et al., 2017). 

Platform as a Service (Paas): This service is mainly a development environment made 

up of an operating system, a programming language execution environment, a database, 

and a web server (Lawan, Oduoza and Buckley, 2021). These resources enable users to 

develop their own applications according to their specifications (Mell and Grance, 2011). 

This model enables users to manage their application and data resources only, while the 

service provider manages all other resources (Zissis and Lekkas, 2012). Paas is mainly 

suitable for developers. Windows Azure and Google app engine are common examples of 

Paas (Chen et al., 2010). 
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Infrastructure as a Service (Iaas): This service offers virtualisation, data storage, 

networking and servers for cloud users to access virtually (Mell and Grance, 2011). In this 

model, the service provider manages the computing architecture and infrastructure, 

while the user manages resources such as data, application, middleware and runtime 

(Serrano, Gallardo and Hernantes, 2015). Iaas enables organisations to deploy new 

versions of applications without configuration and purchase. This model is considered 

the primary cloud computing layer (Buyya, Calheiros and Li, 2012). Amazon EC2 and 

Gogrid are common examples of Iaas (Wang et al., 2017). Figure 2.2 shows the different 

cloud service delivery models. 

 

Figure 2.2: Cloud service delivery models (Mell and Grance, 2011). 

2.2.2 Cloud deployment models 

According to NIST, the cloud deployment model is the environment that deploys cloud 

services and is defined by the type of users and not by cost, technology, or hardware 

location. They are classified into four possible models, public, private, hybrid and 

community cloud (Mell and Grance, 2011). 

Public cloud: As the name implies, it is accessible to the public, either individuals or 

companies. Services are offered in the form of pay as you go. The service provider 

controls and manages all the resources (Li et al., 2010). Data is stored in several data 

centres located in various countries. The biggest concern with this model is security, as 

users are unaware of the exact location of their data. The most common example of a 

public cloud is Dropbox.  
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Private cloud: This deployment model is considered private because resources are 

dedicated to a single organisation. Infrastructure may be inside or off the premises of the 

organisation. The private cloud user can manage and control the resources or employ a 

third-party provider. Although the capital expenditure for installing infrastructure is a 

drawback, the private cloud model offers better data security and privacy (Wang et al., 

2017). An example is Amazon virtual private.  

Hybrid cloud: This deployment model combines both public and private clouds to form 

a single cloud platform. It is suitable for organisations that have sensitive as well as 

normal data. This model offers the solution for organisations seeking a balance of security 

and accessibility. 

Community cloud: This model offers services to groups of individuals or organisations 

sharing the same interest or working on joint projects. In this model, organisations can 

manage the infrastructure or employ a third party. It is comparatively less secure than 

private model. An example is cloud@home (Chandra and Weissman, 2009). The different 

cloud deployment models are shown in Figure 2.3. 

 

Figure 2.3: Cloud deployment models (Mell and Grance, 2011). 
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2.2.3 Cloud Computing Applications 

Generally, cloud computing resources are accessible via the internet. This allows 

customers and organisations to efficiently access and utilise the resources according to 

demands. The easy access to information from remote locations makes the cloud 

compatible with several fields. Recently, the technology has been widely applied in 

various sectors, especially healthcare, education, library, agriculture, and manufacturing 

(Lawan, Oduoza and Buckley, 2021). 

2.2.4 Cloud computing applications in different sectors 

Healthcare: The healthcare sector has been a pioneer in leveraging technology for better 

quality services. Remote access to information is a strategy almost every sector would 

seek to implement. Cloud computing technology presents numerous benefits to the 

healthcare sector, such as, integrated data exchange and resource optimisation. In 

addition, the need for cloud technology to support medical research is undeniable; for 

instance, the technology has been applied by Microsoft Europe in Italy’s largest paediatric 

treatment and research centre to reduce cost and improve the quality of patient care 

(Griebel et al., 2015). Furthermore, healthcare information can be migrated to cloud 

platform in the form of healthcare cloud service technology (HCST). HCST focuses on 

electronic medical records such as demographics, laboratory data, medication, progress 

reports, radiology reports and medical history (Mohammad, 2018). This process is 

widely pervasive as it makes healthcare more effective and efficient. Figure 2.4 illustrates 

healthcare cloud architecture. 

 

 

Figure 2.4: Healthcare cloud service technology architecture (Mell and Grance, 2011). 
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Education: IT resources are hosted and managed in-house in the traditional education 

system. Cloud computing makes a significant change to this process by implementing 

massive computing resources and powerful software when and where needed by the 

educational institutions (Yang, Guo and Zhang, 2016). Google education platform is an 

application that best describes this transformation. The cloud plays a vital role in saving 

costs and improving efficiency in teaching and learning. For instance, online learning is a 

process that eliminates traditional documents learning. Universities worldwide have 

exploited the cloud technology for oral presentation courses known as “cloud campus”. 

In addition, the European Union has implemented cloud E-learning to improve the skills 

of teachers in Mechatronics across the EU (Chao et al., 2015). Furthermore, cloud 

computing provides cost-effective and robust computational infrastructure for 

universities and research centres. A scientific research team at the University of Leicester 

has applied cloud computing to gain significant cost-saving and excellent efficiency in the 

research process (Subhalakshmipriya and Tamilarasi, 2014). Figure 2.5 illustrates 

education cloud architecture. 

 

Figure 2.5: Services attached to education cloud (Ahmed, Jaafar and Ghareb, 2017). 
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Agriculture: Cloud computing is very significant in the agricultural sector. It has been 

applied in the supervision real time of plant growth; this process detects fertiliser and 

water content and rapidly collects surface information, which can enhance decision 

making (Mohammad, 2018). In addition, a cloud platform known as cloud agricultural 

information resources (CAIR) provides farmers with real-time agricultural information, 

which helps to increase efficiency and reduce operating costs. For instance, a smart farm 

system has been applied in South Korea, enabling farmers to remotely control livestock 

and greenhouses to manage and maintain a better growth environment. Furthermore, 

better communication and information exchange between agricultural enterprises and 

farmers is achieved using a cloud platform which improves the product supply chain 

(Goraya and Kaur, 2015). Figure 2.6 shows a cloud-based agricultural information 

resource.   

 

Figure 2.6: Cloud agricultural information resources (Mohammed, 2018). 

In Manufacturing: In cloud manufacturing, resources and capabilities are shared on a 

cloud platform, enabling better decision-making (Ganapathy-Wallace, 2017). Managers 

and engineers can have access to real-time production data. The cloud accelerates 

productivity growth, saves costs and improves operational efficiency. For example, IBM 

has developed a cloud platform called ‘IBM Watson IOT’, which balances data to improve 

the manufacturing process (IBM, 2017). Similarly, Siemens has the Mindsphere cloud 

platform, which connects digital data with production facilities and physical products to 

enable faster and efficient finished products (Siemens, 2017). Figure 2.7 shows siemens 

cloud manufacturing platform. 
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Figure 2.7: Mindsphere cloud platform (Siemens, 2017). 

The adoption of cloud services in different sectors is increasing due to the numerous 

benefits it offers. Figure 2.8 shows a comparison of cloud usage in different sectors.  

 

Figure 2.8: Comparison of cloud computing usage in different sectors (IDC, 2021). 

2.2.5 Strengths of Cloud Computing 

Cost Efficiency: A major strength of the cloud is that it eliminates extra charges on 

software updates and data storage. The technology is cheaper than traditional computing 

systems, offering scalable and convenient models such as pay as you go, on demand. The 

cloud saves overall upfront cost of establishing and maintaining infrastructure. 
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Backup and Recovery: The cloud simplifies the process of data retrieval, since it is 

stored in the cloud rather than on a physical device. Service providers offer better data 

recovery services, as data is stored in multiple data centres across the globe. Users do not 

even notice any change if there is a fault.  

Better Resource Utilisation: In a traditional IT environment, users pay for the complete 

infrastructure, even though utilisation is less. Cloud computing offers shared 

infrastructures to different users and organisations based on demands. This means users 

only utilise what they need, and infrastructure can scale up or down with demand 

fluctuations.  

Improved Accessibility: Cloud computing services are accessible via portable devices 

from different locations. This enables easy access to information and collaboration, as 

shared documents can be easily viewed and modified. 

Environmentally Friendly: In traditional computing systems, servers are hosted on-

premises and their utilisation increase power consumption. The virtualisation offered by 

cloud increases the efficiency of servers and help reduce energy consumption. This can 

help minimise carbon footprint. 

2.2.6 Weakness of Cloud Computing 

Security: Migrating to a cloud platform means having data and applications in data 

centres run by the service provider. This increases security concerns, as sensitive data is 

being rendered to a third party. Organisations must be willing to trust service providers 

to protect their data from unauthorised access. It is challenging to create a secured cloud 

environment without the support of both parties.  

Legal and Regulatory Issues: Some cloud service providers store client data in storage 

centres which are in different countries. This may be against the law of the country where 

an organisation operates. Cloud service users must conform to the laws and regulations 

of server hosting country. For instance, the law in the United States allows security and 

government organisations to access data stored in data centres located in the US (Wang, 

2010).  
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Dependency and vendor lock-in: Once subscribed, it is difficult to migrate to a different 

service provider.  

2.2.7 Cloud Computing Growth 

Cloud technology has been a revolution in the IT industry. Enterprises worldwide are 

transforming by adopting the technology according to their needs (Ooi et al., 2018). 

Gartner technology considered cloud computing as a technology trigger as far back as 

2008. Gartner predicted cloud computing would be available for mainstream adoption in 

a few years. However, the technology has matured much earlier than the initial projection 

(Alqassemi, Ever and Rajan, 2017). A report by Right Scale indicated that cloud 

computing has been widely embraced, exceeding initial expectations (Right Scale, 2019). 

Some forward-looking chief information officers not only see the technology as a catalyst 

for higher performance and more robust computing power, but they also even suggest 

that it would grow into the most widely used technology. This is clear indication of the 

advancement of cloud and the essence of further research.  

Global cloud spending has risen significantly in recent years. The market was valued at 

$380.6 billion in 2021. Growth is expected to continue with a compound annual rate of 

17.4% from 2022 to 2030, to a total of $1.6 trillion (Gartner, 2021). Figure 2.9 shows the 

global cloud forecast, Source: Gartner 2021 

 

Figure 2.9: Global cloud computing market forecast 2021-2030 (Gartner, 2021). 
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According to the 2019 IDC worldwide IT industry prediction, cloud platforms will host 

80% of enterprise software and platform services by 2022 (IDC, 2019). Cloud adoption 

continues to expand in different sectors, to keep up with the ever-existing competition 

(Ooi et al., 2018). According to IDC’s 2021 report on worldwide spending on industry 

cloud services, cloud computing spending in the oil and gas sector is estimated at $5.2 

billion in 2021 and is expected to reach a total of $13.9 billion by 2028 (IDC, 2021). Figure 

2.10 shows the global oil & gas cloud computing market forecast. 

 

Figure 2.10: Global oil & gas cloud computing market forecast 2021-2027 (IDC, 2021). 

Furthermore, IDC expects the spending in upstream oil and gas operations at $2.3 

billion in 2021 and is projected to reach a total of $5.8 billion by the year 2027(IDC, 2021). 

Figure 2.11 shows the global oil & gas cloud computing market forecast by operation. 

 

Figure 2.11: Global oil & gas cloud computing market forecast by operation (IDC, 2021). 
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2.3 Oil and Gas Industry Activities 

The oil and gas industry is extensive. The value chain involves a series of activities to 

acquire oil and gas for consumers. This large industry can be categorised into three 

sectors: The upstream, midstream, and downstream. The value chain is illustrated in 

figure 2.12. 

Upstream sector: This sector is also known as the exploration and production sector. 

Activities include searching for onshore or offshore oil and gas fields, drilling exploratory 

wells and subsequently recovering the crude oil and natural gas to the surface. The 

upstream sector consists of three segments: exploration, drilling and production. 

Midstream sector: This segment involves activities that connect the upstream and 

downstream sectors. Operations in this sector include transportation, processing, storage 

and distribution; the main aim is to deliver crude oil and natural gas to refineries. 

Transportation options can vary from pipelines to cargo vessels, depending on content 

and distance. Natural gas needs to be compressed or liquefied, while oil can be 

transported in its normal state. 

Downstream sector: This sector includes operations such as refining and processing 

crude oil and natural gas into usable products such as gasoline, diesel, jet fuel, asphalt etc. 

It also covers the marketing of finished products from the refineries to end-users or 

retailers. 

 

Figure 2.12: Oil and gas industry value chain (Wolf, 2009). 



42 
 

2.3.1 Upstream oil and gas Industry  

The upstream oil and gas industry, which is also referred to as the exploration and 

production sector, identifies and produces oil and natural gas. Scientists and engineers 

work together to identify the oil and gas reserves, followed by exploration that involves 

risk assessment before drilling commences. The final stage is production; this includes 

drilling, extraction, and recovery from the underground. Figure 2.13 illustrates the 

different upstream oil and gas operations.  

 

Figure 2.13: Upstream oil and gas operations (Grassian et al., 2017). 

As the world population grows, the demand to find more fossil fuel increases. 

According to the energy information administration project, global energy consumption 

may rise by 49% in 2035. The expenses of drilling an oil and gas well may amount to $100 

million (Lawal et al., 2018). Getting it wrong would result in huge loss. Hence, the use of 

technology in upstream operations is essential. Even before the emergence of digital 

computers, complex mathematical modelling had been used for calculations in upstream 

operations as far back as the 1950s (Ozigbo, 2008). The invention of computers and 

software applications enabled engineers and geologists to access special packages and 

programmes designed for drilling and exploration (Baaziz & Quoniam, 2013). Computing 

technology is crucial in every upstream oil and gas industry process. The processes of 

recovering oil and gas to the surface bring challenges. Computing technology deals with 

these challenges and presents the possibilities that were once beyond the reach of the 

industry (Zhifeng et al., 2019).  
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The upstream oil and gas sector has been deploying software and other ICT 

technologies. However, many untapped technologies, including multimedia technology, 

3D visualisation, wireless applications and robotic technology have potential savings in 

the upstream oil and gas sector. A combination of the appropriate ICT technologies could 

help the sector save a significant amount (Lawal et al., 2018). These technologies include 

cloud computing, robotics, artificial intelligence etc. 

2.3.6 Application of Cloud computing in the upstream oil and gas sector 

The upstream oil and gas sector has a fragmented pattern of activities, due to the 

remoteness of oil and gas exploration fields and the need for centralised decision-making. 

The industry depends on real-time information and accurate results for faster and better 

decision making. The application of cloud computing benefits the industry immensely. 

The technology already achieves timely interpretation of seismic data (Naktar, 2016). It 

offers high-speed graphic accelerators for 3D applications and thus presents accurate 

results for faster and better decision making. Real-time data operations can be monitored 

efficiently and in a timely manner to maintain the quality of hydrocarbons (Crockett and 

Kurrey, 2014). Another benefit is that explorers only concentrate on their field activities 

and have nothing to do with IT services, which are covered by cloud service providers. 

Any technical problem can be fixed immediately, eliminating the dependence on IT 

technicians and their delays. 

Reservoir modelling and management is another aspect of the upstream operation that 

benefits immensely from the cloud. The technology offers vast computational power and 

unlimited on-demand data for reservoir modellers, through several common devices 

such as laptops and tablets (Delazari Binotto, Sultanum and Cerqueira, 2014). This can 

help amortise maintenance costs and capital expenditure. Frameworks such as Hadoop 

can be installed on the cloud platform to enable reservoir modellers to sort and analyse 

data for valuable insight. 

Cloud computing technology offers the potential for real-time collaboration across 

reservoir modellers and field explorers (Subhalakshmipriya and Tamilarasi, 2014). 

Remote access to data is possible from any location with the help of internet connection. 

This enables fast decision making, improving productivity and performance. In addition, 
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large seismic survey results can be stored in the cloud for use at any time (Perrons, Robert 

and Jansen, 2015; Naktar, 2016). 

Cloud technology can also help the exploration and production sector make their 

processes greener. This can be achieved by eliminating massive data centres to reduce 

energy consumption. The cloud offers virtualization which helps increase server 

efficiency by up to 80%. The amount of energy consumed by a server is the same, no 

matter the utilisation rate; therefore, so much energy can be saved through higher 

efficiency. In addition, replacing on premise data centres with virtual data centres can 

help minimise carbon footprint. Applying virtualization to substitute 50 servers is 

equivalent to planting 450 trees (Montes et al., 2020). VanRijmenam (2015) points out 

that with the help of cloud computing, real-time information on dangerous particles that 

need to be segregated for safety purposes can be speedily analysed. In addition, 

hydrocarbons can be detected and evaluated early, to determine whether they are 

hazardous to rig personnel (Hill, 2014). 

Some major players in the industry have begun to realise the benefits of cloud 

technology. For example, Saudi Aramco has applied cloud computing to monitor real-time 

information to determine the most suitable drilling process, improve production 

processes and reservoir management, reduce costs and improve productivity (Ma, Chen 

and Chang, 2016). Other exploration and production organisations that use cloud 

technology include Schlumberger, Worley parsons, Norwegian petroleum directorate, 

Honeywell UOP and Halliburton (Khan, Jailkhani and Kumar, 2012). The industry’s 

moderate move into the cloud is in the form of private rather than a public cloud (Zhifeng 

et al., 2019), or in some cases, a combination of hybrid cloud and in-house IT (Tan, Ortiz-

Gallardo and Perrons, 2016). This indicates how cautious the industry is about cloud 

adoption. More upstream oil and gas companies plan to acquire cloud technology to 

remain competitive (Accenture, 2019). However, the adoption can be affected by several 

factors; therefore, a clear understanding of these factors is essential for full penetration 

of the technology. The cloud computing application market in global upstream oil and gas 

operations is estimated to reach $ 28.4 billion by 2027 (IDC, 2021). Figure 2.14 shows the 

global upstream oil & gas operations cloud computing market forecast (Fan and Rana, 

2021). 
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Figure 2.14: Global upstream operation cloud computing market forecast (IDC, 2021).  

2.3.7 A scenario of Real-time oil and gas Data in the Cloud  

A Cloud-based human-machine interface (HMI) and supervisory control and data 

acquisition (SCADA) software have been adopted by petroleum mud logging (PML) 

exploration services to maintain the integrity of oil wells and maintain the safety of 

upstream workers. The solution allows sharing real-time information about drilling 

conditions with workers, and can be readily accessible via devices such as tablets, 

laptops, smartphones etc. This process has reduced the delay time between data 

collection, analysis, and reporting. Before the adoption of a cloud-based solution by PML, 

reports were sent twice daily between the office and rig workers on drilling conditions. 

Lags between receiving the reports and modifying the drilling system could lead to 

problems (Hill, 2014).  The implementation of the cloud-based HMI and SCADA software 

eliminated delays and increased the speed of the decision-making process. Figure 2.15-

2.17 illustrate PML’s drilling operation and real-time data in cloud. 

 

Figure 2.15: Working a drill rig source (Hill, 2014). 
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Figure 2.16: PML’s mobile units provide the systems required to acquire, analyse, and 

distribute data to the cloud (Hill, 2014). 

 

Figure 2.17: Local and remote viewing of real-time data allows engineers and 

technicians to improve operations (Hill, 2014). 
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2.3.8 Challenges of Cloud Technology Adoption for Upstream Oil and Gas 

Operations 

Despite the enormous benefits offered by the cloud, some challenges have prevented the 

technology from fully penetrating the upstream oil and gas industry (Perrons and Jansen, 

2015). According to Yuan, Mahdavi and Paul (2011) the sector is highly data intensive. 

Data security and compliance are major concerns when considering cloud computing. 

Operators are reluctant to have sensitive exploration data stored in an unknown location. 

Another challenge is the large amount of seismic data which needs to be shared across 

the network without latency (Feblowitz, 2013). Furthermore, the upstream oil and gas 

industry is known for its investment legacy in high-cost IT applications and infrastructure 

(Perrons and Hems, 2013). The existence of expensive IT applications and infrastructure 

may discourage some companies from investing in the cloud. However, the cloud offers 

more benefits. Also, solutions from other sectors cannot be used in the upstream oil and 

gas sector because each sector is unique, and the operations also differ. The amount of 

data sets generated by seismic surveys are particularly a clear example of the difference 

in terms of operations. 

However, these challenges are present in other sectors. For example, the health sector 

is also highly data-intensive, with medical records transferred between personnel (Lian, 

Yang and Wang, 2014). Nevertheless, data security is tackled by encrypting the data 

before it is stored in the cloud. Open-source software frameworks such as Hadoop 

achieve enormous computing power by splitting tasks into sub-divisions and 

coordinating servers as they work on them (Khodabakhsh and Bakir, 2017). This process 

has been applied by Wisconsin medical college to move highly sophisticated 

computational tasks and a large amount of data to the cloud. The caution of the upstream 

oil and gas sector in moving towards cloud technology presents an opportunity for 

further research. Tan, Ortiz-Gallardo and Perrons (2016) urge the need for the research 

community to address the factors preventing oil and gas companies from adopting cloud 

technology. 
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2.3.9 Literature on cloud Computing in the upstream oil & Gas Sector 

Ma, Chen and Chang (2016) discuss the implementation of cloud computing in oil and gas 

exploration. Data gathered through a questionnaire was used for the evaluation of cloud 

implementation. In addition, the work also compared results to understand the method 

applied by different petroleum companies. The study recommends that oil and gas 

companies exploit cloud computing. However, their work does not consider factors that 

affect cloud adoption in the industry. 

Khan, Jailkhani and Kumar (2012) focuses on exploring the various ways cloud 

computing could be applied in upstream oil and gas operations. The study elaborates on 

cloud application and the technology's potential benefits to the upstream oil and gas 

industry. The authors also stated future avenues for a cloud application to enhance 

hydrocarbon in remote oil and gas operations. The study only discussed cloud 

applications and did not touch adoption. 

The study of Perrons and Hems (2013) discusses the suitability of the three cloud 

computing deployment models. The authors highlighted the challenges facing the 

upstream oil and gas industry and how those challenges were overcome by other 

industries. The deployment models discussed include the public, private and hybrid 

cloud. The authors argue that the private and hybrid cloud models are just 

steppingstones. While the study unravels the suitability of cloud deployment models, it 

did not investigate factors that influence adoption. Kukreja and Karnawat (2014) discuss 

the migration strategy and challenges hindering the move towards cloud computing 

within exploration. The study highlighted cost, organisational change, and network 

access bandwidth as challenges. However, there may be other challenges that affect 

adoption. 

There are studies on cloud computing technology in the upstream oil and gas industry. 

The studies are aimed at supporting cloud computing migration in the industry with a 

focus on cloud application, cost, challenges and benefits. However, these studies did not 

cover the factors that affect adoption in the upstream oil and gas sector. It is evident from 

prior studies that some factors can affect cloud migration. Therefore, it is imperative to 

investigate all the critical factors that influence adoption in the industry. 
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2.4 Factors affecting cloud computing adoption 

Several researchers have used different technology adoption theories to carry out studies 

on cloud computing adoption by organisations. These theories include Technology 

organisation environment framework (TOE), Technology adoption model (TAM), 

Diffusion of innovation (DOI), Iacovou, HOT-fit, Information system Triangle, Hofstede 

model, Fit-Viability model and Unified theory of acceptance and use of technology 

(UTAUT). These theories are clearly explained in chapter 3. 

Low, Chen and Wu (2011) investigated the effect of nine factors influencing cloud 

computing adoption in 111 high technology industries in Taiwan. The authors used the 

TOE framework to carry out the investigation. The findings showed that relative 

advantage, firm size and competitive pressure significantly influence adoption. 

Complexity and compatibility were found to be insignificant, however, they can be pitfalls 

that may obstruct the benefits of cloud computing.  

Opitz et al. (2012) applied the TAM model to investigate the impact of nine factors on 

cloud computing adoption on information technology companies in Germany. The 

findings indicated that job relevance, image and perceived usefulness affect the 

acceptance and use of cloud technology. Chang et al. (2013) used the TOE framework and 

DOI theory to investigate the factors impacting cloud computing adoption in Vietnamese 

companies. The findings indicated that eight factors significantly impact adoption: 

relative advantage, technological complexity, top management support, organisation 

size, infrastructure availability, formalisation, trading partners' pressure, and 

competitive pressure.  

Nkhoma, Dang and De Souza-Daw (2013) conceptualised a framework to study the 

influence of environmental and organisational variables on the cloud computing 

adoption decision and the barriers to adoption. The study revealed that security, 

availability, reliability, compliance with regulation influence the adoption decision.  

Abdollahzadegan et al. (2013) applied the TOE framework to identify the critical 

factors in the organisational context influencing cloud technology adoption in small and 

medium enterprises (SMEs). The study identified technology readiness, top management 

support and firm size as the critical success factors to be considered. Borgman et al. 

(2013) proposed a model to study factors affecting cloud computing adoption, focusing 
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on the impact of IT governance process and structures in 24 global enterprises across 

various industries. The findings revealed that only three factors, top management 

support, competitive pressure and relative advantage, positively impact cloud computing 

adoption. Chang et al. (2013) identified privacy as a significant factor that affects an 

organisation’s decision to adopt a technology. Morgan and Conboy (2013) used the TOE 

framework to investigate the impact of factors on cloud computing adoption in high tech 

industries in Ireland. Their findings indicated that technological, organisational and 

environmental factors have significant effect on adoption. Gupta, Seetharaman and Raj 

(2013) used the TAM model to assess the impact of cloud adoption on SMEs in Malaysia. 

The findings revealed that ease of use, privacy, security and cost reduction are the 

significant factors that affect adoption.  

Oliveira, Thomas and Espadanal (2014) assessed the impact of 11 cloud computing 

adoption factors on 369 manufacturing and service sector firms in Portugal. Their study 

identified complexity, relative advantage, top management support, technological 

readiness and firm size as significant factors that directly impact adoption in these 

organisations. Alsanea and Bath (2014) examined the factors influencing cloud 

computing adoption by Saudi Arabian government organisations. They integrated the 

TOE framework and Iacovou et al. (1995) model to develop 19 hypotheses which were 

further tested. The findings indicate quality of service, direct and indirect benefits, 

privacy, technology readiness, security and organisation structure positively significantly 

impact adoption. In addition, indirect benefits, industry type, cost, trust and feasibility 

were found to be the most influential factors. However, organisation size, external 

pressure and regulations were the least influential. Lian, Yen and Wang (2014) integrated 

TOE and HOT-fit models to study the effect of 12 factors derived from the model on 60 

hospitals in Taiwan. The findings revealed that cost, technical resource competence, data 

security, complexity and top management support are the critical factors influencing 

cloud computing adoption. Data security was found to be the most influential factor and 

technology context was the most critical. In order, these were followed by human, 

organisation and the environment respectively. Gangwar, Date and Ramaswamy (2015) 

integrated the TAM model and TOE framework to identify the factors impacting cloud 

computing adoption in different sectors in India, focusing on 280 companies. The findings 

revealed that relative advantage, complexity, compatibility, top management 

commitment, organisational readiness, training and education were the significant 



51 
 

factors in adopting cloud computing, using perceived usefulness and perceived ease of 

use as mediating variables. In addition, trading partner support and competitive pressure 

directly affected adoption intention.  

Gutierrez, Boukrami and Lumsden (2015) examined the influence of factors on the 

decision of managers to adopt cloud computing in the United Kingdom. The key factors 

identified in the study include trading partner pressure, technology readiness, 

complexity and competitive pressure. Alhammadi, Stanier and Stanier (2015) 

investigated the effect of factors impacting cloud computing adoption in technologically 

developing countries, particularly, Saudi Arabia. Statistically significant factors include 

security, compatibility, firm status, top management support, organisation's readiness 

and government support. Security concerns and government support were found to be 

more influential. Alkhater, Wills and Walters (2015) assessed the factors affecting cloud 

computing adoption in Saudi Arabian organisations. They integrated TOE framework and 

DOI in the study. Their findings revealed that availability, reliability, security, privacy, 

trust, relative advantage, compatibility, trialability, top management support, 

organisation size, technological readiness, compliance with regulations, physical 

location, external support, industry and culture affect cloud computing adoption 

(Alkhater, Wills and Walters, 2015). Complexity was found to be insignificant, which 

might depend on the perception towards the complexity of cloud technology.  

Polyviou and Pouloudi (2015) assessed the influence of technological, organisational and 

environmental factors on cloud adoption in public sector organisations in Germany, 

Greece, Italy, Poland and the United Kingdom. The results indicated that compatibility, 

relative advantage and complexity are the significant technological factors. From the 

organisational category, transparency of processes, reduction of IT management, 

interoperability, as well as meeting security and environmental policies were identified 

as positive influencers for adoption. Political matters, bureaucracy and legal issues were 

identified as influential environmental factors. Tashkandi and Al-Jabri (2015) examined 

factors affecting the adoption of cloud services in Saudi higher education institutions. 

Their findings indicated that relative advantage positively and significantly affected cloud 

computing adoption. In addition, complexity and security concerns negatively affected 

adoption. This confirms that data concern and complexity are barriers to adoption. 

Complexity might be related to the lack of technical skills for successful implementation. 
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Wahsh and Dhillon (2015) used the technological and non-technological model to 

investigate the factors that influence cloud adoption in Iraqi government organisations. 

Their findings indicated that complexity, compatibility, relative advantage, IT knowledge 

and security influence adoption. Wilson, Khazaej and Hirsch (2015) integrated the TOE 

framework and DOI to identify factors that influence cloud adoption in Indian SMEs. Their 

findings revealed that compatibility, complexity, interoperability, technical expertise, top 

management support, organisation size, trust, competition and government guidelines 

influence adoption.  

Al-Jabri and Alabdulhadi (2016) investigated the impacts of TOE factors on cloud 

computing adoption in Saudi Arabian organisations. The result revealed that only top 

management support affects adoption. Senyo, Effah and Addae (2016) used the TOE 

framework to investigate the adoption of cloud computing in different industries in an 

emerging economy, Ghana. The survey examined a total of 10 hypotheses conceptualised 

in a model. The findings indicate that security concern, relative advantage, technology 

readiness, top management support, trading partner pressure and competitive pressure 

were the significant factors in the adoption of cloud computing in an emerging nation. 

Regulatory support and compatibility were insignificant. Kumar and Samalia (2016) 

investigated the key factors influencing the adoption of cloud computing by SMEs in 

Himachal Pradesh, India. The study surveyed the SMEs, and the collected data was 

analysed using factor analysis. The study identified relative advantage, security, cost 

benefits, availability, reliability, technological risk, top management support and 

competitive pressure as the significant factors affecting cloud adoption by SMEs. Albugmi, 

Wills and Walters (2016) studied the key elements influencing cloud adoption as well as 

their level of influence in KSA foreign organisations. Their findings revealed that upfront 

cost, need for management support, security concern and trust are the major factors 

influencing adoption decision.  

Alharbi, Atkins and Stanier (2016) investigated factors influencing cloud computing 

adoption in the health sector. Their findings revealed that business factors (hard financial 

analysis and soft financial analysis) had the highest significant impact on adoption. These 

were followed by those in the technological context, then organisational. The 

environmental and organisational contexts were found to be less significant. The most 

critical factors identified in the study are financial analysis, attitudes towards change, 
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benefit and partner pressure. Sabi et al. (2016) integrated DOI theory and the TAM model 

to investigate the influence of technological, economic and contextual factors on cloud 

computing adoption in universities in Sub-Saharan Africa. However, their findings did not 

show the effect of factors as the study only improved the model for further validation. Al-

Almascati and AlBadi (2016) investigated the influence of critical success factors on cloud 

computing adoption in Oman's oil and gas industries. Their proposed model integrates 

DOI theory and TOE model to conduct the study. Their findings indicate that only five out 

of the fourteen factors affect cloud computing adoption. The factors include adequate 

telecom services, service providers’ support, top management support, financial 

incentive and trialability. Strangely, the regulatory environment and data security were 

not influential.  

Deil and Brune (2017) investigated the most important influencing factors for cloud 

computing adoption in German SMEs. They integrated the TOE and DOI models to 

develop ten hypotheses which were further examined on 16 SMEs in southern Germany. 

The results revealed that technological factors, particularly data privacy, data security 

and availability of broadband internet access, have a major influence on cloud computing 

adoption in SMEs. Karim and Rampersad (2017) integrated the TOE and Hofstede model, 

to identify factors influencing the adoption of cloud computing by Universities in Saudi 

Arabia. Their findings indicated that compatibility, relative advantage, readiness, top 

management support, competitive pressure, regulatory support, high individualism and 

high masculinity positively impact cloud computing adoption. Security concerns, high 

power distance and high uncertainty avoidance negatively impacted adoption. 

Unpredictably, the study found religion and complexity to be insignificant. Albar and 

Hoque (2019) integrated TOE and DOI to investigate factors influencing adoption in Saudi 

SMEs. The study found that complexity, competitive environment, observability, ICT 

infrastructure, relative advantage, ICT skills, regulatory environment and top 

management support significantly influenced adoption. Hassan (2017) used the TOE 

framework to investigate factors that affect cloud computing adoption in various sectors 

in Malaysia. The result indicates that only IT resources significantly affects adoption.  

Mohammed et al. (2017) integrated the Fit-Viability model and DOI to investigate factors 

influencing cloud adoption in government organisations in Yemen. The results indicated 

that adoption is influenced by relative advantage, trialability, compatibility, security, 
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return on investment and technology readiness. Ayoobkhan and Asirvatham (2017) 

investigated the factors impacting the adoption of cloud computing in healthcare 

services. Their study focused on 25 private hospitals in Sri Lanka. The findings revealed 

that all the factors in the three contexts (technology, organisation, and environment) 

significantly impact cloud computing adoption in Sri Lankan private hospitals. However, 

the hypothesis, rather than individual factors, was tested in a context. Kandil et al. (2018) 

examined the effect of the TOE model on cloud computing adoption in Egypt. The study 

identified telecommunication infrastructure and internet service providers as the critical 

factors impacting adoption. FookMing et al. (2018) used TOE to investigate factors 

influencing cloud computing adoption in SMEs in Malaysia. The findings indicated that 

top management support, cost-saving, and technology readiness influence adoption. 

Mugunti and Opiyo (2018) investigated the factors influencing cloud computing adoption 

in Kenyan software development companies. A survey of 283 software development 

companies was conducted. The findings revealed that top management support, right 

skills, worker attitudes (organisational factors), trading partner pressure, industry 

competition (environmental factors), compatibility, complexity, and perceived benefits 

(technological factors) are the factors which influence adoption. Data security is 

significant and be taken seriously when considering adoption.   

Al–Shura et al. (2018) examined the influence of eight factors on cloud computing 

adoption in pharmaceutical companies in Jordan. The factors examined include relative 

advantage, complexity, compatibility, top management support, technology readiness, 

company size and competition. The findings revealed that all the factors were significant 

towards adoption.  The factors in the technological context were the most influential, 

followed by those in the environmental context and finally the organisational context. 

Singh and Manstora (2019) investigated the factors that influence cloud computing 

adoption in Indian secondary schools. The findings reveal that compatibility, complexity, 

relative advantage, top management support, attitude towards change, external expertise 

and competitive pressure have significant influence on adoption. Idoga et al. (2019) used 

the Unified theory of acceptance and use of technology (UTAUT) to investigate factors 

that influence cloud adoption in Nigerian medical health institutions. The findings 

showed that cloud knowledge, IT infrastructure, performance expectancy and social 

influence affect the decision to accept and use cloud technology. Table 2.1 shows a 

summary of studies from 2011-2019. It indicates the authors, adoption theory, method, 
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and the unit of analysis. Also, the summary of factors affecting cloud computing adoption 

is illustrated in figure 2.17. Furthermore, figure 2.18 illustrates summary of studies on 

factors affecting cloud computing adoption in different sectors. Figure 2.19 illustrates 

regions where studies have been conducted, and figure 2.20 illustrates the theoretical 

models used to conduct the studies. 

Table 2.1: Studies on cloud computing adoption from 2011-2019. 

Author(s) Adoption Theory Method Unit of Analysis 

Low et al. (2011) TOE Quantitative IT Professionals 
Opitz et al. (2012) TAM Quantitative IT Professionals 
Chang et al. (2013) TOE and DOI Qualitative Managers and IT staffs 
Militaru et al. (2013) TOE Qualitative Managers 

Borgman et al. (2013) TOE Quantitative 
IT managers and decision 
makers 

Conboy and Morgan (2013) TOE Quantitative Managers 
Gupta et al. (2013) TAM Quantitative Managers 
Oliveira et al. (2014) TOE and DOI Quantitative Managers 
Alsanea et al. (2014) TOE and Iacovou Quantitative Staffs 
Lian et al. (2014) TOE and HOT-fit Quantitative IT Professionals 
Gangwar et al. (2015) TOE and TAM Quantitative Managers 
Gutierrez et al. (2015) TOE Quantitative Managers & IT staffs 
Alhammadi et al. (2015) TOE and DOI Quantitative IT Professionals 
Alkhater et al. (2015) TOE and DOI Quantitative IT Professionals 
Polyviou and Pouloudi (2015) TOE Qualitative Public managers 
Tashkandi and Al-Jabri (2015) TOE Quantitative IT Professionals 

Wahsh and Dhillon (2015) 
Tech & non tech 
model 

Quantitative IT Professionals 

Wilson et al. (2015) TOE and DOI Quantitative CEOs and managers 
Al-Jabri and Alabdulhadi (2016) TOE Quantitative IT Professionals 
Senyo et al. (2016) TOE Quantitative IT Professionals 
Kumar and Samalia (2016) TOE Quantitative CEOs and managers 
Albugmi et al. (2016) TOE and DOI Quantitative IT and other staffs 
Alharbi et al. (2016) TOE, IS and HOT-fit Quantitative IT and health staffs 
Sabi et al. (2016) DOI and TAM Quantitative IS experts & lecturers 
Al-Mascati and Al-Badi (2016) TOE and DOI Quantitative IT managers 
Deil and Brune (2017) TOE and DOI Qualitative CEOs and IT staffs 
Karim and Rampersad (2017) TOE and Hofstede Mixed IT Professionals 
Albar and Hoque (2017) TOE and DOI Quantitative CEOs and IT managers 
Hassan (2017) TOE Quantitative Managers 
Mohammed et al. (2017) DOI & Fit-Viability Quantitative IT Staffs 
Ayoobkhan and Asirvatham 
(2017) 

TOE Quantitative IT Professionals 

Kandil et al. (2018) TOE Quantitative IT Professionals 
Ming et al. (2018) TOE Quantitative CEOs, IT & non-IT staffs 
Mugunti and Opiyo (2018) TOE Mixed IT managers 
Al–Shura et al. (2018) TOE Quantitative IT Professionals 
Singh and Manstora (2019) TOE Quantitative Staffs 
Idoga et al (2019) UTAUT Quantitative Health Professionals 
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The numbers in figure 2.18 indicate the number of times a factor have been found to 

affect the adoption of cloud computing in previous studies. 

 

Figure 2.18: Summary of factors affecting cloud computing adoption (Lawan, Oduoza 

and Buckley, 2021).  
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Figure 2.19: Summary of studies on factors affecting cloud adoption in different sectors 

(Lawan, Oduoza and Buckley, 2021). 

 

Figure 2.20: Continents of studies (Lawan, Oduoza and Buckley, 2021).  
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Figure 2.21: Theoretical models applied (Lawan, Oduoza and Buckley, 2021). 

Literature has concentrated on cloud technology adoption in different sectors. However, 

an empirical investigation of factors that influence the adoption of cloud computing in the 

context of the upstream oil and gas industry is yet to be addressed. Some challenges have 

accompanied cloud service adoption in the industry. Therefore, relevant industry-

specific factors that influence adoption decisions must also be explored and analysed. 
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2.5 Decision Making Process 

Decision making is the process of selecting the best alternative from among multiple 

alternatives to solve a given problem (Bazerman and Moore, 2012). Making a decision 

that involves a single criterion can be natural (Fulop, 2005). However, a decision problem 

that involves multiple criteria requires evaluation. According to Lunenburg (2010) a 

person or organisation taking a general decision should: 

• Identify the problem. 

• Determine alternatives. 

• Construct preferences. 

• Evaluate preferences. 

• Determine the best alternative from available preferences. 

Decision making can be classified into two; machine (computer) and human decision 

making. Machine decision making is common in artificial intelligence as systems are 

developed to make autonomous decisions without human help. Human decision-making 

involves using decision science. Figure 2.22 illustrates the different classifications of 

decision making. 

Decision Making

Decision Science Decision Systems

Human Computer

Normative Descriptive Decision Support

Decision 
Analysis

Operational 
Research

Decision 
Support System

 

Figure 2.22: Classifications of decision making (Bohanec, 2009). 
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2.5.1 Human Decision Making (Decision Science) 

The first application of computer-based systems to support human decision making was 

during World War II (Ravindran, 2008). From about the mid-1950s, social scientists 

started to study how humans make decisions. Such studies have been applied in various 

scientific fields such as psychology, statistics, mathematics, behavioural and social 

science (Wilson, Khazaej and Hirsch, 2016). The theories of human decision making have 

evolved to what is known as decision science; it is a wide interdisciplinary field that 

focuses on all aspects of human decision making (Bohanec, 2009). This study focuses on 

cloud adoption decisions in the upstream oil and gas industry. Hence, the discussion is 

limited to human decision making (decision science).  

Decision science is classified into three; normative, descriptive and decision support. 

The decision is entirely rational and accurate in the normative approach (Bohanec, 2009). 

Theories under this category include decision and game theory. The descriptive approach 

involves using rules of thumb to choose from alternatives (Bohanec, 2009). Examples of 

methods in this approach are Maximin and Lexicographic. Decision support is explained 

in the next section. Only decision support is explained in detailed because this study 

applies decision support system which is a sub-section of decision support. 

2.5.2 Decision Support 

Decision support combines actual behaviour and rational decision making to improve 

outcomes. Information technologists and computer science researchers use this to 

provide practical tools and methods to support human decision-makers. The three 

approaches under decision support are decision analysis, operational research, and 

decision support system. Decision analysis, also known as applied decision theory, is an 

interdisciplinary field that systematically addresses decisions (Clemen, 1996) by 

breaking down a decision problem into smaller and manageable sub problems, so the 

decision-maker can have explicit information. Examples of decision analysis are decision 

trees and influence diagrams. Operational research uses mathematical modelling to solve 

mathematically defined problems (Bohanec, 2009). Techniques under this approach 

include linear programming, network programming and integer programming. The 

following section discusses the decision support system as this study applies this 

approach. 
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2.6 Decision Support System 

Decision support systems (DSS) are defined as interactive computer-based information 

systems intended to help decision-makers utilise data and models to identify and solve 

problems and make decisions (Bohanec, 2009). Unlike operational research and decision 

analysis, which focus on decision-making models, DSS emphasises information 

technology to improve decision-making. Decision-makers can be individuals or groups of 

individuals at various levels in an organisation. This technique combines both models and 

data and is designed to help the decision-making process. DSS can be implemented as a 

computer program that can store information, which decision-makers can easily search. 

DSS can also integrate both operational research and decision analysis models to evaluate 

decision alternatives of mathematical problems. It can also incorporate different data 

types from various sources. Depending on the criterion, DSS can be classified into the 

following (Bohanec, 2009): 

Communication–driven DSS: This type of DSS uses communication technology to 

support multiple people working on a shared task, for example, a video conferencing 

system. 

Data-driven DSS: This type of DSS utilises internal and sometimes external company data 

to provide decision support. An example is a data warehouse. 

Document-driven DSS:  This DSS utilises electronic documents such as videos and images 

to provide decision support. 

Model-driven DSS: Emphasises access to and manipulation of optimisation, evaluation, 

statistical, or simulation model. 

Knowledge-driven DSS: This type of DSS utilises problem-solving expertise stored as 

procedures, rules and facts to provide decision support. 
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2.7 Multi-Criteria Decision Making 

Multi-Criteria Decision Making (MCDM) is defined as “the evaluation of the alternatives 

for selection ranking” (Ozcan et al., 2011). MCDM is a widely used decision analysis 

method that focuses on more than one attribute or criterion. Several MCDM methods 

have been developed to support decision making in different fields. Table 2.2 summarises 

different MCDM methods. The next section discusses Analytical Hierarchy Process (AHP), 

which this study utilises and the justification for applying this technique. 

Table 2.2: Summary of MCDM Methods 

Method Advantages Disadvantages 

Multi-Attribute Utility Theory 

(MAUT) 
Takes uncertainty into 

account; can incorporate 

preferences. 

It needs much input; preferences 

need to be precise. 

Analytic Hierarchy Process 

(AHP) 
Easy to use; scalable; 

hierarchy structure can 

easily adjust to fit many sized 

problems; not data-intensive 

Problems due to the 

interdependence between 

criteria and alternatives; can 

lead to inconsistencies between 

judgment and ranking criteria; 

rank reversal. 

Case-Based Reasoning (CBR) Not data-intensive; requires 

little maintenance; can 

improve over time; can adapt 

to changes in the 

environment. 

Sensitive to inconsistent data; 

requires many cases. 

ELECTRE Takes uncertainty and 

vagueness into account. 
Its process and outcome can be 

difficult to explain in layman’s 

terms; outranking causes the 

strengths and weaknesses of the 

alternatives to not be directly 

identified. 

Simple Additive Weighting 

(SAW) 
Ability to compensate among 

criteria; intuitive to decision-

makers; simple calculation 

does not require complex 

computer programs. 

Estimates revealed do not always 

reflect the actual situation; the 

results may not be logical. 

Technique for Order 

Preferences by Similarity to 

Ideal Solutions (TOPSIS) 

It has a simple process; easy 

to use and program; the 

number of steps remains the 

same regardless of the 

number of attributes. 

Its use of Euclidean Distance 

does not consider the correlation 

of attributes; difficult to weigh 

and keep the consistency of 

judgment. 
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2.8 Analytical Hierarchy Process (AHP) 

AHP is a multi-criteria decision-making method that uses pairwise comparison to identify 

the best alternative (Saaty, 2008). It decomposes the problem into smaller portions to 

acquire a solution. The AHP process comprises of three stages: defining the decision goal, 

creating the hierarchy and evaluating the criteria in the hierarchy to present the best 

alternative (Alhammadi, Stanier and Stanier, 2015). Level 1 of the model is the problem-

solving goal, level 2 is the decision criteria which may have sub-criteria, and level 3 is the 

solution/alternatives to the problem (Saaty, 2008). Figure 2.23 illustrates the Analytical 

Hierarchy Process. 

 

Figure 2.23: Analytical Hierarchy Process (Saaty, 2008). 

In the evaluation phase, AHP uses pairwise comparison to evaluate the criteria. Each 

criterion is rated based on the scale of relative importance (Saaty, 2008) shown in table 

2.3.  The pairwise comparison then creates a matrix to acquire the eigenvalue and 

eigenvector (Rogers, 1970). Eigenvector gives the priority ordering of the criteria, and 

the eigenvalue measures the consistency of the matrix. 

Table: 2.3: AHP scale of relative importance (Saaty, 2008). 

Intensity of importance Definition 

1 Equal importance 

3 Weak importance of one over another 

5 Essential or strong importance 

7 Very strong or demonstrated importance 

9 Absolute importance 
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2.9 Summary 

This chapter presented the background to cloud computing, strengths and weaknesses, 

cloud computing market growth and the application of cloud technology in different 

sectors. In addition, the upstream oil and gas industry and technology adoption in the 

industry have been reviewed. Furthermore, decision making, the different classifications 

of decision making and multi-criteria decision making (MCDM) have been discussed. 

Moreover, studies on cloud computing adoption models in different sectors have been 

reviewed. The analysis indicates that no single theoretical model could be used to 

understand the adoption of cloud computing in the upstream oil and gas industry. The 

next chapter will present a proposed cloud computing adoption model for the upstream 

oil and gas sector. 

 

 

 

 

 

 

 

 

 

 

 

 

 



65 
 

CHAPTER 3: CONCEPTUAL MODEL 

3.1 Introduction 

In the literature review, the technical background of cloud computing in general as well 

as its relevance to upstream oil and gas sector was discussed. Literature on the adoption 

of cloud technology was also analysed. This chapter discusses technology adoption 

theories, leading to a proposed conceptual model for cloud computing adoption for 

exploration, drilling and production activities. Analyses of cloud services adoption in the 

upstream sector requires an appropriate model. The proposed model is a combination of 

Technology organization environment (TOE) framework, institutional theory, and 

diffusion of innovation (DOI). Factors incorporated in the model were derived from 

literature as well as unique characteristics of the industry. They are classified into 

technological, organizational, environmental, and social and political contexts. 

 

Parts of this chapter have been published in the literature: 

• Lawan, M.M., Oduoza, C.F. and Buckley, K., 2020. Proposing a conceptual model 

for cloud computing adoption in upstream oil & gas sector. Procedia 

Manufacturing, 51, pp.953-959. 
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3.2 Technology Adoption Theories  

These are theories and models designed to analyse the adoption of new technology. The 

analyses can either be at an individual or organizational level (Oliveira and Martins 

2011). Several qualitative and quantitative studies have been conducted using these 

theories. The most widely used models/theories by researchers to analyse the adoption 

of IT technology are Technology Organisation Environment (TOE) framework, Diffusion 

of Innovation (DOI) theory, Institutional theory, Technology acceptance model (TAM), 

theory of planned behaviour (TPB) and Unified theory of acceptance and use of 

technology (UTAUT). Some studies that have applied these theories are shown in table 

3.1. 

Table 3.1: Technology adoption theories and models for investigating factors affecting 

the adoption of information systems.  
Theory  Studies 

Technology Organisation 
Environment (TOE) 
framework 

Low, Chen and Wu (2011) , Chang et al. (2013), Abdollahzadegan et al. 
(2013), Borgman et al. (2013), Morgan and Conboy (2013), Oliveira, Thomas 
and Espadanal  (2014), Alsanea and Bath (2014), Lian, Yen and Wang  
(2014), Gangwar, Date and Ramaswamy (2015), Gutierrez, Boukrami and 
Lumsden (2015), Alhammadi, Stanier and Stanier  (2015), Alkhater, Wills 
and Walters  (2015), Polyviou and Pouloudi (2015), Tashkandi and Al-Jabri 
(2015), Wilson, Khazaej and Hirsch (2015), Al-Jabri and Alabdulhadi (2016), 
Senyo, Effah and Addae  (2016), Kumar and Samalia (2016), Albugmi, Wills 
and Walters (2016), Al-Mascati and Al-Badi (2016), Deil and Brune (2017), 
Karim and Rampersad (2017), Albar and Hoque (2019), Hassan (2017), 
Ayoobkhan and Asirvatham (2017), Kandil et al. (2018), Mugunti and Opiyo 
(2018), Al–Shura et al. (2018), Singh and Manstora (2019). 

Diffusion of Innovation 
(DOI) 

Chang et al. (2013), Oliveira, Thomas and Espadanal. (2014), Alhammadi, 
Stanier and Stanier (2015), Alkhater, Wills and Walters (2015), Wilson, 
Khazaej and Hirsch (2015), Albugmi, Wills and Walters (2016), Alharbi, 
Atkins and Stanier (2016), Al-Mascati and Al-Badi (2016), Deil and Brune 
(2017), Albar and Hoque (2017), Mohammed et al. (2018). 

Institutional theory  Alhammadi, Stanier and Stanier (2015), Alkhater, Wills and Walters (2015), 
Wilson, Khazaej and Hirsch (2015), Alharbi, Atkins and Stanier (2016). 

Technology acceptance 
model (TAM) 

Opitz et al. (2012), Gupta, Seatherman and Raj (2013), Gangwar and 
Ramaswamy (2015), Asadi et al. (2017). 

The unified theory of 
acceptance and the use of 
technology (UTAUT) 

Idoga et al. (2019). 

Theory of planned 
behaviour (TPB) 

Workman, M. (2005).   
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3.2.1 Technology Organisation Environment (TOE) Framework 

Tornatzky and Fleisher proposed the TOE framework in 1990 to understand how the 

adoption of new technology happens in an organisation. It investigates the impacts of 

three elements: technology, organisation and the environment. The technological context 

explains the internal and external characteristics and the changes it brings to an 

organisation. According to Tushman and Nadler (1986) external innovations exist in 

three types, those that create incremental, synthetic, or discontinue changes. Cloud 

computing technology falls under the discontinuous change category. The organisational 

context refers to the internal characteristics of an organisation that can influence the 

innovation process—for example, organisation size, structure and the availability of 

adequate resources. Finally, the environmental context refers to factors that might 

influence the innovation process within the organisation's environment. These include 

competitors and the regulatory environment. 

 

Figure 3.1: Technology-Organisation-Environment framework (Tornatzky and 

Fleischer, 1990). 
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3.2.2 Diffusion of Innovation (DOI) Theory 

Developed by Rogers (1995) the DOI theory is commonly used by IT researchers to 

analyse the adoption of new technologies and ideas at an individual and organisational 

level. It focuses on the attributes of a technology which the TOE framework did not focus 

on. The DOI puts forward five technological attributes that have a direct impact on the 

adoption rate. These are relative advantage, complexity, compatibility, observability and 

trialability.  

 

 

Figure 3.2: Diffusion of Innovation (Rogers, 1995). 

3.2.3 Institutional Theory of Information Technology Adoption 

This theory is commonly used to examine the adoption of information technology. It adds 

new and vital factors to the environmental context of the TOE framework; factors such as 

competitive pressure and trading partner pressure, which might influence adoption 

process. Internal factors contribute to the acceptance of a technology. Nevertheless, the 

institutional theory emphasizes the role of external factors such as legitimacy concerns 

and culture on the adoption decision (Orlikowski, 1993). 
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3.2.4 Technology Acceptance Model (TAM) 

Developed by Davis (1989) TAM theory explains and predicts the acceptance of new 

technologies at an individual level. TAM analyses the influence of two factors, perceived 

usefulness “the degree to which a person believes that using a particular system would 

enhance his/her job performance” and perceived ease of use “the degree to which a person 

believes that using a particular system would be free from effort” (Davis, 1989). 

 

Figure 3.3: Technology Acceptance Model (Davis, 1989). 

3.2.5 Unified Theory of Acceptance and the use of Technology (UTAUT) 

This theory was developed by Venkatesh et al. (2003). It is used to produce a unified 

model to analyse technology acceptance by users. Constructs from technology acceptance 

model, theory of planned behaviour and theory of reasoned action are combined to form 

the model. These constructs are effort expectancy, performance expectancy, facilitating 

influence and social influence. According to Venkatesh et al. (2003) the unified theory of 

acceptance and use of technology (UTAUT) surpasses other theories. It can explain 

almost 70% variance from the intention to adopt the technology by users (Sharma and 

Mishra 2014). 
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Figure 3.4: Unified theory of acceptance and use of technology (Venkatesh et al., 2003). 

3.2.6 Theory of planned behaviour (TPB) 

The theory of planned behaviour (TPB) was developed by Azjen (1991) to investigate an 

individual’s perspective to the adoption of technology. The theory proposes that an 

individual’s reaction depends on behavioural intentions. Constructs in this theory are 

attitude, perceived behavioural control and subjective norms. TPB is less economical than 

TAM and is not specific to information system practice (Ramdani, 2008). 

 

Figure 3.5: Theory of planned behaviour (Azjen, 1991). 
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3.2.7 Fit viability theory 

Originally proposed by Tjan (2001) the Fit-viability theory is commonly used to evaluate 

organisational adoption of internet initiatives. It consists of two dimensions which are fit 

and viability. The former measures the degree to which new network applications are in 

line with the culture, value, structure and competence of organisation. The later measures 

the degree to the potential gain of new network applications, capital needs and 

requirements of human resource.  

 

Figure 3.6: Fit-viability theory (Tjan, 2001). 
 

3.2.8 Iacovou Model 

Iacovou model was developed by Iacovou et al. (1995) to study the inter-organisational 

system factors influencing organisations to implement IT systems. The model consists of 

three dimensions which are perceived benefits, organisational readiness, and external 

factors. Figure .. illustrates the Iacovou model.  

 

 
Figure 3.7: Iacovou model (Iacovou, Benbasat and Dexter, 2014). 
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3.3 Proposed Conceptual Model for Cloud Adoption in the Upstream Oil and 

Gas Sector 

An integrated model has been proposed consisting of factors derived from literature on 

cloud computing adoption models, technology adoption theories and researcher’s ideas, 

as illustrated in figure 3.8. This model is an integration of TOE framework, institutional 

theory and DOI. First, studies on the adoption of cloud computing in different 

organisations were reviewed. Consequently, a frequency analysis was carried out to 

identify the most critical factors affecting cloud computing adoption at organisational 

level. In addition, the researcher added and justified other factors such as accessibility, 

existing IT applications, and infrastructure, and data integrity that prior studies had not 

investigated. A total of 22 factors were assembled; these factors were then grouped into 

four fundamental categories: technological, organisational, environmental, and social and 

political. 

According to Zhu et al. (2006) The Institutional theory, DOI and TOE framework 

provide a theoretical foundation and rationale for researching technological innovation. 

The TOE considers other elements such as organisation situation, which other theories 

have overlooked. In addition, the combination of these concepts is highly suitable for 

studying cloud computing adoption at the organisational level. Furthermore, several 

studies have applied the TOE framework, DOI and institutional theory to examine factors 

affecting cloud computing adoption in different countries. The subsequent section 

discusses the applicability and significance of the variables in developing the conceptual 

model. 
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3.3.1 Technological context of Cloud computing adoption Model 

The technological context describes the technological characteristics of cloud computing 

and the factors that affect adoption decisions. 

Table 3.2: Technological factors and sources 

Factors  Sources 

Security Alhammadi, Stanier and Eardley (2015), Deil and Brune, (2017), Mohammed et al. 
(2018), Senyo Effah and Addae (2016), Kumar and Samalia, (2016), Albugmi, Wills 
and Walters (2016), Alsanea and Bath (2014), Alkhater, Wills and Walters (2015), 
Lian, Yeng and Wang (2014) 

Trust Albugmi, Wills and Walters (2016), Alsanea and Bath (2014), Alkhater, Wills and 
Walters (2015), Wilson, Khazaej and Hirsch (2015), Asadi et al. (2017), Ayoobkhan 
and Asirvatham (2017) 

Privacy Deil and Brune, (2017), Alsanea and Bath (2014), Alkhater, Wills and Walters 
(2015), Chen and Chang, (2013), Tashkandi and Al-Jabri (2015) 

Data Integrity Added by researcher 

Reliability Nkhoma, Dang and De Souza (2013), Kumar and Samalia (2016), Alsanea and Bath 
(2014), Alkhater, Wills and Walters (2015) 

Availability Kumar and Samalia, (2016), Alkhater, Wills and Walters (2015) 

Accessibility Added by researcher 

Compatibility Gangwar, Date and Ramaswamy (2015), Alhammadi et al. (2015), Polyviou and 
Pouloudi (2015), Wahsh and Dhillon (2015), Wilson, Khazaej and Hirsch (2015), 
Ayoobkhan and Asirvatham (2017), Karim and Rampersad (2017), Mohammed et 
al. (2018), Alkhater, Wills and Walters (2015), Mugunti and Opiyo, (2018), Al–Shura 
et al. (2018), Singh and Manstora (2019) 

Complexity Chang et al. (2013), Oliveira, Thomas and Espadanal (2014), Gutierrez, Boukrami 
and Lumsden (2015), Wahsh and Dhillon (2015), Wilson, Khazaej and Hirsch 
(2015), Mugunti and Opiyo (2018), Tashkandi and Al-Jabri (2015), Albar and Hoque 
(2019), Ayoobkhan and Asirvatham (2017), Al–Shura et al. (2018), Singh and 
Manstora (2019) Lian, Yeng and Wang (2014) 

Trialability Alkhater, Wills and Walters (2015), Al-Mascati and Al-Badi, (2016), Mohammed et 
al. (2018) 

Cost Albugmi, Wills and Walters (2016), Alsanea and Bath (2014), Lian, Yeng and Wang 
(2014) 

Relative 
Advantage 

Low, Cheng and Wu (2011),  Chang et al. (2013), Oliveira, Thomas and Espadana 
(2014), Senyo Effah and Addae (2016), Kumar and Samalia (2016), Karim and 
Rampersad (2017), Ayoobkhan and Asirvatham (2017),  Alsanea and Bath  (2014), 
Alkhater, Wills and Walters  (2015), Mugunti and Opiyo (2018), Tashkandi and Al-
Jabri (2015), Wahsh and Dhillon (2015), Alharbi, Atkins and Eardley  (2016), Albar 
and Hoque (2019), Mohammed et al. (2018), Al–Shura et al. (2018), Singh and 
Manstora (2019) 
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3.3.1.1 Security of cloud service 

Cloud computing security refers to the standards and procedures to secure the IT system 

and information of an organisation from unauthorised access. This is a significant 

concern for organisations due to fears over data confidentiality (Lian, Yen and Wang, 

2014). Data security and compliance risk is a significant concern for the upstream oil and 

gas industry when considering cloud computing (Yuan et al., 2011). Secure applications 

and networks are essential for integrating and sharing sensitive information like 

exploration data in upstream oil and gas operations. As this factor may influence adoption 

intentions, it should be included under the category of security and trust in the conceptual 

model. 

3.3.1.2 Trust in Cloud Service Providers 

Trust is an essential variable that organisations consider when adopting cloud computing 

(Alsanea and Bath, 2014). It is the level of confidentiality, integrity and authenticity 

offered by service providers with regards to data storage and other services. Cloud 

computing is a technology that offers the virtualisation of servers in remote locations. 

The upstream oil and gas industry deals with important sensitive data which must be 

protected and backed up for future needs. Adopting cloud computing would mean 

trusting a third party to provide a satisfactory service and protect the data of the 

organisation, which would not know the location of the data. This will be an essential 

variable to include in the conceptual model under the category of security and trust. 

3.3.1.3 Data Privacy 

Another factor that could influence adoption is privacy. This refers to the confidentiality 

of data. Organisations considering adopting cloud computing must know that they are 

surrendering their data to a third party. It will be stored on cloud-based servers; this 

creates fear of unauthorised access (Tashkandi and Al-Jabri, 2015).  The upstream oil and 

gas sector is a highly data-sensitive industry that places data privacy above everything, 

meaning that intrusion may lead to disaster. These data include the results of exploration 

and Trade secrets such as the location of well logs (Perrons and Hems, 2013). Hence, this 

is a vital factor that should be included to the category of security and trust.  
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3.3.1.4 Data Integrity 

This means the safety of data during transfer without any manipulations (Ackermann, 

2012). Cloud technology involves transferring essential data for upstream sector 

operations online. However, using the cloud would mean uploading and transferring data 

to be accessed by dispersed personnel. The fear of data being manipulated during 

transfer may influence adoption. This is an important factor that is highly linked to 

security and should be included in the conceptual model. 

3.3.1.5 Reliability of Cloud Service 

This refers to the ability of a system to adequately perform its purpose as expected. It 

involves ensuring a high quality of service to end-users, with a high transmission rate, 

minimum errors and fast recovery. Organisations fear that outages from service 

providers may lead to setbacks (Alkhater, Wills and Walters, 2015). In the upstream oil 

and gas sector, geological data from exploration must undergo processing before any 

decision can be made. Data storage and integration are also crucial. A reliable process 

that is fast and error-free is required to avoid setbacks. Thus, this is an essential variable 

to be included in the technological context in the conceptual model. 

3.3.1.6 Availability of Cloud Service 

Availability is a significant variable to be considered by organisations when adopting 

cloud computing. Cloud technology is a service offered online and must be always 

available. The upstream oil and gas industry operates based on information sharing and 

decision making. It requires a stable service with highly redundant infrastructure to 

avoid failure at any time. Hence, this factor is important and should be included. 

3.3.1.7 Accessibility of Cloud Service 

This is the ability of organisations to have access to the technology wherever they are 

located. Service may be available, but it should also be accessible. The upstream oil and 

gas industry deals with drilling and exploration in some of the most remote locations 

(both onshore and offshore). Therefore, this is an important variable to include in the 

conceptual model. 
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3.3.1.8 Compatibility of Cloud Service 

Compatibility is the degree to which an organisation’s way of practice is adaptable to the 

new technology (Rogers, 1995). Wang et al. 2010 state that this factor is crucial in 

deciding the adoption of new technology.  Organisations are more likely to consider 

adopting cloud technology if it corresponds with a company's current infrastructures and 

standards (Gangwar, Date and Ramaswamy, 2015). The upstream oil and gas sector has 

a fragmented pattern of practice in which collaboration among personnel is paramount 

for faster and better decisions. Big data storage and analysis is also a significant part of 

the industry’s operation; data must be readily accessible so that experts can collaborate, 

analyse and make fast decisions. An effective cloud technology must be compatible with 

this process. Hence, compatibility of cloud services is an essential variable that should be 

added to the technological context of the model. 

3.3.1.9 Complexity of Cloud Technology 

Rogers (1995) defined complexity as the degree of difficulty involved in understanding 

and using an innovation. The complexity of adopting cloud computing technology is 

measured by the efficiency of data transfer, speed of execution, interface design, system 

functionality, integration between applications and cloud infrastructure. Organisations 

need to be concerned about the complexity of cloud technology (Oliveira, Thomas and 

Espadanal, 2014). Basically, the adoption of cloud services is very slow in the upstream 

oil and gas sector. Therefore, this factor may influence adoption decision and should be 

included in the conceptual model. 

3.3.1.10 Trialability of Cloud Services 

Trialability is an element of DOI; it refers to the degree to which a technology may be 

experimented on a limited basis (Rogers, 1995). This factor enables an organisation to 

use cloud computing for a while before deciding on whether to adopt it (Mascati and Al-

Badi, 2016). Establishing a cloud platform for the upstream oil and gas sector needs 

investment, and most of the corporations might want to try the technology before making 

a final decision. Trying cloud services for limited time may encourage adoption. Hence, 

this is an important that should be included in the proposed model.  
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3.3.1.11 Cost of Cloud Technology 

This refers to the upfront cost needed to establish a cloud platform, including system 

integration, software and hardware facilities. Some organisations have enough facilities 

at their disposal while others do not. This factor can influence adoption decisions because 

if the cost of infrastructure is very high, managers might be reluctant to adopt cloud 

technology (Marston et al., 2011). Upstream oil and gas companies without established 

infrastructure will need to spend on an infrastructure which supports the cloud platform 

depending on the type of service. The cost is relatively lower compared to traditional IT; 

however, it is necessary. Thus, cost is an essential variable that should be added to the 

technological context of the conceptual model. 

3.3.1.12 Relative Advantage of Implementing Cloud Technology 

An element of DOI, relative advantage is the degree to which the technology is perceived 

to offer more benefits to organisations (Rogers, 1995). To and Ngai (2006) found that it 

is paramount for organisations to consider the advantages of adopting an innovation. 

Cloud computing technology presents companies with many solutions which boost their 

productivity and performance, enabling them to gain a relative advantage over their 

competitors (Almascati and Al-Badi, 2016). The cloud offers upstream oil and gas 

organisations great scalability and reduces the cost of implementation and maintenance 

(technical support and all upgrades). Furthermore, it eliminates the dependence on IT 

consultants who may sometimes disappoint, thus enabling quick response to third party 

requests and operational developments. Therefore, this is an important factor that may 

encourage adoption and should be included in the conceptual model. 

3.3.2 Organisational Context of Cloud computing adoption Model 

The organisational context describes the characteristics of an organisation that can either 

encourage or discourage the adoption of cloud computing technology. 

 

 

 

 



78 
 

Table 3.3: Organisational factors and sources 

Factors  Sources 

Technology 
Readiness 

Oliveira, Thomas and Espadanal (2014), Lian, Yeng and Wang (2014), Wahsh and 
Dhillon (2015), Wilson, Khazaej and Hirsch (2015), Karim and Rampersad, (2017), 
Albar and Hoque (2017), Ayoobkhan and Asirvatham (2017), Hassan (2017), 
Mohammed et al. (2018), Alkhater, Wills and Walters (2015), Al–Shura et al. (2018), 
Mugunti and Opiyo, (2018), Idoga et al. (2019) 

Top 
management 
support 

Low, Chen and Wu (2011), Chang et al. (2013), Oliveira, Thomas and Espadanal (2014), 
Alhammadi, Stanier and Eardley (2015), Senyo, Effah and Addae (2016), Kumar and 
Samalia, (2016), Albar and Hoque (2017), Karim and Rampersad, (2017), Albugmi et 
al. (2016), Al-Jabri and Alabdulhadi (2016),  Alkhater, Wills and Walters (2015), 
Wilson, Khazaej and Hirsch  (2015), Mugunti and Opiyo, (2018), Al–Shura et al. (2018), 
Al-Mascati and Al-Badi, (2016), Lian, Yeng and Wang (2014), Singh and Manstora 
(2019) 

Workers’ 
attitude 

Alharbi, Atkins and Eardley (2016), Mugunti and Opiyo, (2018), Singh and Manstora 
(2019) 

Existing IT 
applications and 
infrastructure.   

Added by researcher 

 

3.3.2.1 Technology readiness of Upstream Oil and Gas Organisations 

This refers to the level of human resources and technological infrastructure available to 

support cloud computing usage and management (Wang et al., 2010). Karim and 

Rampersad (2017) found that technology readiness is a critical factor influencing the 

adoption decision. If an upstream oil and gas organisation has the adequate human 

resource and infrastructure to support the cloud computing platform, adoption will be 

met positively. Therefore, technology readiness is a crucial variable that should be 

included under the organisational context in the conceptual model. 

3.3.2.2 Need for Top Management Support 

This refers to the level of support dedicated by top management towards adopting new 

technology. Lian et al. (2014) found that this factor is paramount because the top 

management has the authority to approve the provision of adequate resources, adjust 

and impose the acceptance and use of cloud computing. The adoption of cloud computing 

is a massive project for the upstream oil and gas industry, which requires sufficient 

budget and support from top management. Thus, this is an important factor that should 

be included in the proposed model. 
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3.3.2.3 Workers’ attitude Towards Cloud Technology 

This refers to the attitude of workers towards cloud technology. It includes attractiveness 

as well as cloud benefits in terms of user performance and ease of work. The attitude of 

workers towards cloud computing might influence adoption decision in the upstream oil 

and gas sector. Hence, this is an essential factor that should be included in the conceptual 

model. 

3.3.2.4 Existing IT Applications and Infrastructure of Upstream Oil and Gas 
Organisation 

This includes the traditional IT system already in use and the amounts spent to acquire 

them. The upstream oil and gas industry is known for its investment legacy in IT 

applications and infrastructure (Perrons and hems, 2013). The existing IT applications 

and infrastructure might hinder the adoption of cloud technology in the industry. 

Therefore, this will be an important variable to include in the conceptual model under the 

organisational context. 

3.3.3 Environmental Context of Cloud computing adoption Model 

The environmental context describes where the upstream oil and gas industries operate, 

which might affect adoption decisions. 

Table 3.4: Environmental factors and sources 

Factors  Sources 

Industry 
pressure 

Low, Chen and Wu (2011), Chang et al. (2013), Gutierrez Boukrami and Lumsden 
(2015), Wilson, Khazaej and Hirsch (2015), Senyo et al. (2016), Kumar and Samalia, 
(2016), Karim and Rampersad, (2017), Albar and Hoque (2017), Ayoobkhan and 
Asirvatham (2017), Al–Shura et al. (2018), Mugunti and Opiyo, (2018), Singh and 
Manstora (2019) 

User/Technical 
support 

Alkhater, Wills and Walters (2015), Mascati and Al-Badi, (2016), Singh and 
Manstora (2019) 

Regulatory 
compliance 

Alkhater, Wills and Walters (2015), Albar and Hoque (2017) 

Internet 
Availability 

Doherty et al. (2015), Al-Mascati and Al-Badi (2016), Deil and Brune, (2017), Kandil 
et al. (2018) 
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3.3.3.1 Pressure from Competitors in the Upstream Oil and Gas Industry 

This refers to the degree of competition an organisation faces within the industry. This 

factor is an essential determinant of technology adoption (Zhu et al., 2006). In the case of 

cloud computing, this factor forces organisations to adopt the technology to gain better 

operational efficiency and more significant benefits (Gutierrez, Boukrami and Lumsden, 

2015). The upstream oil and gas sector is intensely competitive about who first acquires 

the oil licence. This competition may drive the industry to adopt technology that gives it 

an advantage over its competitors. Thus, this is an important factor that should be 

included in the proposed model. 

3.3.3.2 User/Technical Support from Cloud Service Provider 

This refers to adequate user/technical support from the cloud service provider. Pre and 

after adoption support from the service provider can influence the adoption of cloud 

technology (Mascati and Al-Badi, 2016). Therefore, this factor should be included in the 

conceptual model. 

3.3.3.4 Compliance with Government and Industry Regulation 

These are government laws and regulations which may encourage or discourage the 

adoption of cloud computing (Alkhater, Wills and Walters, 2015).  This factor is 

influential because the lack of regulations on data hosting location and security breach 

might hinder adoption decisions (Marston et al., 2011). The upstream oil and gas industry 

is data sensitive, which means laws and regulations are required to govern data 

protection. Hence, this will be an essential variable to include in the conceptual model 

under the environmental context. 

3.3.3.4 Internet Availability for Cloud Computing Connection 

Internet connectivity has been proven to be influential in cloud adoption. Organisations 

fear that the lack of efficient internet connection would prevent them from accessing 

cloud computing services (Deil and Brune, 2017). The upstream oil and gas industry 

operates in the most remote locations around the world. Therefore, this is an important 

factor that may encourage adoption and should be included in the conceptual model. 
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3.3.4 Social and Political Context of Cloud computing adoption Model 

This context describes social and political factors that may encourage or discourage 

adoption. 

Table 3.5: Social and political factors and sources 

Factors  Sources 

Culture Alhammadi, Stanier and Eardley (2015), Wilson, Khazaej and Hirsch (2015), Alsanea 

and Bath (2014) 

Government 

support 

Alkhater, Wills and Walters (2015), Idoga et al. (2019) 

 

3.3.4.1 Culture of Upstream Oil and Gas Organisation 

This refers to the social behaviour of a particular set of people or society. There is a strong 

correlation between the organisational practices of industries and the perception of 

people in various national cultures. Alhammadi, Stanier and Eardley (2015) found that 

programmed cultural beliefs influence the adoption of the cloud. Therefore, this should 

be included in the conceptual model. 

3.3.4.1 Government support for Cloud Computing Adoption  

This refers to government industrial strategy to support technology adoption. It includes 

a plan of how industries should operate and government financial support towards 

achieving the plan. Some countries set strategies to ensure a greener environment, and 

this is relevant to cloud computing technology. Hence, this will be an essential variable to 

include in the conceptual model under social and political context. 

The proposed model for cloud computing adoption in the upstream oil and gas industry 

incorporates three different technology adoption theories: TOE framework, DOI theory 

and Institutional theory. The model consists of 22 factors grouped into fundamental 

categories: technological, organisational, environmental, social, and political. These 

factors were obtained by reviewing studies on cloud computing adoption in different 

organisations. A frequency analysis was conducted to identify the most salient factors 

affecting cloud computing adoption. The researcher has also added other factors and 

justified them. Figure 3.8 illustrates the proposed model. 
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Figure 3.8: Proposed model for cloud computing adoption in upstream oil & gas industry. 

The proposed model consists of factors that can potentially affect the adoption of cloud 

technology in the upstream oil and gas sector. From the list, the factors considered to be 

crucial are security, data privacy, and data integrity. This is due to the sensitiveness of the 

upstream O&G with regards to exploration, drilling, and production data. This issue could 

be overcome by adopting a private cloud model which offers high security. Also, the use 

of encryption could help as well as outsourcing cloud security from cloud security service 

providers. In addition, reliability, availability, and accessibility are also crucial factors 

because a cloud service must be reliable, accessible from anywhere and always available. 
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These issues could be addressed by having a service level agreement with cloud service 

providers to provide quality service. Furthermore, internet availability is crucial because 

the cloud is a technology that offers services via the internet. Hence, it cannot function 

without internet connection. The issue of internet availability could be solved by enough 

internet infrastructures and internet service providers that provide affordable and 

strong internet. Also, fibres optics cables could be installed in offshore locations to boost 

the strength of internet connection.  

The factors in the proposed model for cloud computing adoption have been linked to 

their respective technology adoption theories. Table 3.6 shows the fundamental 

categories where the factors belong in the technology adoption theories. 

Table 3.6: Factors and their technology adoption theories 

TOE Framework DOI theory IS theory 

Security of cloud service Compatibility  Pressure from competitors 

Trust in cloud service providers Complexity  Culture of upstream O&G organisation 

Lack of data privacy Trialability of cloud service Government support  

Lack of data integrity Relative advantage  User/technical support  

Reliability of cloud service   

Availability of cloud service   

Accessibility of cloud service   

Cost of cloud technology   

Need for top management support   

Technology readiness    

Workers’ attitude    

Existing IT apps & infrastructure    

Compliance with regulation   

Internet availability    

 

3.4 Summary 

This chapter has proposed a model consisting of factors that may affect cloud computing 

adoption in the upstream oil and gas industry. The factors include the technological 

characteristics of cloud computing, the industry organisation, environmental constraints, 

and social and political influence. The proposed model will further be improved by 

integrating the contextual factors. The next chapter presents the research methodology. 
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CHAPTER 4: RESEARCH METHODOLOGY 

4.1 Introduction 

The previous chapter proposed a conceptual model for cloud computing adoption in the 

upstream oil and gas industry. This chapter provides an overview of the research 

methodology applied in this research. A mixed-method approach was applied to 

understand and validate the conceptual model. The mixed method is suitable for 

exploring the entire phenomenon of cloud computing adoption (Wilson, Khazaej and 

Hirsch, 2016). The first section of this chapter discusses the research paradigm and the 

justification for adopting the mixed method. The following section discusses the 

definition and research design of the mixed method adopted research process and the 

ethical consideration for this research. Furthermore, it discusses a step-by-step 

development of the prototype cloud computing adoption decision support system for the 

upstream O&G sector. The final section summarises the chapter.  
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4.2 Research Philosophy  

The research philosophy refers to the various assumptions, as well as the nature of the 

development of how knowledge is understood (Saunders, Lewis and Thornhill, 2009). 

Research is a cyclic process in which a researcher makes some assumptions at every stage 

(Rudestam and Newton, 2014). The philosophical assumptions of the researcher are 

significant in selecting the appropriate research methods, design and strategy. They serve 

as the foundation on which the research is built (Creswell, 2009). The three classifications 

of assumptions are ontology, epistemology and methodology.  

Ontology refers to the nature of reality or beliefs about reality. According to Dieronitou, 

(2014) ontological approaches are classified into two. Objectivists tend to believe in a 

single reality. On the other hand, constructivists believe in multiple realities. 

Epistemology is the theory of getting knowledge. Empiricists assume that knowledge can 

be measured; this is considered as the traditional view of science. On the other hand, the 

interpretive stand is that knowledge needs to be interpreted. Methodology refers to the 

steps applied in solving the research problem (Creswell, 2013). 

In a nutshell, philosophical assumptions are an integral part of the research. They 

provide the necessary framework that guides the researcher in the entire process. The 

entire belief system based on ontological, epistemological and methodological 

assumptions is referred to as the paradigm (Creswell, 2013). According to Ihuah and 

Eaton (2013) there are five main paradigms suitable for computer science, information 

systems (IS), and social sciences research projects. These are positivism, interpretivism, 

pragmatism, postmodernism, and critical realism. However, the main paradigms applied 

in information systems and computer science research are positivism, Interpretivism, 

critical realism and pragmatism (Jarvinen 2000; Yin 2009). 

Positivism is an epistemological stand that applies the method of natural science in 

research (Saunders, Lewis and Thornhill, 2009). The thinking is that knowledge can be 

measured and obtained by testing a hypothesis. A positivist researcher usually proposes 

an idea and then seeks responses; here, the researcher’s mind does not know the reality. 

This reduces biases because the researcher only acts as an explainer of reality (Galliers, 

1990). The approach is usually deductive, starting from generic ideas to specific 

observations. Typical data collection methods used in positivist research include 

structured interviews and surveys (Bell, Bryman and Harley, 2015). In summary, 
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positivist research is associated with the quantitative method. For instance, it involves 

developing a conceptual model, proposing hypothesis, and validating them through data 

collection and analyses (Bell, Bryman and Harley, 2015). 

In an interpretive approach, a researcher attempts to explain reality by interpreting 

information about a particular phenomenon (Walsham, 1995). The thinking is that 

different contexts have different realities, and researchers are connected to the research 

(Creswell, 2009). Hence, knowledge needs to be interpreted. This approach is mainly a 

criticism for positivism. Interpretivism aims to create an in-depth understanding of a 

phenomenon. It follows an inductive approach, from specific observations to general 

perceptions. However, its demerits include potential biases and subjectivity (Williams, 

2000). A qualitative research method is used in this approach. Typical data collection 

methods include semi-structured and unstructured interviews as well as focus groups 

(Bell, Bryman and Harley, 2015).  

Pragmatism posits that reality is constantly negotiable, debated or interpreted 

(Saunders, Lewis and Thornhill, 2009). This philosophy stresses that knowledge should 

be examined using the best tools. It is unrealistic to answer some research questions by 

adopting a single philosophy. Pragmatism integrates philosophies to answer the research 

question (Ihuah and Eaton, 2013). From this perspective, researchers focus more on the 

research questions and problem than the methods (Creswell, 2009). They tend to use 

both quantitative and qualitative methods to find a practical solution to a problem. 

Pragmatic research usually follows both deductive and inductive approaches within a 

single study. 

Critical realism philosophy relates to science research. It asserts that Interpretivism 

and positivism are unrealistic and shallow. Realism argues that objects exist independent 

of the human mind and what the senses show us is reality (Saunders, Lewis and Thornhill, 

2009). This is like positivism, but it questions the epistemology and ontology of 

generating an empirical phenomenon (Alvesson and Ashcraft, 2009). Critical realism 

usually applies the interpretive rule in understanding a problem and follows positivism 

to validate the reality. Figure 4.1 is a simple demonstration of research philosophy and 

approach. 
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Figure 4.1: Research philosophy and approach (Veiga, 2016). 

This research aims to investigate factors that influence cloud adoption in the upstream 

oil and gas industry. It involves examining the relationships among variables and requires 

a scientific method to test the constructed hypothesis statistically. Therefore, the 

positivist paradigm is considered more suitable for this study. Several researchers in the 

field of technology adoption who have used the scientific method to collect data have 

adopted the positivist paradigm (Alkhater, Wills and Walters, 2015; Albugmi, Wills and 

Walters 2016; Mathew, 2016).  

The mixed-method design was employed within the positivist paradigm for several 

reasons. Cloud computing technology is still evolving and research on its adoption has 

not matured. Therefore, theoretical factors and variables must be obtained from previous 

technology and cloud computing adoption studies. However, using these factors to 

discuss the adoption of cloud technology in a different sector, such as the upstream oil 

and gas industry may be unreliable. This is because technological innovations in the 

upstream oil and gas sector is more likely to differ from another sector, the health sector 
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for example. For this reason, these factors need to be verified by upstream oil and gas 

industry representatives. In addition, it is necessary to explore new factors that are 

important and unique to the industry and its environment. The qualitative study was 

applied to perform this role.  

The main part of this study was achieved through a survey. The adoption behaviour of 

an upstream oil and gas industry is highly subjective because each company has its own 

experience, perspective, and perception. The motivations and rationale for one company 

to adopt cloud technology might differ from another. Moreover, several parallel factors 

can contribute to such a decision. Hence, interviewing some upstream oil and gas 

companies to represent the industry is insufficient, effort-driven and time-consuming. 

Besides, a qualitative approach could lead to bias (Creswell, 2009). Instead, a survey is 

appropriate to justify a generalisation. Therefore, the mixed-method design has been 

adopted in a positivist paradigm for this study. 

4.3 Research Methodology 

Three types of methodologies can be utilised in research: quantitative, qualitative and 

mixed method (Creswell, 2009). Researchers may apply one or more research methods 

in a study. The appropriate method depends on some factors, such as the type of data, 

access to data, research problem and most importantly the nature of research.  

4.3.1 Quantitative Method  

The quantitative method generally involves collecting and analysing numbers to explain 

a phenomenon (Creswell, 2009). The hypothesis is developed and tested from a theory, 

which is either confirmed or refuted. According to Bryman and Cramer (2011) this 

method is dedicative, objective and incorporates natural science and positivism. The 

main types of quantitative research include surveys and experiments. Surveys involve 

collecting numerical data through structured interviews or questionnaires to justify a 

generalisation. On the other hand, experiments involve collecting numerical evidence to 

validate cause and effect relationships on a set of variables (Breakwell et al., 1994).  Table 

4.1 shows examples of quantitative studies and their outcomes. 
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Table 4.1: Quantitative studies  

Table 4.2: Advantages and disadvantages of Quantitative research method 

Advantages  Disadvantages  

− Suitable for situations where 
standardised systematic comparisons are 
needed. 

− Can only unveil the question of “to what extent” 
and not “why” or “how”. 

− Statistical analysis increases the reliability 
of result.  

− May give an inaccurate impression of similarity 
in a sample. 

− Easier to generalise the conclusion with 
larger sample size. 

− Does not give in-depth information on human 
perceptions or experience.  

− Mostly reliant on variables. − Process can be difficult to implement without an 
automatic tool. 

 

Author (s)/Year Topic Aim Instrumentation Outcomes 

Low, Chen and Wu 
(2011) 

Understanding the 
determinants of cloud 
computing adoption. 
 

To investigate the 
factors that affect 
the adoption of 
cloud computing by 
firms belonging to 
the high-tech 
industry in Taiwan. 

Questionnaire Relative advantage, 
firm size, top 
management support, 
trading partner 
pressure and 
competitive pressure 
significantly influence 
adoption. 

Oliveira. Thomas 
and Eapandanal 
(2014) 

Assessing the 
determinants of cloud 
computing adoption: 
An analysis of the 
manufacturing and 
services sectors in 
Portugal. 

To assess the 
determinants that 
influence the 
adoption of cloud 
computing. 
 

Questionnaire The study identified 
complexity, relative 
advantage, top 
management support, 
technological readiness 
and firm size as the 
significant factors to 
directly impact 
adoption. 

Hassan (2017) Organisational factors 
affecting cloud 
computing adoption in 
small and medium 
enterprises (SMEs) in 
service sector in 
Malaysia. 

To understand 
organisational 
factors that affect 
the organisation’s 
decision to adopt 
cloud computing. 
 

Questionnaire The result indicates 
that only IT resources 
significantly affect 
adoption. 

Kandil et al. (2018) Examining the effect of 
TOE model on cloud 
computing adoption in 
Egypt. 
 

Examine the cloud 
computing 
adoption in Egypt. 

Questionnaire The study identified 
telecommunication 
infrastructure and 
internet service 
providers as the critical 
factors impacting 
adoption. 
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4.3.2 Qualitative Method  

The qualitative method is inductive and interpretive. It focuses on the actions and words 

of certain people regarding their experiences. The qualitative method is most suitable for 

exploring details about a phenomenon that reflects reality (Creswell, 2013). The 

researcher is always the instrument of data collection. Common strategies that employ 

this method include case study, ethnography, and phenomenology (Tomaszewski, 

Zarestky and Gonzalez, 2020). In qualitative research, data is obtained through 

interviews, focus groups and observations (Hohenthal, 2006). 

Table 4.3: Qualitative studies  

Author (s)/Year Topic Aim Instrumentation Outcomes 

Abdollahzadegan et 
al. (2013) 

The Organisational 
Critical Success 
Factors for Adopting 
Cloud Computing in 
SMEs. 
 

Evaluate the 
impact of 
organisational 
factors on cloud 
computing 
adoption in SMEs. 

Semi –structured 
Interview 

The study identified 
technology readiness, top 
management support and 
firm size as the critical 
success factors to be 
considered in the 
organisational context. 

Polyviou and 
Pouloudi (2015) 

Factors influencing 
cloud computing 
adoption in 
European public 
sector organisations. 

Assess the 
influence of 
technological, 
organisational, and 
environmental 
factors on cloud 
adoption in public 
sector 
organisations in 
Germany, Greece, 
Italy, Poland and 
the United 
Kingdom. 

Semi-structured 
interviews 

Compatibility, relative 
advantage and complexity, 
transparency of processes, 
reduction of IT 
management, 
interoperability, meeting 
security and environmental 
policies were identified as 
positive influencers for 
adoption. 

Deil and Brune 
(2017) 
 

Cloudy with a 
Chance of Usage? – 
Towards a Model of 
Cloud Computing 
Adoption in German 
SMEs. 
 

Propose a model 
for the 
organisational 
adoption of Cloud 
Computing and 
especially PaaS 
solutions. 

Semi-structured 
interviews 

Within the model, factors 
particularly data privacy, 
data security and 
availability of broadband 
internet access have a 
major influence on cloud 
computing adoption. 
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Table 4.4: Advantages and disadvantages of Qualitative research method 

Advantages  Disadvantages  

− Suitable for situations where detailed 
understanding is required. 

− Ambiguity over reliability is common due to 
different results from different participants. 

− Provides a holistic picture of events. − It is time-consuming. 

− Provides in-depth information by allowing 
participants to elaborate more. 

− Often difficult to generalise due to 
subjectivity and small sample size. 

− Not reliant on pre-defined variables. − Expense 

 

4.3.3 Mixed-Method 
 

The mixed-method approach combines both quantitative and qualitative methods 

(Creswell, 2013) to solve a research problem. Both approaches are combined to 

understand the problem better (Maxwell, 2012). In this method, the research problem 

determines how the combined methods are employed. An example is the mixture of in-

depth interviews and questionnaire surveys. Leech et al. (2001) posit that the mixed 

method approach is more effective and powerful than a single method, because both 

methods complement each other and have their limitations. Combining both methods 

compensate for their overlapping and mutual weakness (Hohenthal, 2006).  

The mixed-method approach can be classified into exploratory, explanatory, 

embedded and triangulation (Creswell, 2013). The exploratory design proposes a 

qualitative data collection approach to explore a phenomenon followed by the 

quantitative phase. The explanatory is the opposite, starting with quantitative data 

collection and analyses, followed by qualitative data collection and analyses. The 

embedded design involves the collection of both quantitative and qualitative data. 

However, one of the two serves as a supplement within the overall design. The 

triangulation design collects and compares both qualitative and quantitative data for 

validation. 

Determining the appropriate mixed method for this study depends on the research 

objectives. This research involves exploring factors of cloud computing adoption and 

examining the relationship between these factors and adoption. Consequently, an initial 

model has been proposed based on previous theoretical frameworks. An interview was 
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conducted to test the applicability and validity of this model. Finally, a survey was 

conducted to examine the model and improve its explanatory power. Table 4.5 compares 

the three types of methodologies. 

Table 4.5: Comparison between quantitative, qualitative and mixed research methods 

Criteria Quantitative research Qualitative research  Mixed method research 

Purpose Test hypothesis, cause 

and effect relationship, 

and make predictions 

To comprehend and 

interpret social reality 

For both purposes 

Strategy Experiments and surveys Case study, 

phenomenology, 

ethnography  

Convergent, sequential, 

transformative and 

embedded 

Common 

research 

objectives 

Describe, explain and 

predict. 

Explore, discover and 

construct 

Employs both and develops 

a rationale 

Type of data  Numbers and statistics.  Words, objects and 

images 

Collects both types of data  

Form of data 

collection 

Structured interview, 

questionnaire and 

measurements 

Interviews, focus group, 

observations, reflection 

and field notes 

Integrates both at different 

stages of inquiry 

Type of data 

analysis 

Applies standards of 

reliability and validity 

Identify themes, 

features, patterns 

Employs practices of both 

quantitative & qualitative 

Focus Test/verifies theories and 

explanations.  

 

Focuses on a single 

phenomenon, it 

examines the breadth 

and depth 

Employs both 

Results  Findings are objective Findings are subjective 

to specific people or 

context 

Both at different stages 

Source: Adopted from Creswell (2009). 
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4.4 Research Design  

The research design refers to a plan or framework adopted to achieve the aim and 

objectives of the research (Creswell, 2013). It is necessary to come up with an 

appropriate research design. According to Sekran and Bougie (2010) the design can help 

researchers answer the research questions. The essential elements of the research design 

for this study are explained below. 

4.4.1 Research Purpose 

There are three types of research purposes; exploratory, explanatory, and descriptive 

(Sekaran, 2003; Saunders, Lewis and Thornhill, 2009). Exploratory research explores a 

phenomenon by understanding the problem and providing insights and ideas (Robson, 

2002). It is associated with qualitative research methodology and applies instruments 

such as focus groups and interviews. The second type is explanatory research, which 

seeks to explain a phenomenon through hypothesis testing (Saunders, Lewis and 

Thornhill, 2009). It explains the relationship between defined variables and comes with 

quantitative research methodology. Descriptive research seeks to accurately describe the 

phenomenon under investigation (Saunders, Lewis and Thornhill, 2009). Key variables 

are defined, and a qualitative or quantitative approach can be applied. 

This study was carried out using both explanatory and exploratory approaches. In the 

first phase of the study, an exploratory approach was adopted, which involves reviewing 

literature and qualitative data collection through semi-structured interviews. This helped 

explain the issues concerning cloud technology adoption and aided in constructing the 

model. It also helped to contextualise factors and constructing the research hypothesis. 

An explanatory research approach was applied in the second phase of the study. This 

approach was applied to examine the relationships between factors and the decision to 

adopt cloud computing. According to Saunders (2009) explanatory studies aim to explain 

and predict relationships among defined variables. Survey was carried out to collect 

quantitative data, which was then used assess the model. Table 4.6 shows studies where 

exploratory and explanatory research approaches have been used in combination. 
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Table 4.6: Exploratory and explanatory research approaches combined studies 

 

4.4.2 Research Data 

There are two types of research data, primary and secondary data (Rabianski, 2003). 

Primary data is collected to address the research aim and answer research questions. It 

can be collected through questionnaires, interviews, measurements, observations etc. 

Secondary data is already existing data obtained from statistics, reports, published 

summaries, books etc. This is basically obtained to substantiate the methodology and 

assumptions in research.  

This research utilises both primary and secondary data. A literature review is 

conducted to collect secondary data through books, conference papers, journal articles 

and other documents relevant to cloud computing adoption. Primary data was collected 

using the semi-structured interview to identify factors affecting cloud adoption in the 

upstream oil and gas industry. A questionnaire was also developed to collect data related 

to constructs within the developed cloud adoption model. 

Author (s)/Year Topic Exploratory phase Explanatory 
phase 

Reason for 
combining both 

Hossain (2012) Adoption, Continued, 
and Extended Use of 
Radio Frequency 
Identification (RFID) 
Technology: 
Australian Livestock 
Industry. 

Interview with eight 
farm managers to refine 
model for questionnaire 
development. 

Questionnaire 
Distributed to 
livestock farms.  

Develop a decision 
support system for 
RFID extension plan. 
 

Al Khater (2017) A model of a Private 
Sector Organisation’s 
Intention to Adopt 
Cloud Computing in 
the Kingdom of 
Saudi Arabia. 

Interview with twenty 
staff from Information 
technology department 
to improve the model.  
 

Questionnaire 
Distributed to 
private sector 
organisations to 
evaluate the model. 

Develop a model for 
cloud computing 
adoption. 

Wilson (2017) A Framework to 
support cloud 
adoption decision-
making by SMEs in 
Tamil Nadu. 

Semi-structured 
interview and survey to 
for questionnaire 
development. 

Questionnaire 
distributed to 
SMEs. 

Develop a Cloud 
computing adoption 
decision support 
framework. 
 

Albugmi (2016) A model for Cloud 
Computing Adoption 
by Saudi 
Government 
Overseas Agencies. 
 

Interview with sixteen 
staff from the 
Information technology 
department to improve 
the model.  
 

Questionnaire 
distributed to 
overseas Saudi 
government 
organisations. 

Develop a model for 
cloud computing 
adoption. 
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4.4.3 Research Process 

This section presents an overview of the steps to be followed to achieve the aim of this 

research. The research was conducted in ten stages; these stages are explained below. 

Stage 1: Literature Review  

The research starts with a literature review on applications, adoption and challenges of 

cloud computing. This was possible with the help of sources such as books, journals, case 

studies, proceedings and reports. The review assisted in identifying the literature gap, 

research problem, and subsequently the research questions. 

Stage 2: Preliminary Research Model Development 

In stage two, an initial cloud computing adoption model was developed based on existing 

literature on technology and cloud computing adoption theories (See figure 3.6). The 

evaluation and evolution of the preliminary model have been continuous, supported by 

up-to-date publications.  

Stage 3: Interview Design 

This stage focuses on designing the interview questions based on literature. The design 

was guided by views from experts from the upstream O&G and the Nigerian department 

of petroleum resources as well as academics in technology adoption. Before conducting 

the interview, the questions were reviewed by experts. A total of sixteen questions were 

designed for the interview. 

Stage 4: Qualitative Study (Interview) 

During this stage, interviews were conducted with IT managers, senior managers, 

operation managers, field explorers, reservoir modellers, drilling and production 

engineers from the upstream sector in Nigeria. The interview was conducted to confirm 

the challenges and factors identified in the literature. It was also necessary to explore 

other challenges and factors that might not be reported in the literature. The literature 

and the initial model guided the semi-structured interview scripts, which were 

subsequently transcribed and analysed by the researcher using NVivo software to 

conduct a thematic analysis. 
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Stage 5: Model Refinement 

The interview was conducted both face to face and via call. It was recorded on the phone 

with the consent and permission of interviewees. Subsequently, the recordings were 

stored in a passworded folder. The participants were informed that their identify will be 

made anonymous and stored data will be destroyed immediately after analysis. 

Stage 6: Model Refinement 

In stage 4, the preliminary model was refined based on interview analyses and literature 

review results. This stage helped to finalise the research model by adding necessary 

constructs and eliminating duplicates. 

Stage 7: Hypotheses development 

Based on the final conceptual model and theories from literature, the research 

hypotheses were developed along with the defined constructs and relationship within 

the model. 

Stage 8: Questionnaire Design 

This stage focuses on designing the questionnaire based on developed hypotheses. The 

measurement items for the questionnaire were adopted from prior studies. New 

measurements were derived based on findings from the interviews. Before distributing 

the questionnaire, a pre-test was conducted to ensure validity and reliability. The Pre-

test was carried out with a few representatives from the upstream oil and gas industry 

and some academic researchers. Necessary changes were then made based on the results 

from the pre-test. A final questionnaire was then launched. 

Stage 9: Data Collection 

Quantitative data collection was utilised through online surveys targeting upstream oil 

and gas industry employees. The appropriate sample was selected to acquire enough 

valid responses for the analysis. 

Stage 10: Data Analysis  

In this stage, data collected from the survey was analysed using Statistical Package for the 

Social Sciences (SPSS) and analysis of moments structure (AMOS) based structural 

equation modelling (SEM). The SPSS was used for descriptive statistics, while SEM was 
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used to test the proposed model (construct reliability and construct validity) and the 

hypotheses. 

Stage 11: Result Interpretation 

This stage focused on interpreting results obtained from data analysis. 

Figure 4.2 illustrates the entire process for this study. 

 

Figure 4.2: Sequential presentation of the research approach 
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4.5 Qualitative Study; Interview 

The interview is a conversation between the researcher and participants about the 

research focus (Creswell, 2013) and is commonly used for collecting qualitative data. Due 

to the flexibility of interaction, an interview is appropriate for gathering detailed 

information. There are three types of interviews: structured, unstructured and semi-

structured interviews. In a structured interview, the interviewer usually presents the 

same questions in the same order. An unstructured interview is the opposite, consisting 

of open questions which enable the interviewer to explore detailed information (Burgess, 

2003). A semi-structured interview has a list of targeted concepts known as an interview 

guide, prepared beforehand. Most of the questions are created during the interview, 

enabling probing flexibility (Oates, 2005). 

This research uses semi-structured interviews for the initial exploratory study. This 

phase of the study aimed to explore the phenomenon of cloud computing adoption in the 

upstream oil and gas industry. Factors identified from the literature were confirmed and 

new ones explored to enhance the research model. A Survey was considered, but due to 

the exploratory nature and context of the study, the data could be imprecise. Kaplan and 

Maxwell (1994) argue that it is difficult to understand a phenomenon from the 

participants' viewpoint when textual data are quantified. Therefore, semi-structured 

interview is considered most appropriate for this study phase. 

The interview was conducted to acquire in-depth information about cloud computing 

adoption from the perspective of the Nigerian upstream oil and gas industry. The 

interviewees were senior managers, IT managers, operation managers, field explorers, 

reservoir modellers, drilling and production engineers from the upstream sector. These 

participants were chosen for this study because of their significant experience in 

Information technology, fieldwork, or management. Hence their experience and inputs 

are valuable to determine the outcome of the study. The sample for this exploratory study 

was taken from indigenous and international oil and gas companies operating in Nigeria. 

In the Nigerian upstream oil and gas sector, 73% of the staffs are males while 27% are 

females. In order to have a representation of each proportion, cluster sampling was 

applied. Hence, the gender of the participants was determined based on the proportions. 

Out of the 11 experts interviewed, eight were males and three were females. In terms of 

age, purposive sampling was applied to get information from the most experienced staffs. 
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Approximately 40% of the staffs were 45 years and below. 60% were above 45 years. The 

participants were briefed about the aim and objectives of the study. The interviews were 

conducted in English. 

Table 4.7: Strengths and limitations of interview  

 Strengths Limitations 

In
te

rv
ie

w
 

 

− Good to explore issues to fine tune survey 
questions. 

− Small numbers 

− Can be done quickly − Interviewer bias 

− Can be done via phone − Cannot be generalised  

− Good for capturing feelings and 
motivations  

− Coding data often very time 
consuming 

− Cheap and quick to conduct − Difficult to make comparisons 

 

4.5.1 Interview Design 

The semi-structured interview aimed to explore the phenomena of cloud computing 

adoption in the context of the upstream oil and gas industry. Also, to confirm factors 

identified from the literature and explore new factors to enhance the research model. The 

nature of the semi-structured interview allowed the interviewer to interrupt and prompt 

the interviewees where necessary. The questions were mainly developed from literature. 

The guidelines were set after consultation with the Nigerian department of petroleum 

resources (DPR), experts from the oil and gas sector and academics, particularly 

computer science and information systems. A total of 16 questions were designed for the 

interview. Table 4.8 contains the questions. 
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Table 4.8: The interview questions 

No General questions about cloud technology adoption 

1 I assume you are familiar with cloud computing technology, if not can I briefly explain? If yes, 
what do you think about it? 

2 Are you currently using cloud services? 

3 What are the reasons behind using/ not using cloud computing in your organisation? 

4 What cloud computing services does your company use or think about using for exploration 
activities? 

5 What cloud computing services does your company use or think about using for drilling 
activities? 

6 What cloud computing services does your company use or think about using for production 
activities? 

7 In the past, has your organisation adopted other Information system technologies for 
upstream operations? 

8 If yes, what was the process of selecting these technologies? 

9 How do you rate your performance with current methods without cloud computing? 

10 Is cloud computing currently on your organisation’s technology roadmap? 

No Questions on Impact of Factors on Cloud Computing Adoption in the upstream oil and 
gas sector 

1 What technological factors do you think may impact the adoption of cloud computing in your 
firm? Why? 

2 What do you think about the following technological factors towards cloud adoption? (Security, 
Trust, Data privacy, Service quality, Relative advantage, Compatibility of cloud technology, 
Complexity, Cost, Trialability) 

3 What organisational factors do you think may impact the adoption of cloud computing in your 
firm? Why? 

4 How important are these organisational factors to the adoption of cloud computing services? 
(Technology readiness, Workers’ attitude, Existing IT applications & infrastructure) 

5 What environmental and social factors do you think may impact the adoption of cloud 
computing in the upstream oil and gas sector? Why? 

6 What is the impact of these environmental and social factors on cloud computing adoption? 
(User/Technical support, Regulatory compliance, Internet availability, Culture, Government 
support) 
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The semi-structured interview was conducted with participants from different upstream 

oil and gas organisations in Nigeria. The interview helped to obtain a first-hand 

perspective of the area of study. Yin (2003) stated that the reliability of interviews could 

be questioned if there was bias, especially if the number of interviewees is eight or less 

in a qualitative study (Maltterud, Siersma and Guassora, 2016). These interviews were 

conducted with a sample of eleven (11) experts to reduce bias. The experience of all the 

participants was above 5 years meaning, they were experienced enough to know the 

condition of the industry. Table 4.9 presents the profile of the interview participants. The 

indigenous oil and gas companies (INOC) are mainly owned and controlled by the 

government and citizens of a country. On the other hand, international companies (IOC) 

are privately owned and operate globally. 

Table 4.9: The profile of participants  

Expert Position Sector category 

A IT Manager National  

B IT Manager Indigenous  

C Senior Manager Indigenous 

D Senior Manager International 

E Operation manager Indigenous 

F Field explorer  International 

G Drilling engineer International 

H Production engineer Indigenous 

I Production engineer International  

J Reservoir modeller Indigenous 

K IT Manager International 
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4.5.2 Data Collection 

Interviews were conducted both face-to-face and online, due to the Covid 19 pandemic. 

The interviews were scheduled at the interviewees’ convenience. Before the interview 

session, each participant was briefed about the research purpose, ethical issues, data 

storage and disclosure policy. The participants were told that their participation was by 

choice and not participating will not affect them. No imminent risk was involved in this 

research. They were also informed that the interview would be recorded or videotaped 

for analysis. The average time of each interview was about forty minutes. The interviewer 

followed the same protocol to achieve reliability. Interviewees were asked questions and 

prompted when necessary.  

4.5.3 Data Analysis 

The content analysis technique was applied to analyse the qualitative data for this study. 

NVivo software was used to analyse the data. The software analyses qualitative data by 

managing data and developing graphical models (Jackson and Bazeley, 2019). The data 

was coded word-by-word, nodes were developed and subsequently formed into 

constructs. Similar constructs were grouped into a single node. For example, based on 

responses from participants, “availability, reliability and accessibility” were grouped as 

“service quality”. Figure 4.3 presents the data analysis process. 

Conduct Interview

Transcribe Interview

Data Analysis

Develop an Integrated Model

Compare the Developed Model with the Preliminary 
Model Developed from Literature

Improved Model

 

Figure 4.3: Interview data analysis process, adapted from Mohammad (2012). 
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4.6 Quantitative Study  

4.6.1 Hypotheses and Questionnaire Development 

After improving and contextualising the cloud adoption model through literature review 

and the interview, this section presents an overview of the hypotheses and development 

of the questionnaire. A quantitative method was considered most suitable for this part of 

the study. It starts by presenting the hypotheses. Subsequently, the section presents the 

development of the research instruments and the process of validity and reliability. Most 

of the instruments were derived from literature and contextualised to the area of study. 

Similarly, the items developed from the interview have been verified by existing 

literature. 

4.6.2 Hypotheses Development 

This research adopted a questionnaire survey to evaluate the refined cloud computing 

adoption model. This strategy helps answer the research question about the relationship 

between the factors and the decision of upstream organisations to adopt cloud 

technology. The questionnaire was considered the appropriate strategy for investigating 

the relationships between the variables. 

4.6.2.1 Hypotheses related to Technological Factors of Cloud Adoption Model 

Technological characteristics are essential for any technological innovation and are 

suggested as perceived characteristics (Tornatzky and Fleischer, 1990). According to 

Rogers (1995), technological innovations with extra benefits and features are more likely 

to accept potential adopters. The technological factors considered for this study are 

security, trust, privacy, data integrity, service quality, compatibility, complexity, relative 

advantage, trialability, and cost. Hence, the following hypotheses are developed: 

H1: Security will negatively affect decisions of upstream oil and gas organisations to 

adopt cloud technology. 

H2: Trust will positively affect decisions of upstream oil and gas organisations to adopt 

cloud technology. 

H3: Privacy will negatively affect decisions of upstream oil and gas organisations to adopt 

cloud technology. 
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H4: Data integrity will negatively affect decisions of upstream oil and gas organisations 

to adopt cloud technology. 

H5: Service quality will positively affect decisions of upstream oil and gas organisations 

to adopt cloud technology. 

H6: Compatibility will positively affect decisions of upstream oil and gas organisations to 

adopt cloud technology. 

H7: Complexity will negatively affect decisions of upstream oil and gas organisations to 

adopt cloud technology. 

H8: Relative advantage will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H9: Trialability will positively affect decisions of upstream oil and gas organisations to 

adopt cloud technology. 

H10: Cost will negatively affect decisions of upstream oil and gas organisations to adopt 

cloud technology. 

4.6.2.2 Hypotheses related to Organisational characteristics of Cloud Adoption 

Model 

Organisational characteristics have a significant influence on technology adoption in 

general (Tornatzky and Fleischer, 1990). Like the adoption of other technological 

innovations, cloud computing adoption depends on the internal features of an 

organisation (Morgan and Conboy, 2013). The exploratory study of this research also 

recognised the effect of organisational factors on cloud computing adoption. The 

hypotheses for organisational factors include the following:  

H11: Top management support will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H12: Technology readiness will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H13: Workers’ attitudes will negatively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H14: Existing IT applications and infrastructure will negatively affect decisions of 

upstream oil and gas organisations to adopt cloud technology. 
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4.6.2.3 Hypotheses related to External Environment of Cloud Adoption Model 

Several studies have found the external environment to influence cloud computing 

adoption Morgan and Conboy (2013); Lian, Yen and Wu (2014); Senyo et al. (2016); Albar 

and Hoque (2017); Mugunti and Opiyo (2018); Singh and Manstora (2019). The interview 

also revealed that environmental factors usually influence cloud computing adoption. 

Thus, the following hypotheses are developed: 

H15: Perceived industry pressure will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H16: User/technical support will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H17: Compliance with regulations will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H18: Internet availability will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H19: Power availability will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H20: Trading partner agreement will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

4.6.2.4 Hypotheses related to Social and political factors of Cloud Adoption Model 

The hypotheses under social and political context include the following: 

H21: Government support will positively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H22: Organisational culture will negatively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

H23: Local content will negatively affect decisions of upstream oil and gas organisations 

to adopt cloud technology. 

H24: Social instability will negatively affect decisions of upstream oil and gas 

organisations to adopt cloud technology. 

A summary of the developed hypotheses is shown in table 4.10. In addition, figure 4.4 

illustrates the hypothesised model. 
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Table 4.10: Summary of hypotheses statements 

 Factor H# Hypotheses statement 

T
e

ch
n

o
lo

g
ic

a
l 

Security H1 Security will negatively affect upstream oil and gas organisations’ 

decision to adopt cloud technology. 

Trust H2 Trust will positively affect upstream oil and gas organisations’ decision 

to adopt cloud technology. 

Privacy H3 Privacy will negatively affect upstream oil and gas organisations’ 

decision to adopt cloud technology. 

Data integrity H4 Data integrity will negatively affect upstream oil and gas organisations’ 

decision to adopt cloud technology. 

Service quality H5 Service quality will positively affect upstream oil and gas organisations’ 

decision to adopt cloud technology. 

Compatibility H6 Compatibility will positively affect upstream oil and gas organisations’ 

decision to adopt cloud technology. 

Complexity H7 Complexity will negatively affect upstream oil and gas organisations’ 

decision to adopt cloud technology. 

Relative advantage H8 Relative advantage will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Trialability H9 Trialability will positively affect upstream oil and gas organisations’ 

decision to adopt cloud technology. 

Cost H10 Cost will negatively affect upstream oil and gas organisations’ decision 

to adopt cloud technology. 

O
rg

a
n

is
a

ti
o

n
a

l 

Top management 

support 

H11 Top management support will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Technology readiness H12 Technology readiness will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Workers’ attitude H13 Workers’ attitude will negatively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Existing IT apps 

&Infrastructure 

H14 Existing IT applications and infrastructure will negatively affect 

upstream oil and gas organisations’ decision to adopt cloud technology. 

E
n

v
ir

o
n

m
e

n
ta

l 

Perceived industry 

pressure 

H15 Perceived industry pressure will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

User/technical 

support 

H16 User/technical support will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Compliance with 

regulations 

H17 Compliance with regulations will negatively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Internet availability H18 Internet availability will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Power availability H19 Power availability will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Trading partner 

agreement 

H20 Trading partner agreement will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

S
o

ci
a

l 
&

 P
o

li
ti

ca
l 

Government support H21 Government support will positively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Organisational culture H22 Organisational culture will negatively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 

Local content H23 Local content will negatively affect upstream oil and gas organisations’ 

decision to adopt cloud technology. 

Social instability H24 Social instability will negatively affect upstream oil and gas 

organisations’ decision to adopt cloud technology. 
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Figure 4.4: Hypothesised model  

 

4.6.3 Summary of Developed Hypotheses 
 
A total of twenty-four (24) hypotheses have been developed from the cloud adoption 

model. The model consists of factors obtained from both literature and the interview. 

Table 4.10 above presents a summary of the developed hypotheses. Furthermore, figure 

4.4 illustrates the hypotheses in the model. 
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4.6.4 Questionnaire Development for Quantitative Study 

A questionnaire was designed to evaluate the model and assess the relationship of the 

constructs, based on the cloud adoption model. The questionnaire consisted of two parts. 

The first part comprised questions about demographics and organisation information. 

The second part adopted closed-ended questions to determine the relationship between 

the factors and the decision of upstream oil and gas industries to adopt cloud computing 

technology. A five-point Likert scale was used to design the closed-ended questions. 

According to Byrne (2006) the application of structural equation modelling (SEM) has 

relied on the Likert scale in recent times. 

Before administering the questionnaire, a pre-test was conducted to identify any problem 

and confirm the clarity of the questions. The pre-test was carried out with a convenient 

sample of the upstream oil and gas industry and some researchers at the University of 

Wolverhampton. Test questions administered to a sample population before the main 

study can increase the content validity (Saunders, Lewis and Thornhill, 2009). The final 

version of the questionnaire was distributed electronically. Google forms was used to 

develop the online questionnaire. Subsequently, the link to the survey was sent to the 

participants via email. These were therefore self-administrated questionnaires, meaning 

that the prepared questions were completed by the respondents without intervention 

from the researcher (Saunders, 2009). The different types of questionnaires are 

illustrated in figure 4.5. 

 

 

Figure 4.5: Types of questionnaires. Source Adopted from Saunders (2009). 
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Table 4.11: Strengths and limitations of questionnaire  

 Strengths Limitations 

Q
u

e
st

io
n

n
a

ir
e

 
 

− Provides comparable data − Low response rate  

− Can easily be replicated  − Participants may not give the right 
answer 

− No interviewer bias  − Closed questions may limit response 

− Data can be generalised  − No opportunity to follow up response 

− No ethical issues provided data is kept 
anonymous 

− Possibility of issues understanding and 
interpreting questions incorrectly 

 − Cheap and quick to conduct − Poor for determining questions to ask 

 

4.6.5 Sampling from a Population 

Sampling can be referred to as acquiring data from a percentage of the targeted 

population (Fowler, 2013). Since it is impossible to obtain data from an entire population, 

it is essential to have the appropriate and right sample to generalise (Acharya et al., 

2013). There are two types of sampling techniques: probability and non-probability 

sampling (Saunders, 2009). With the probability sampling technique, a random selection 

method is applied. This technique includes stratified random sampling and simple 

random sampling (Saunders, 2009). Non-probability sampling is the opposite; the 

researcher decides on selecting the sample (Henry, 1990). Convenience sampling and 

snowball sampling are examples of non-probability sampling (Babbie, 2013). Figure 4.6 

illustrates the types of sampling techniques.  

 

Figure 4.6: Types of sampling techniques. Source Adopted from Saunders (2009). 
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The selection of the appropriate sampling technique is based on the availability of 

resources (Saunders, 2009). Since this research captures the perception of the upstream 

oil and gas industry, it used the convenience sampling technique, which is non-

probability sampling. According to Gravetter and Forzano (2018) convenience sampling 

enables the participants to respond according to their willingness and availability. This 

study applied this technique as it is easier and quicker to select the sample than other 

sampling techniques. 

This research also investigated the factors that influence the decision of the upstream 

oil and gas industry to adopt cloud computing. The target respondents for this research 

are IT staff, field workers and top management in the upstream oil and gas sector; this is 

because of their understanding of the current state of their organisations and their 

involvement in the decision-making process in terms of technology adoption. 

The data was analysed using structural equation modelling (SEM). According to Kline 

(2011), a study that uses SEM should have a sample size of 200. Another study suggested 

that 5 participants per variable could be the minimum sample size or ten responses per 

variable (Hair et al., 1992). However, there is no agreement among researchers about an 

exact number for sample size, as this depends on several factors (Fowler, 2013). 

Nevertheless, it is better to have a larger sample for accuracy. The number of participants 

for this study is 330 IT staff, field workers and top management from different upstream 

oil and gas organisations in Nigeria. 
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4.6.7 Questionnaire Design 

A set of questions were developed to test the hypotheses according to the model (See 

figure 4.10). The questionnaire was designed based on existing literature and the findings 

of the interview. The questionnaire survey was accompanied by a cover letter, containing 

a brief explanation of the purpose of the study and consent information. It was divided 

into sections comprising of questions about demographics as well as cloud computing 

adoption factors.  

4.6.7.1 Section I: Demographic Information of Participants 

This section is designed to acquire demographic and organisational information about 

respondents, including gender, age, position, years of experience and industry category. 

4.6.7.2 Section II: Cloud computing adoption factors 

The main purpose of this part is to measure the influence of the factors on cloud 

computing adoption. The section consisted of closed-ended questions about 

technological, organisational, environmental, social, and political factors. A total of 24 

factors in the research model are measured using 68 closed-ended questions. The closed-

ended questions were designed using a five-point Likert scale: (Strongly agree = 5; agree 

= 4; neutral = 3; disagree = 2; strongly disagree = 1).   The measurement items were 

adopted from previous studies and contextualised to fit the upstream oil and gas industry. 

Some items have been considered mainly from the exploratory study. Tables 4.12 – 4.15 

show the items used to measure variables and their sources. The questions were 

designed in English.  
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Table 4.12: Measurement items of technological factors 

Construct Item Dimension Sources 

Security 

 

 

 

S1 Data security Low, Chen and Wu (2010); 

Albugmi, Wills and Walters 

(2016) 

 

S2 Service security 

S3 Relative security 

S4 Security VS benefits 

Trust 

 

 

T1 Trust in service Albugmi, Wills and Walters 
(2016); Alkhater, Wills and 
Walters (2015) 
 

T2 Trust in service provider 

T3 Trust in technical structure 

Privacy P1 Authorised access Albugmi, Wills and Walters 

(2016) P2 Unauthorised access 

Data Integrity 

 

D1 Data safety during transfer Interview 

 D2 Overall integrity 

Service quality 

 

 

 

 

SQ1 Service quality Rehman, Esiuchaikul and Kamal 

(2012); Alkhater, Wills and 

Walters (2015) 

 

 

 

SQ2 Backup service 

SQ3 Downtown compensation 

SQ4 24hrs availability 

SQ5 Anywhere access 

Compatibility 

 

C1 Fits needs Premkumar and Roberts (1999); 

Low, Chen and Wu (2010)  C2 Fits practice 

Complexity 

 

 

CM1  Learning difficulty Premkumar and Roberts (1999); 

Low, Chen and Wu (2010) CM2 Transfer difficulty 

CM3 Operation difficulty 

Relative advantage 

 

 

RA1 Cost reduction Low, Chen and Wu (2010); 

Alkhater, Wills and Walters 

(2016) 

 

 

RA2 Increase efficiency 

RA3 Improve productivity 

RA4 Real-time information 

Trialability 

 

 

TL1 Trial opportunity Moore and Benbasat (1991); 

Alkhater, Wills and Walters 

(2015) 

 

TL2 Full-service trial 

TL3 Sufficient trial time 

Cost CS1 Implementation cost Premkumar and Roberts (1999); 

Low, Chen and Wu (2010) CS2 Training cost 
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Table 4.13: Measurement items of organisational factors 

Construct Item Dimension Sources 

Top management 

support 

TM1 Enthusiasm Premkumar and Roberts (1999); 

Low, Chen and Wu (2010) TM2 Provision of resources 

Technology 

readiness 

TR1 Robust technical infrastructure Oliveira, Thomas and Espadanal 

(2014); Alkhater, Wills and 

Walters (2015) 

TR2 Necessary skills 

TR3 Technical knowledge 

Workers’ attitude WA1 User performance Mugunti and Opiyo (2018); Singh 

& Manstora (2019) WA2 Ease of work 

WA3 Attractiveness 

Existing IT apps  

 

 

ET1 Cost Interview 

 

 

ET2 Redundant facilities 

ET3 Existing licences 

 

Table 4.14: Measurement items of Social and political factors 

Construct Item Dimension Sources 

Government 

support 

GS1 Strategic plan Alsanea and Bath (2014) 

GS2 Financial support 

GS3 Infrastructural support 

Organisational 

culture 

OC1 Willingness Alsanea and Bath (2014) 

OC2 Obstacles 

Local content 

 

 

LC1 Redundancy Interview 

 

 
LC2 Local service providers 

LC3 Local IT training 

Social instability 

 

SI1 Imperial tool Interview 

 SI2 Chaos 
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Table 4.15: Measurement items of Environmental factors 

Construct Item Dimension Sources 

Perceived 

industry pressure 

 

 

PP1 Lose to competitors Premkumar and Roberts (1999); 

Low, Chen and Wu (2010) 

 
PP2 Competitive advantage 

PP3 Future impact 

PP4 Strategic necessity 

User/technical 

support 

UT1 Pre-adoption support Alkhater, Wills and Walters 

(2015) UT2 Post-adoption support 

Compliance with 

regulation 

CR1 Data protection laws Alkhater, Wills and Walters 

(2015) CR1 Industry rules 

CR3 Country regulations 

Internet 

availability 

IA1 Fast connection Almascati and Albadi (2016)  

IA2 Sufficient providers 

IA3 Wide coverage 

Power availability 

 

PA1 Stable supply Interview 

 PA2 Nationwide supply 

Trading 

agreement 

 

TP1 Support Interview 

 TP2 Enthusiasm 

 

A comprehensive model consisting of constructs and measurement items is illustrated 

in figure 4.7. 
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Figure 4.7: Itemised model for cloud adoption in the upstream oil and gas industry 
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4.6.8 Missing Data 

It is possible to have a missing data problem in any study that applies a survey strategy 

(Acuna and Rodriguez, 2004). Prior to conducting statistical analysis, it is essential to 

make sure that the collected data is complete. The SEM method may fail to produce the 

exact results if there is an error in the collected data. The analysis is based on error-free 

data (Kline, 2011). It is necessary to resolve any issue of missing data before conducting 

the analysis. Even though the survey for this study was designed cautiously, the problem 

of missing data cannot be altogether avoided. 

4.6.9 Data Analysis Procedure 

Statistical analysis has been considered the appropriate technique to evaluate the cloud 

computing adoption model. The analysis procedures include a preliminary analysis of the 

data, followed by structural equation modelling (SEM). The procedure is explained 

below: 

4.6.9.1 Preliminary Data Analysis 

Before conducting a statistical analysis, it is essential to confirm that the data collected is 

free of error. This is necessary to acquire accurate results. SEM may fail to produce the 

exact results if there is error in the data, as the analysis is based on the assumption of 

error free data (Kline, 2011). Hence, SPSS software was used to examine the data and 

ensure there is no missing data problem. This stage enabled the researcher to resolve any 

missing data problem. SPSS software was also used to analyse demographic information 

such as industry category. Furthermore, the reliability of the research instrument was 

examined using Cronbach’s alpha with SPSS software. 

4.6.9.2 Structural Equation Modelling (SEM) 

Quantitative data analysis was conducted using SEM. SEM is a common technique to 

examine the relationships among variables or constructs (Pallant, 2010). The main 

purpose of SEM was to test the research model of this study. The SEM technique compares 

the theoretical model with collected data (Pallant, 2010). Therefore, SEM was considered 

the most suitable method to evaluate the cloud adoption model and test the hypotheses 

of this study. 
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Theoretically, it is impossible to measure the factors of the research model directly. In 

SEM, latent variables (construct variables) refer to the factors in the research model that 

cannot be measured directly, which are also known as unobserved variables. However, 

these latent variables can be measured indirectly using multiple measured variables 

known as observed variables (Schumacker and Lomax, 2010). For instance, the factors in 

the research model of this study are represented as latent variables; the observed 

variables refer to measurement items used to measure the factors (unobserved 

variables). Hair et al. (2010) defined SEM as statistical analysis that measures the 

relationship between the unobserved variables (latent variables) and observed variables 

(indicator variables) in path diagrams. 

The research model was analysed using two different analysis levels: measurement 

model and structural model. According to Kline (2011) the SEM analysis results will be 

misleading without the measurement model. This examines the relationship between 

latent variables (factors) and their indicators (measurement items). The construct 

reliability and construct validity were evaluated in the measurement model to ensure 

measurement accuracy (Hair et al., 2010). In the structural model, the relationship 

between latent variables were examined. In other words, the hypothesised relationships 

were tested. 

4.6.10 Goodness of Questionnaire Instrument 

It is vital to ensure the validity of the data collection instrument before and after data 

collection. In addition, it is crucial to evaluate the instrument’s reliability to increase the 

accuracy of the study. According to Sekaran and Bougie (2010) conducting validity and 

reliability tests on the questionnaire is necessary for accurate and reliable results. In this 

study, the validity of the instrument was performed before and after collecting data.  

reliability was evaluated after data collection. 

4.6.10.1 Validity of Questionnaire Instrument 

The validity of the instrument is crucial to certify that survey questions correctly measure 

the variables they are intended to evaluate (Pallant, 2010). A validated instrument 

indicates that data and analysis results represent the present situation. This research 

used two validation tests to assess the instrument, content and construct validity.  
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Content validity refers to how well an instrument covers the range of meanings 

included within a concept being measured (Litwin, 2003). It is important to consider the 

content validity of the instrument before data collection. An instrument assessment was 

performed to ensure that the instrument contains all the right items for evaluating each 

construct. However, construct validity can only be achieved through content validity 

(Garver and Mentzer, 1999). Straub et al. (2004) stated that content validity can be 

achieved through literature review and expert advice. This study applied both 

approaches to confirm the content validity of the instrument. It is better to use items 

validated in previous literature than to develop new questions (Straub, Boudreau and 

Gefen, 2004). Therefore, this study adopted statements of questionnaires from previous 

studies to measure factors in the developed model.  

Nevertheless, some items were contextualised to the area of study and others were 

added based on the interview findings. For instance, the researcher added questions 

related to data integrity, power availability, trading partner agreement, local content and 

social instability. Figure 4.7 illustrates the Itemised model for cloud adoption in the 

upstream oil and gas industry.  

The instrument was assessed by six experts with experience in questionnaire design. 

Lynn (1986) stated that the minimum number of experts is five depending on their 

availability. The experts for this study are researchers in various universities in the UK. 

Consequently, recommended changes were made to some unclear statements. 

Construct validity refers to the accuracy of the items measuring the construct they are 

intended to measure (Henry and Crawford, 2005). It is essential to assess the validity of 

constructs when applying SEM analysis. This study assessed the construct validity of the 

instrument using three techniques: discriminant validity, convergent validity and 

nomological validity. 
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4.6.10.2 Reliability of Questionnaire Instrument 

Reliability is the degree to which a research instrument produces consistent results. A 

reliability test on the instrument is necessary to ensure the internal consistency of the 

items representing each construct (Bryman and Cramer, 2011). Eagly and Chaiken 

(1993) state the need to test the reliability when Likert scales are used in a questionnaire. 

It is not possible to precisely calculate the reliability of a research instrument. However, 

it can be estimated in two common ways: test-retest reliability and internal consistency 

(Pallant, 2013). Test-retest reliability assesses how well the instrument consistently gets 

the same results over time. The instrument is distributed to a group of people at two 

different times. Subsequently, both results are compared to determine the reliability 

(Pallant, 2013). Internal consistency is when different items that measure the same 

construct are compared to see how they produce similar results (Pallant, 2013). 

This study utilises internal consistency to assess the reliability of the instrument. 

Cronbach’s alpha is a general technique used to measure internal consistency (Stangor, 

2011). This statistical method was applied in this study to examine the instrument’s 

reliability using SPSS software. Cronbach’s alpha assesses the internal consistency of 

items measuring a construct and presents the average correlation among the items 

(Tabachnick and Fidell, 2013). The value ranges from 0 to 1; the higher the value, the 

greater the internal consistency (Pallant, 2013). A value of 0.8 or above is considered 

good; from 0.6 to 0.7 is acceptable, while a value below 0.6 is unacceptable (Sekaran, 

2003). However, the number of items used to measure a construct also affects the 

Cronbach’s alpha value (Cortina, 1993). This study also tested the reliability during SEM 

analysis through construct reliability (composite reliability).  
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4.7 Proposed Decision support system framework development 
 

This research proposes a cloud computing adoption decision support framework for the 

upstream oil and gas industry. The framework is based on the findings of the study, which 

considers factors influencing the decision to adopt cloud services in the upstream O&G 

industry. The technological factors that affect an organisation when adopting cloud 

technology are similar irrespective of the organisation or location. However, 

organisational and environmental factors differ; it is therefore necessary to include them 

to make the DSS appropriate to the upstream O&G industry of an emerging economy.  

There are different stages and tasks derived from the literature for decision making in 

the proposed DSS.  These stages and tasks are structured according to the scientific 

decision-making method, as they contain the entire process of human decision making. 

The reason for selecting the scientific decision-making method is because it involves the 

necessary steps to develop a suitable DSS for cloud adoption in a cautious sector such as 

the upstream O&G industry, especially in an emerging economy. Figure 4.8 illustrates the 

conceptual view of the proposed cloud adoption DSS framework. 

Define Assess Implement Manage

• Reason for 
Migrating to Cloud

• Cloud Ready 
Assessment

• Identify Cloud 
Deployment & 
Service Model

• Select Cloud 
Service Provider

• Cloud Management

 

Figure 4.8: Conceptual view of cloud adoption DSS framework 
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The stages of the proposed cloud adoption DSS framework include Define, Assess, Implement and Manage. These stages will guide decision 

makers in the process of cloud adoption. Figure 4.9 illustrates the cloud adoption decision process. 

Define Reason for 
migrating to cloud

Cost Reduction Scalability Flexibility Transformation

Assess

Cloud Ready 
Assessment

Application
Technology 
Readiness

Security & 
Compliance

Accessibility

Cloud Ready

AHP Analysis

Preferred Cloud 
Deployment Model 

identification
Public Cloud Private Cloud Hybrid Cloud

Not Cloud Ready

Retire

Implement
Cloud Service 

Provider Selection
Security Suitability

User/Technical 
Support

Manage
Manage Cloud 

Service
Benefits 

Realisation
Cloud 

Management

Start

Cloud Service 
Model Selection

Saas Paas Iaas

Strategy

Service Quality Cost

 
Figure 4.9: Cloud adoption decision process for the upstream oil and gas industry 
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The first step of the framework defines the goal which is cloud technology adoption, 

and the reason for adoption. The second stage focuses on cloud ready assessment and 

cloud service identification. This stage applies MCDM for decision analysis. The cloud 

ready assessment phase considers some factors to ascertain the readiness of an upstream 

O&G organisation for cloud adoption. Consequently, decision makers are presented with 

the best cloud deployment model. Next is the cloud service identification phase which 

uses AHP technique to select an appropriate service model. The subsequent step is 

implementation which emphasises the cloud service provider selection and finally the 

cloud management. 

4.7.1 Define Phase 

This phase gathers the reason why an upstream O&G organisation should migrate to 

cloud technology. It is necessary to know the potential benefits before conducting the 

cloud ready assessment of an organisation. This stage helps to generate a roadmap for 

cloud adoption for an upstream O&G organisation. 

4.7.2 Assess Phase 
 

4.7.2.1 Cloud Ready Assessment  

The first step is conducting a cloud ready assessment to determine the readiness of the 

organisation for cloud adoption. Decision makers will fill a questionnaire based on the 

criteria for cloud ready assessment. Each category has at least two questions that decision 

makers need to answer to assess their organisation’s readiness. Each answer has a 

corresponding recommendation. The format adopted for this study is the scale of 1-9 

criteria weight to calculate cloud readiness. This assessment format has been applied by 

Colicchio, Giovanoli and Stealla (2015) to develop a decision support tool. All questions 

follow the same structure. Table 4.16 shows the assessment structure, while the 

questions categories and description are contained in table 4.17 CR means cloud 

readiness which indicates the readiness of an organisation. The higher the value, the 

better the cloud readiness of the organisation. Decision makers are then presented with 

different cloud deployment models to choose from. Table 4.18 shows an analysis of the 

different cloud deployment models. 
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Table 4.16: Assessment structure 

Question 

Answer Cloud Readiness 

Answer a 9 

Answer b 7 

Answer c 5 

Answer d 1 

Recommendation 

Recommendation when answer “a” is chosen 

Recommendation when answer “b” is chosen 

Recommendation when answer “c” is chosen 

Recommendation when answer “d” is chosen 

 

Table 4.17: Questions category and description 

Category Description 

Application It indicates the application an organisation is willing to move 

to the cloud. 

Technology Readiness It assesses the technology readiness of the organisation in 

terms of human and technological resources. These include 

existing technology, internet connection and expertise. 

Security  It analyses the security, privacy, and integrity of data that an 

upstream oil and gas organisation must consider. 

Top management Support It determines the top management’s commitment towards 

cloud computing adoption. 

Accessibility It indicates the accessibility requirements and mobility of an 

organisation in terms of upstream operations.  

 
Table 4.18: Analyses of different cloud deployment models  

Public Cloud Private Cloud Hybrid Cloud 

Publicly shared virtualised 

resources  

Privately shared virtualised 

resources 

Combination of both public 

and private clouds 

Scales quickly and 

convenient deployment 

Greater flexibility and control 

over the cloud environment 

Shared security 

responsibility 

Supports multiple customers Cluster of dedicated 

customers 

Greater flexibility and more 

deployment options 

Supports connectivity over 

the internet 

Connectivity over the 

internet, fibre, and private 

network 

Cloud bursting available to 

meet peak demands 

The public cloud is the first 

choice for organisations with 

low privacy concerns and 

comparatively low budget for 

cloud 

A private model is especially 

suitable for organisations 

that seek to safeguard 

mission-critical operations 

A hybrid deployment is 

suitable for organisations 

willing to split their data into 

mission-critical and non-

sensitive 
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4.7.2.2 Cloud Service Model Selection 

After the cloud ready assessment, the next stage is to select the service delivery model for target application. The service models are 

classified into Saas, Paas, and Iaas (Lawan, Oduoza and Buckley, 2021). Software as a service (Saas) is provided as a fully functional 

application, which means that the organisation does not have to worry about backend infrastructure. Platform as a service (Paas) solution 

is a platform for creating customised applications or legacy applications. Infrastructure as a service (Iaas) provides the ability to adjust 

infrastructure to meet demand. Each cloud service model has a set of responsibilities as illustrated in table 4.19. 

Table 4.19: Comparison of shared responsibility for service models 

Service Model Application Databases Security OS Virtualisation Servers Storage Network Datacentre 

Saas          

          

Paas          

          

Iaas          

          

On-Premises          

 

 Cloud Service Provider’s Responsibility  Organisation’s Responsibility 
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Before identifying a suitable cloud service model, it is necessary to select a cloud 

migration strategy for the target application. The different strategies are Re-host, Re-

platform, Re-architect and Retain. The different cloud migration strategies are shown 

in table 4.20. 

Table 4.20: Cloud migration strategies and their descriptions 

Migration Strategy Description 

Re-host Migrating existing applications and operations to the cloud as-is. Applications 

that can take advantage of cloud as-is without architectural change. 

Re-platform Transforming and modernising of existing applications in the cloud. 

Applications that require only small optimisation before moving to the cloud.  

Re-architect New development and running of digital workloads according to agile 

methods and architecture concepts. 

Retain Leave application as it is. 

  

4.7.2.3 AHP Model 

An AHP model was developed to help in selecting an appropriate cloud service model. 

AHP is a MCDM method that uses pairwise comparison to identify the best alternative to 

solve a problem. Level 1 in the AHP model presents the goal of the system, which is cloud 

service model selection. Level 2 presents the criteria which are based on some factors 

from the results of the survey: security, suitability, service quality, cost, and 

user/technical support. Each factor has a set of sub-factors. Level 3 presents the 

alternatives to the problem, which are the different cloud service models: Saas, Paas, and 

Iaas. A single case scenario was completed with a decision maker from the upstream O&G 

sector in Nigeria. The decision maker completed the pairwise comparison to determine 

the best cloud service model for exploration data storage. The alternatives considered are 

illustrated in table 4.21. Figure 4.10 illustrates the AHP model for cloud service model. 

Table 4.21: Alternatives used in the case study. 

Alternatives Description 

Iaas the most basic, organisations can buy processing, storage and network services 

and then build their own systems on top of this infrastructure 

Paas Cloud service providers provide preconfigured computers running operating 

systems and applications 

Saas cloud providers have created applications running on server farms that may 

themselves be geographically distributed 
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Figure 4.10: AHP model for cloud service model 
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The pairwise comparisons performed by the decision maker are constructed as an n x n 

matrix. Consider matrix A = [aij], where aij expresses the relative importance of xi and xj. 

The pairwise comparison matrix for the criteria was constructed on the bases of 1-9. The 

decision maker made the pairwise comparison based on criteria preference. Tables 4.22-

4.24 show the pairwise comparison matrix for the decision maker. 

Table 4.22: Pairwise comparison matrix 

 Security Suitability Service Q Cost UT Support 

Security 1 5 7 7 5 

Suitability 1/5 1 3 5 3 

Service Q 1/7 1/3 1 1 1/3 

Cost 1/7 1/5 1 1 1/3 

UT Support 1/5 1/3 3 3 1 

 

Table 4.23: Decimal pairwise comparison matrix 

 Security Suitability Service Q Cost UT Support 

Security 1 5 7 7 5 

Suitability 0.2 1 3 5 3 

Service Q 0.14 0.33 1 1 0.33 

Cost 0.14 0.2 1 1 0.33 

UT Support 0.2 0.33 3 3 1 

 1.68 6.86 15 17 9.66 

 

Table 4.24: Normalised pairwise comparisons matrix 

 Security Suitability Service Q Cost UT Support 

Security 0.60 0.73 0.47 0.41 0.52 

Suitability 0.12 0.15 0.20 0.29 0.31 

Service Q 0.08 0.05 0.07 0.06 0.03 

Cost 0.08 0.03 0.07 0.06 0.03 

UT Support 0.12 0.05 0.20 0.18 0.10 
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Tables 4.25-4.28 represent the criteria weight calculation, consistency matrix and ratio 

for the criteria.  

Table 4.25: Criteria weight calculation 

 Security Suitability Service Q Cost UT Support Criteria weight 

Security 0.60 0.73 0.47 0.41 0.52 0.54 

Suitability 0.12 0.15 0.20 0.29 0.31 0.21 

Service Q 0.08 0.05 0.07 0.06 0.03 0.06 

Cost 0.08 0.03 0.07 0.06 0.03 0.05 

UT Support 0.12 0.05 0.20 0.18 0.10 0.13 

 

Table 4.26: Calculating the Consistency Matrix 

Criteria weight 0.54 0.21 0.06 0.05 0.13 

 Security Suitability Service Q Cost UT Support 

Security 1 5 7 7 5 

Suitability 0.2 1 3 5 3 

Service Q 0.14 0.33 1 1 0.33 

Cost 0.14 0.2 1 1 0.33 

UT Support 0.2 0.33 3 3 1 

 

Table 4.27: Multiplication of criteria weight by each cell value 

Criteria weight 0.54 0.21 0.06 0.05 0.13 

 Security Suitability Service Q Cost UT Support 

Security 0.54 1.05 0.42 0.35 0.65 

Suitability 0.11 0.21 0.18 0.25 0.39 

Service Q 0.08 0.07 0.06 0.05 0.04 

Cost 0.08 0.04 0.06 0.05 0.04 

UT Support 0.11 0.07 0.18 0.15 0.13 
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Table 4.28: Ratio 

 Security Suitability Service 

Q 

Cost UT 

Support 

Weight 

sum 

value 

Criteria 

weight 

Ratio = 

WSV/CW 

Security 0.54 1.05 0.42 0.35 0.65 3.01 0.54 5.533 

Suitability 0.11 0.21 0.18 0.25 0.39 1.14 0.21 5.320 

Service Q 0.08 0.07 0.06 0.05 0.04 0.30 0.06 5.115 

Cost 0.08 0.04 0.06 0.05 0.04 0.27 0.05 4.970 

UT Support 0.11 0.07 0.18 0.15 0.13 0.64 0.13 4.924 

 

Calculation of consistency ratio 

λ max = (5.533 + 5.320 + 5.115 + 4.970 + 4.924)/5 = 5.172 

Consistency Index (CI) = (λ max – n) / (n-1) = (5.172 – 5)/4 = 0.043 

Where n is the number of criteria, 

Consistency Ratio = Consistency index (CI)/Random consistency index (RI) 

Table 4.29: Random consistency index (RI) for different values of n 

Matrix size (n) 1 2 3 4 5 6 7 8 

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 

 

CR = CI/RI 

CR = 0.043/1.12 = 0.038 

The consistency ratio (0.038) is less than the standard consistency ratio (0.1) 

Therefore, we can assume that the matrix is reasonably constant. 

 Table 4.30: The criteria weight 

Criteria Security Suitability Service Q Cost UT Support 

Criteria weight 0.54 0.21 0.06 0.05 0.13 

Consistency ratio (CR) = 0.038 < 0.1 

 

4.7.2.4 Priority Vector 

Table 4.31-4.35 show the comparison matrix and the priorities when comparing the 

alternatives against the criteria. Saaty (1990) proposed a method for calculating the 

priority vector called the Eigenvalue method. This method has been applied because it is 
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the most popular method to estimate priority vector. According to the Eigenvalue 

method, the priority vector w is calculated as the eigenvector of A and λ max the maximum 

eigenvalue of A. 

𝐴 = [

1 𝐴12 ⋯ 𝐴1𝑛

𝐴21 1 𝐴23 𝐴2𝑛

𝐴31 𝐴32 1 𝐴3𝑛

⋮ ⋱ ⋱ ⋮

] 

Firstly, a pairwise comparison was conducted for each alternative on the criterion. The 

fractional values were then converted to decimal values. The normalised pairwise 

comparison was done by dividing the normalised values for each alternative by the total 

value of the alternatives. The next step was to calculate the local weight. This was 

achieved by getting the average of the alternatives. Next, the decision maker’s priority 

ranking was multiplied by the local weight for each alternative. Finally, the overall 

priority vector was gotten.  

Table 4.31: Comparison matrix for criterion security  

Security Saas Paas Iaas Local weights 

Saas 1 1/5 1/9 0.06 

Paas 5 1 1/5 0.22 

Iaas 9 5 1 0.72 

 
Table 4.32: Comparison matrix for criterion suitability  

Suitability Saas Paas Iaas Local weights 

Saas 1 1 1/3 0.22 

Paas 1 1 1 0.32 

Iaas 3 1 1 0.45 

 
Table 4.33: Comparison matrix for criterion service quality  

Service Q Saas Paas Iaas Local weights 

Saas 1 1/3 1/5 0.11 

Paas 3 1 1/3 0.26 

Iaas 5 3 1 0.63 
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Table 4.34: Comparison matrix for criterion cost  

Cost Saas Paas Iaas Local weights 

Saas 1 5 7 0.72 

Paas 1/5 1 3 0.19 

Iaas 1/7 1/3 1 0.08 

 
 

Table 4.35: Comparison matrix for criterion User/technical support 

UT Support Saas Paas Iaas Local weights 

Saas 1 5 7 0.72 

Paas 1/5 1 3 0.19 

Iaas 1/7 1/3 1 0.08 

 

The overall priority vector is obtained by multiplying the final rating by the local weights. 

As shown in table 4.37, Infrastructure as a service (Iaas) with the highest composite 

weight is ranked as the best alternative based on the pairwise comparison performed by 

the decision maker. The criteria with the highest importance are security, suitability and 

technical support as shown in table 4.36. 

Table 4.36: Importance 

Importance 25% 20% 18% 17% 20% 

 Security Suitability Service Q Cost UT Support 

Saas 0.06 0.22 0.11 0.72 0.72 

Paas 0.22 0.32 0.26 0.19 0.19 

Iaas 0.72 0.45 0.63 0.08 0.08 

 

Table 4.37: Final priority ranking 

Importance 0.25 0.20 0.18 0.17 0.20 Overall priority 

vector 

Rank 

 Security Suitability Service Q Cost UT Support 

Saas 0.06 0.22 0.11 0.72 0.72 0.35 2 

Paas 0.22 0.32 0.26 0.19 0.19 0.24 3 

Iaas 0.72 0.45 0.63 0.08 0.08 0.41 1 
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4.7.3 Implement Phase 

This stage involves identifying a cloud service provider that offers a suitable cloud service 

model. This process is based on factors such as cost, security, trust, service quality and 

user/technical support (Lawan, Oduoza and Buckley, 2020). 

 

4.7.4 Manage Phase 

This is the final step of the cloud migration process which includes managing the cloud 

project and liaising with the cloud service provider for the necessary training. An 

upstream O&G organisation can benefit from cloud services through effective usage of 

cloud management tools.  

4.8 Ethical Approval 

Since this research involves collecting data from participants in the upstream oil and gas 

sector, it is necessary to consider the ethical issues involved before collecting the data. 

The confidentiality and privacy of the participants are paramount. Hence, all participants 

had to read through the participant’s information sheet to ensure their consent. The 

ethical approval form was sent to the ethics committee at the University of 

Wolverhampton. The aim was to ensure that the research was done ethically and 

professionally. The ethics committee reviewed and approved the ethical form. 

4.9 Summary 

This chapter presents an overview of the research methodology and techniques applied 

in this research. It begins with a discussion of research philosophy and the justification 

for choosing positivist philosophy. Then, it presents the research methodology and the 

reasons for selecting mixed method in a positivist paradigm. The research purpose and 

research process for this research were also explained. Furthermore, it describes the data 

analyses procedures. Moreover, it describes the steps and procedures involved in 

developing prototype cloud computing adoption decision support system for the 

upstream O&G sector. The chapter concludes with the ethical approval that was required 

before data collection. The next chapter presents the data analyses and results of the 

interview and the questionnaire.  
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CHAPTER 5: DATA COLLECTION AND ANALYSIS OF 

INTERVIEW DATA 

5.1 Introduction 

This chapter presents the qualitative research analysis carried out through a semi-

structured interview. The exercise was conducted with eleven experts from different oil 

and gas organisations in Nigeria. The aim of the interview was to explore cloud computing 

adoption in the upstream oil and gas industry and to improve the initial cloud adoption 

model. As the initial model was comprised of factors derived from literature, it was 

essential to justify and contextualise them to the upstream oil and gas sector. 

Furthermore, additional factors relating to the current setting were explored. Hence, this 

chapter presents the data collection, data analyses technique and results of the semi-

structured interview. Finally, the improved model was presented. 

 

Parts of this chapter have been published in the literature as follows: 

• Lawan M.M., Oduoza, C. and Buckley, K., 2022. An exploratory study into factors 

affecting cloud computing adoption in the upstream oil and gas industry. In 

Proceedings of University of Wolverhampton’s FSE Annual Research 

Conference. 2022 
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5.2 Findings of qualitative data 

This section presents the findings of the qualitative data from the semi-structured 

interview. The interviews were conducted with a sample of eleven (11) experts to reduce 

bias. The participants include IT managers (A, B, and K) senior managers (C and D), 

operation manager (E), field explorer (F), reservoir modellers (J), drilling and production 

engineers (G, I, and I) from the upstream sector. Table 5.1 shows the views of 

interviewees on factors affecting cloud adoption. 

Table 5.1: Views from interviewees about factors affecting cloud computing adoption. 

Factor Participants 

 A B C D E F G H I J K 

Technological Factors  

Security of cloud services                  

Trust in cloud service providers                 

Data privacy                

Data integrity                  

Service Quality                   

Compatibility of cloud services                   

Complexity of cloud technology                 

Relative advantage of implementing cloud technology                

Trialability of cloud services                 

Cost of cloud technology                

Organisational Factors  

Need for top management support                 

Technology readiness of upstream oil & gas org.                 

Workers’ attitude towards cloud technology                 

Existing IT apps & Infrastructure of organisation              

Environmental Factors  

Competitive pressure in upstream oil and gas sector                 

User/Technical support from cloud service providers                

Compliance with government and industry regulations                

Internet availability for cloud connection                 

Social and Political Factors 

Culture of upstream oil and gas organisations             

Government support for cloud computing adoption                
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5.3 Technological factors affecting cloud computing adoption 
 

5.3.1 Security of cloud services 

The security of cloud computing technology has been found to be a very important factor. 

Respondents consider this a priority, particularly to exploration and drilling activities 

which involve sensitive information. Cloud technology enables remote access to such 

information.  Almost all the respondents emphasised the significance of this factor. They 

believe that intrusion into their sensitive drilling and exploration data could lead to a 

catastrophe. This is a big concern with regards to cloud computing adoption. A senior 

manager (Expert D) said: 

“Of course, security is important because we are in a competitive world where other 

operators in the same industry want to get hold of data such as seismic data, size of the field, 

productivity etc. Then you must be very careful because you don’t want your competitors to 

have access to your data. Therefore, you must make sure that your data is secure in the 

cloud”. 

Another senior manager (Expert C) added that: 

“Cloud computing technology could be beneficial, but I cannot imagine our drilling and 

exploration data kept in a remote location without being sure that it is safe. I would imagine 

that other companies too will want to be assured that there is adequate security for their 

data before adoption”. 

Information Technology manager (Expert A) said: 

“Security of drilling and exploration data is very significant for my company, we cannot 

compromise that, and we have to make sure that it will be safe in the cloud before we adopt 

the technology”. 

Another Information Technology manager (Expert K) has this to say: 

“Of course, the security is a major concern, however, our company can manage to adopt the 

cloud technology and outsource cloud security services from security providers”. 
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A Field explorer (Expert F) Noted that: 

“We have huge exploration data that must be much secured, hence, data security is 

important to us. Because you don’t want your data to be compromised. The integrity of your 

data is key. So, you will only want to deploy a cloud solution that have met a certain 

threshold in terms of its security”. 

5.3.2 Trust in cloud services providers 

Most respondents see trust as an issue that may prevent their organisations from 

adopting cloud computing. This factor has a connection with data security. It is important 

to trust in cloud service providers to protect sensitive drilling and exploration data, as 

well as to provide sufficient service to run cloud-based applications such as reservoir 

modelling software. 

An Information Technology manager (Expert B) said:  

“Our data is very significant, especially drilling and exploration data, moving them to the 

cloud system means the cloud service provider will have access to all the data”. 

An operation manager (Expert E) added that: 

“I believe it is an important factor, and it is related to the security. So, you would want to 

make sure that the service provider will not reveal your data. They go hand in hand with 

data security. Also, we will only adopt cloud services from trusted cloud service providers 

that can provide sufficient services to run our applications”. 

A senior manager (Expert C) added that: 

“Our company data can be anywhere on the cloud, and we can’t be sure if any agencies will 

access the data. So, trust is very paramount before adoption”. 

The findings indicate that most participants see trust as an important factor for cloud 

adoption, especially with regards to the safety of drilling and exploration data. 
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5.3.3 Data privacy 

The findings reveal that privacy is a very important factor when considering adopting 

cloud technology. This factor is perceived by most experts to be highly connected to 

security. They fear that unauthorised access to sensitive exploration, drilling and 

production data may cause the company to lose so much. This is what an information 

technology manager (Expert A) has to say: 

“We fear that the cloud service provider could monetise our exploration and drilling data 

stored in the cloud. As adopting the cloud technology means surrendering all your data”. 

A senior manager (Expert D) stated that: 

“Privacy is linked to security, and also an issue that is considered”. 

A field explorer (Expert F) observed that: 

“Yes, very important. This is linked to data security”. 

A production engineer (Expert I) added that: 

“Our privacy is a major concern to us; I do not have confidence in the cloud technology when 

it comes to privacy of our production data”.  

5.3.4 Data Integrity 

The integrity of data is considered very important for cloud computing adoption. Most of 

the experts stated that they fear that data on exploration activities such as seismic data 

will be altered during transfer between the field and workstation. This factor is also 

perceived by the experts to be linked to Security. A field explorer (Expert F) said: 

“I fear that data on exploration activities may be altered before simulation”. 

An Information technology manager (Expert B) added that: 

“Data integrity is very important, and I think it is linked to security. Because if there is no 

security, the integrity of exploration data may not be guaranteed”. 

A senior manager (Expert C) stated that: 
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“This is also linked to security. Very important factor from my opinion. Because field 

explorers collect exploration data which needs to be accessible to reservoir engineers”. 

A reservoir modeller (Expert J) noted that: 

“The cloud would make my work easier, but also cost me my job if data field explorers are 

being manipulated during transfer”. 

Experts A and G also emphasised the importance of data integrity. 

“The integrity of our data is very important; we cannot compromise that “ 

5.3.5 Service quality of cloud computing 

The findings indicate that this factor should be considered prior to adopting cloud 

computing. However, the level of importance differs among participants, depending on 

their position. For instance, an operation manager (Expert E) said: 

“We expect a very high-quality service from the cloud service provider as this is very 

important for our exploration, drilling and production operations”. 

A senior manager (Expert D) also mentioned that: 

“Quality of service is paramount, especially the accessibility, because if you get to a point 

where you want to get data from the cloud and you are not able to get it because of one 

glitch or the other”. 

A Reservoir modeller/engineer (Expert J) emphasised that: 

“I think this is one of the most important factors in my opinion. Typically, companies will 

approach cloud service providers base on recommendation. Not everyone will want to invest 

in a company that doesn’t have a proven track record for that is a key in choosing what 

cloud service to use”. 

A Drilling engineer (Expert G), and a production (Expert I) expressed the same views: 

“The accessibility and availability of cloud service from remote oil rigs is very important to 

us”. 
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On the other hand, IT managers also believe the factor is important, but they don’t see it 

as a hindrance to adoption. They suggest that companies can have an agreement with the 

service provider on the standard of services to be provided. As one (Expert B) said: 

“I think this should not be an issue as long as we have a standard service”.  

Another information technology manager (Expert K) added that: 

“Yes, it is important. Because if you are to use the cloud for data storage and transfer and 

the quality of service is poor, then that will be a big challenge. However, putting subsea fibre 

cables in remote areas will make things much better, otherwise in the current environment, 

especially in offshore areas, there are challenges about accessibility to services”. 

5.3.6 Compatibility of Cloud Service 

Most of the experts see compatibility as an important factor.  They expect the cloud to be 

compatible with their existing systems. A senior manager said (Expert C): 

“Compatibility is very important. You know we have large geophysical data in the system. 

So, transferring that data must be compatible with the cloud technology”. 

An operation manager (Expert E) added that: 

“Yes, because the volume of data we use in the upstream operations is very huge that you 

want to be sure the service provider is not doing it from a generic standpoint. And that they 

understand your conscience as an upstream business. Yes, compatibility is also an important 

factor in deciding cloud service adoption”. 

An information technology manager (Expert B) also noted that: 

“Of course, it is important, the cloud has to be compatible with our reservoir modelling 

software”. 

A production engineer (Expert H) stated that: 

“Compatibility is an important factor, because the cloud should be compatible with our 

operations”. 

A reservoir modeller (Expert J) stated that: 
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“We have existing software applications we use in my company and that should be 

compatible with cloud computing”. 

5.3.7 Complexity of Cloud Technology 

The findings indicate that the complexity of cloud computing technology may not be a 

major challenge to the adoption of cloud services, especially for companies with highly 

skilled upstream workers. However, companies with employees that are not aware of the 

cloud will find it difficult to adopt. The participants had different views, depending on 

their position. A senior manager (Expert D) said: 

“Yes, it is important, because the more complex a system is, the more likely you will make 

investment in capacity building. And that’s another cost structure that organisations will 

typically want to avoid. Simple cloud solutions will be more attractive, so long as the 

simplicity does not undermine the efficiency”. 

An operation manager (Expert E) added that: 

“We have to make sure that the technology must be easy for our staff to use before we can 

adopt it”. 

An information technology manager (Expert K) stated that: 

“Well, I can say it is important to a certain extent. But at most times the necessity to deliver 

the service overrides the complexity. Because adequate training services would have to be 

put in place to ensure that users learn how to use the service”. 

Another information technology manager (Expert A) added that: 

“Well, I think it is important to some extent, for someone who is a computer literate that 

won’t be a problem, So I don’t think that will be a major challenge”. 

A reservoir modeller/engineer (Expert J) noted that:   

“I would rather say simplicity because of how the cloud is. However, other workers may find 

it complex depending on their skill level”. 
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5.3.8 Relative Advantage of Implementing Cloud Technology 

The findings indicate that relative advantage is an important factor that encourages 

adoption of cloud computing in the upstream oil and gas industry. A senior manager 

(Expert C) stated that: 

“Yes, it is very important because we have to consider the benefits the cloud services offer 

us, such as time saving”. 

Another senior manager (Expert D) added that: 

“Yes, it is important, and it applies to any new technology we are adopting, we must consider 

the relative advantage”. 

An information technology manager (Expert B) also added that: 

“Is very important because we need to know if cloud computing improves our productivity 

and performance”. 

Another information technology manager (Expert K) Stresses: 

“We will always think about the relative advantage before we adopt it. We can just adopt 

without that”. 

5.3.9 Trialability of Cloud Services 

Some participants believe that it is necessary for them to try cloud computing technology 

before adopting it. A trial will help them understand the technology and they will then 

adopt it if it meets their requirements. Here is what a senior manager (Expert C) has this 

to say: 

“Yes. It is important. Incidentally, in my company, we have a scheme for adopting new 

products or technology. We have the initial stage, then we move to the secondary stage, and 

then finally the field trial to see if the result is okay before we finally adopt it”. 

A production engineer (Expert I) added that: 

“Yes, that’s important as well. In my experience working on a solution that we use for 

production process management; it was required that the service provider do a proof of 
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concept of over a period of 4-6 months so that the company can assess the functionality of 

the solution in real-time before making any investment in deployment”. 

An operation manager (Expert E) noted that: 

 “Yes, I believe it is important. It will give the industry confidence when they try it, especially 

about the security”. 

A drilling engineer (Expert G) stated: 

“I think cloud technology should be on trial before adoption because it is a technology that 

is not too common yet in the industry. Try it and if it works fine, then we can adopt it”. 

An information technology manager (Expert A) stress that: 

“Testing is an essential phase of technology adoption. So, for us to adopt cloud computing, 

we need to have trial first”. 

Triability, which means experimenting cloud technology for a short time was found to be 

an important factor. The interviewees believe that upstream oil and gas organisations 

should try cloud services for some time before adopting it. For instance, adopting a cloud-

based reservoir simulation will require a huge investment. Trying cloud computing for a 

limited period before adoption will encourage many companies to consider the 

technology. 

5.3.10 Cost of Cloud Technology 

An upfront cost is usually paid for the implementation of cloud computing technology. 

The findings indicate that cost is an important factor when adopting cloud services. 

Almost all participants believe that cost is crucial in deciding whether to establish a cloud 

platform in the upstream oil and gas sector. For instance, a senior manager (Expert C) 

said that:  

“I think it is important. It must be competitive, but if it is too expensive, then it will affect 

profitability. The overall goal for a business is profitability. So, cost comes in there and if it 

is too expensive, then it won’t be adopted at that stage”. 

Another senior manager (Expert D) added that: 
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“Yes, that is the most critical. All decisions around cloud computing and even all software 

solutions involve cost. Because every organisation is making effort to drive down cost”. 

An operation manager (Expert E) also stressed that: 

“Very important. The cloud may offer a lot of services and benefits, but does it justify the 

cost. Initial cost should be reasonable so companies cannot run away from the technology”. 

An information technology manager (Expert A) had a slightly different view: 

“I believe it is important. I think the network cost should be looked at because most of the 

industry is highly computerised. So, I don’t think that will be a lot of cost from end-to-end 

computer apart from the internet network cost”. 

5.4 Organisational factors affecting cloud computing adoption 

5.4.1 Need for Top Management Support 

The findings show that top management support was paramount to the adoption of cloud 

computing. Most respondents believe that top management is responsible for approving 

the adoption of a new technology. A senior manager (Expert C) stated that: 

“Yes, consider it very important. Because without support from the management, there is no 

way it will flourish”. 

Another senior manager (Expert D) added that: 

“Without support from the top management, any attempt to technology adoption will fail”.  

A field explorer (Expert F) explained that: 

“Yes, it is important. Usually, you find that it is workers in the frontline who identify the need 

for technological solutions such as cloud computing, but if their request for it is not carried 

forward by the top management, then there may not be allocation of adequate funds for 

deploying these solutions. So, it is important that top management supports any perceived 

gap in terms for need for cloud computing”. 

A drilling engineer (Expert G) stressed that: 



144 
 

“Very key, no matter how good and beneficial the cloud is, top management support is key 

to adoption”. 

An information technology manager (Expert K) added: 

“Top management support affects adoption because the top management must make the 

final decision. Even though there is a build-up whereby the user of the technology will 

forward it to the top management, but then they will have to okay it as they have the final 

say”. 

5.4.2 Technology readiness of Upstream Oil and Gas Organisations 

Having the right expertise and infrastructure is essential to establish a cloud platform. 

Almost all the interviewees agree that this factor should be considered when adopting 

cloud technology. A senior manager (Expert C) had this to say: 

“Yes, it is very important because if you want to introduce anything new, you must have the 

infrastructure and the people ready to do it. It would involve training as well, project 

management team to train the users”. 

Another senior manager (Expert D) added that: 

“Yes, it should affect adoption because that also links to potential cost of the solution, e.g., 

in needing additional human capital in terms of people who will work on these solutions or 

make other meaningful investments on onside equipment or gadgets to use. Those are the 

things organisations will normally consider before procuring the service”.  

A production engineer (Expert I) stated that: 

“Yes, it is an important factor. In my organisation, the skill level is a bit high, so it would not 

be a big issue for us. But I think for many organisations where they have cross skills, then 

you must carry them along. So that becomes an important consideration. Yes”. 

An operation manager (Expert E) 

“It is impossible to adopt cloud technology without the right skills” 

An information manager (Expert B) had a different view saying: 
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“Regarding human resources I see no problem or anything, because almost everybody 

within the upstream oil and gas industry are computer literate. Not only that, but as far as 

I know, the minimum is a degree for the international oil and gas companies. I suppose 

everyone has access to computer because it is like a toolbox for every employee”. 

5.4.3 Workers’ Attitudes Towards Cloud Technology 

The attitude of workers towards cloud computing adoption is crucial. No matter how 

beneficial a technology is, the users must have a positive attitude towards it. All the 

interviewees agree that this factor is key to adoption in the industry. A senior manager 

(Expert C) had this to say: 

“The only way I see workers’ attitude going against it, is if it will result in downsizing. Then 

the union may step in to push against it. But if it is going to improve their work efficiency, 

then they will go ahead with it. Yes” 

An operation manager (Expert E) added that: 

“That could depend on the experience of workers in question. Because there have been 

situations where cloud computing does not meet expectations, or they pose unnecessary 

challenge to the normal implementation of day-to-day activities for employees. In such 

situations, you could expect those employees to have resistance to the implementation of 

further adoption of cloud computing. But if the experience is positive, usually there won’t be 

resistance. So, it depends on potential users of the technology”. 

A drilling engineer (Expert G) noted that: 

“It is important because some people are used to doing things their old way and still very 

comfortable about it. Also, when there is change most times there is much resistance. Once 

the users are comfortable, they will go for it”. 

An information technology manager (Expert A) stated that: 

“Usually, some technologies come with benefits and may also result to downsizing, so if it 

will have a negative effect on the employees, then you should definitely expect resistance 

from them”. 
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A production engineer (Expert H) pointed out that: 

“There is a certain technology that we stopped using due to resistance by the users”.  

5.4.4 Existing Information Technology Applications and Infrastructure of 
Upstream Oil and Gas Organisations 

The existing technology in use is seen by some experts as an obstacle to adoption. Here is 

what a senior manager (Expert B) said: 

“We have invested so much on some of the technologies we use for our upstream operations. 

We must abandon some of them if we are to adopt cloud technology”. 

An information technology manager (Expert D) stated that: 

“Some of the applications cannot be transferred to the cloud and we have spent a huge 

amount to acquire their licences”.  

among upstream workers for faster and better decision making, Remote access to data 

and services etc. 

5.5 Environmental factors affecting cloud computing adoption 

5.5.1 Pressure from Competitors in the Upstream Oil and Gas Industry 

The findings reveal that competitive pressure is an important factor to consider when 

adopting cloud computing. Most participants believe that the competition in the 

upstream oil and gas industry may drive companies, especially the big players, to adopt 

cloud computing. A senior manager (Expert D) said that: 

“There are two sides, in terms of the competitive advantage, almost everyone in the industry 

will want to take advantage of this over other players that may not readily use it. The 

concern will be the resources they are going to put into it. In Nigeria the industry is very 

competitive, as you may know over the past 10 to 15 years, we are also having more of the 

indigenous players competing with the IOCs and they are doing very well”. 

A drilling engineer (Expert G) added that: 

“Of course, every company would want to store their data in the cloud. It is very important”. 
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A production engineer (Expert H) also stated that:  

“Yes, it is very important. I mean for the international oil and gas companies and the top 

players are in constant competition. And they have the leading edge over the others, and 

they want to get there first”. 

A field explorer (Expert F) explained that: 

“Yes, in a situation whereby a particular cloud-solution has gained reputation of being 

beneficial to particular services, whether in terms of improving efficiency or reducing time 

required to perform a particular task, or even a positive impact in terms of running cost, 

naturally it will be a driver for competition since every player in the industry would want to 

gain those benefits proven to approve from that solution”. 

An information technology manager (Expert B) further added that: 

“The competition in the industry will enable many companies to move towards cloud 

technology, hence this factor is important”. 

5.5.2 User/Technical Support from Cloud Service Provider 

The findings reveal that this factor should be considered prior to adopting cloud 

computing in the upstream oil and gas sector. User/technical support from cloud service 

provider is perceived as very important by almost all the interviewees. For instance, a 

senior manager (Expert D) said: 

“Yes, very important. For any technology we use, it always comes with contract for user and 

technical support so that you are sure that you know anytime you have a hiccup, there is 

somebody to shout out to”. 

An information technology manager (Expert K) stated that: 

“Technical support from the cloud service provider will be required. As far as I know, almost 

every player in the industry has an ICT department highly resourced. So, I expect that with 

such a department very versatile, they should be able to interface very well with the cloud 

service providers and be able to make it work”. 

Another information technology manager (Expert B) added that: 
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 “For every system, this is almost sacrosanct because as people come on to new systems and 

solutions, they are bound to have difficulties in navigating it. Pre-implementation capacity 

building is important for most cloud solutions. Then ongoing support is also key until the 

deployed solutions have a smooth running. Therefore, the need to have support is very 

critical”. 

An operation manager (Expert E) emphasised this point by saying: 

“Even during usage, not only pre or after adoption, but there may also be times you could 

run into some challenges. But if the support is there, then it makes life easy for everybody”. 

A production engineer (Expert I) also said: 

“Of course, we need support from the cloud service provider”. 

5.5.3 Compliance with Government and Industry Regulations 

The findings indicate that compliance with regulations is an important factor which may 

prevent cloud adoption, especially with regards to sensitive drilling and exploration data. 

According to the interviewees, whether the cloud service provider is local or foreign, this 

factor should be considered before adoption. An information technology manager 

(Expert A) said: 

“Yes, because most cloud solutions deployed especially in Nigeria come from European 

countries, Brazil and even India. So, I believe that the regulatory or legal framework in those 

countries of origin or where data is hosted on have some influence. But in the case of Nigeria, 

I don’t think the information and communication technology policies and regulations are 

robust enough to focus on the details involved in deploying cloud solutions. Nevertheless, the 

compliance with regulations should be considered”. 

Another information technology manager (Expert B) added that: 

“Very important because organisations feel reluctant to go for a new technology. It might 

be easier with international service provider. But when there are local regulations that may 

affect the adoption, then there must be a lot of convincing to do before adoption”. 

A senior manager (Expert D) also shared his view by saying: 
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“I think the bottom line is cost. When I joined a company, the Information technology was 

local in Nigeria and that was perhaps the servers where in Nigeria too. Later, we moved the 

servers out of Nigeria to Europe, and then later it was harmonised and moved to India. In 

this case, regulatory bodies will intervene and that must be negotiated as well”. 

Another senior manager (Expert C) pointed out that: 

“You may not actually know where your stored data is located. It could be in a country where 

the regulation gives the government the right to have full access to your information”. 

5.5.4 Internet Availability for Cloud Computing Connection 

The findings show that internet connection is a major concern for upstream oil and gas 

organisations willing to adopt cloud computing. Respondents believe that cloud-based 

solutions for exploration, drilling and production are only possible with strong internet 

connectivity, considering the geographical location of oil fields. A senior manager (Expert 

C) said: 

“The problem we have is with the network. Strong internet availability is paramount”. 

An information technology manager (Expert K) stated that: 

Yes, is a major issue because of the limitation in the country. There are several areas where 

you cannot get access to internet or when you get it, you have very unstable connection. 

Some offshore activities take place in conventional geographical locations, which include 

deep offshore facilities, continental shelf or onshore assets”. 

Another information technology manager (Expert B) added that: 

“Robust internet service is very key. What I know is that the big users buy big space from the 

big internet service providers such as Glo and MTN. They buy big space so that they make 

sure they have stability in their band space”. 

A drilling engineer (Expert G) also stated that: 

“Very important because you need the internet to access the cloud services”. 

An operation manager (Expert E) also said: 
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“The connection is not yet up to standards in most part of the country, and for you to access 

cloud services you really need a strong connection to avoid any disappointments”. 

5.6 Social and political factors affecting cloud computing adoption 

5.6.1 Government Support for Cloud Computing Adoption 

The findings reveal that government support is an important factor that would encourage 

adoption in the upstream oil and gas industry. Respondents believe that necessary 

support from the government will ease the adoption of cloud technology. A senior 

manager (Expert C) said that: 

“Yes, is an important factor. And this applies to home grown cloud solutions because there 

are in country cloud service providers which include simple hosting activity and then data 

centre. I think the reason what the government could do to improve the environment around 

cloud computing mostly is from the supply side. Because as you know cloud computing 

requires a reliable supply which is also tied to reliable power supply in terms of electricity. 

And if the cost of electricity is high, it will influence the cost of running a cloud solution from 

the provider perspective. And that will be transferred to the organisation to procure that 

service. So, there is a long chain and that also apply to regulations around physical security 

which govern the location where some of your data and services are hosted from where you 

procure them remotely”. 

An information technology manager (Expert A) added that: 

“Government support can be important because a lot of the development for the 

infrastructure you require especially depends on the government. If they have provided a 

good platform for business to strive. For instance, in terms of internet service providers. So, 

if the government is not supportive, then companies will not go for that area, and that area 

will not develop”. 

Another information technology manager (Expert B) 

“I think it is important. I think government support is necessary, especially that it will 

improve productivity. And remember that the government will also be a beneficiary as it is 

a player in the industry. However, they would also want to make sure that it benefits the 

country in terms of human capital development”. 
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An operation manager (Expert E) 

“Very important. Especially in Nigeria where you have joint venture relationship with the 

government”. 

5.6.2 Culture of Upstream Oil and Gas Organisation 

The findings indicate that organisational culture and not the culture of employees should 

be considered. For instance, this is what a senior manager (Expert B) said: 

“Culture of the company! Yes, but culture of the people who work in it may not be relevant 

because if a culture of a company is to adopt a new technology, then I don’t think those who 

work there could influence it much”. 

5.7 New factors and concerns 

The interview with experts resulted in the emergence of new factors and concerns that 

should be considered before adoption of cloud computing in the upstream oil and gas 

industry. These factors are power availability, trading partner agreement, local content 

and social instability. 

5.7.1 Electricity Supply to Support Cloud Infrastructure 

The findings reveal that electricity supply is an important factor. Some respondents 

believe that stable and uninterrupted electricity supply is needed for full adoption of 

cloud services for upstream operations. A senior manager (expert C) said that: 

“Poor electricity supply is specific to developing countries like Nigeria. The cost of 

interruption in electricity supply, you may not be able to depend so much on it. You need 

stable electricity supply to get a lot of things working. It works for the big organisations to 

run generators for 24 hours, but smaller ones may struggle”. 

An information technology manager (Expert B) also stated that: 

“For a big company, they have 24 hours electricity supply. But could be an issue for smaller 

companies. Because sometimes the electricity is not very reliable. This may be considered 

even though it affects only the smaller companies”. 
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5.7.2 Trading Partner Agreement of Upstream Oil and gas Organisations 

The findings reveal that trading partner agreement is a factor that may affect adoption. 

Two respondents emphasised the importance of this factor. Especially in areas where 

multiple partners are involved, all the partners must agree to the adoption of a new 

technology such as cloud computing. A senior manager (Expert C) stated that: 

“Trading partner agreement is important, particularly when multiple partners are involved. 

For example, NNPC in the case of Nigeria, then you must carry them along. And, for land and 

swamp operations for shareholders, such business decisions must come in. They must buy 

the idea”. 

Another senior manager (Expert D) added that: 

“All parties involved in the business must agree before adopting a solution such as cloud 

computing. This is key as any decision about adoption must be collective”. 

5.7.3 Local content  

The findings reveal that the job opportunity of locals is a major concern that might affect 

cloud computing adoption. One of the experts pointed out that local content is a major 

concern that should be considered before adoption. Government may fear that cloud 

adoption could result in redundancy of the locals. This is what the senior manager (Expert 

D) said: 

“There is one issue which I foresee which needs to be considered which is called local content. 

For example, when you go to the ICT department of a company, in terms of the expatriates 

may be less than 5% because most of the locals are highly trained and some have worked 

overseas. They are there to almost manage it 100% without the need for an expatriate. But 

when it comes to cloud computing, it is going to be managed by the service provider outside 

the country and that is something the government would be very worried about. They will 

ask what the contribution of the locals will be, why not set a base in Nigeria. This is an issue 

that should be considered”.  
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5.7.4 Social Instability  

The findings reveal that social instability is a concern that should be looked in to before 

adopting cloud technology. This factor applies to developing countries. A senior manager 

(Expert C) stated that: 

“What companies should be worried about, and government would like to look into is that 

they would want to make sure that cloud computing does not become a tool for imperialism. 

I mean whereby the first world countries may be able to use that to monitor the development 

of the oil and gas industries and use that against the country. So, to me, that is an issue that 

government will be worried about and the industry as well”. 

The analysis of the interview data resulted in twenty-four factors. These factors are 

discussed in chapter 7. The reason is because the factors for the interview and 

questionnaire are the same. Hence, the discussion for both qualitative study (interview) 

and quantitative study (questionnaire) have been synthesised in chapter 7 to avoid 

overlap.  

5.8 Reasons for adopting cloud computing in the upstream sector 

The findings of the interview indicate that there are some reasons encouraging upstream 

oil and gas organisations to adopt cloud computing technology. From the perspective of 

the experts, the reasons are illustrated in Figure 5.1. 

Reasons For Adoption
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Figure 5.1: Reasons for adoption cloud services for exploration, drilling and production. 
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The combination of theme nodes from the qualitative analysis using NVivo software is 

illustrated in figure 5.2, green circle represents positive influence, red circle represents 

negative influence, and grey circle represents newly emerged factors. 
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Figure 5.2: Results of NVivo analysis for interview data 

5.9 Improved Model 

The findings of the study have resulted in the emergence of new factors that affect cloud 

computing adoption in the Nigerian upstream oil and gas industry, for exploration 

drilling and production activities. Subsequently, an improved model was developed 

which takes into consideration the new factors. Figure 5.3 illustrates the improved model 

compared to the conceptual model in chapter 3 (figure 3.8). 
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Figure 5.3: Model for cloud computing adoption for exploration, drilling and production 

activities in the Nigerian upstream oil and gas sector. 
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5.10 Summary 

This chapter presents the findings of the semi-structured interview conducted with 

experts from different upstream oil and gas organisations in Nigeria. A qualitative 

approach was used to review the initial model presented in chapter 3 and to explore other 

factors specific to the area of study. Content analyses using NVivo 11 software was used 

to analyse data from the interview. The findings of the study indicate that all factors 

proposed in the initial model impact adoption. In addition, “culture” which is a factor 

under political and social context was changed to “organisational culture” based on the 

findings of the interview. The analyses also resulted in the emergence of new factors that 

affect adoption of cloud technology for exploration, drilling and production activities in 

the Nigerian upstream oil and gas industry. These factors are power availability, trading 

partner agreement, local content, and social instability. The results of this study were 

used to improve the model. The discussion for the interview analysis is presented in 

chapter 7. In the next chapter, hypothesis developed from the model will be examined 

using quantitative data.  
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CHAPTER 6 QUESTIONNAIRE DATA ANALYSIS 

6.1 Introduction 

This section presents the data analysis for the survey. The first section of this chapter 

discusses the sample selection and data collection of the survey. The second section 

presents the preliminary analysis done using SPSS before running the model. It covers 

the missing data, descriptive analysis of the sample, and the instrument's reliability 

(Cronbach's Alpha). The third section presents the empirical results of the data analysis 

using AMOS software based on structural equation modelling technique (Chin, 1998). The 

structural equation modelling (SEM) stages covered include the measurement model and 

structural model. The final section presents the assessments of the hypotheses results. 

6.2 Sample Selection and Data Collection 

This research was able to get information on all upstream oil and gas organisations in 

Nigeria with the help of the Nigerian National Petroleum Corporation (NNPC). The 

NNPC’s database stores information about all petroleum-related organisations in the 

country. At first, a comprehensive list of the organisations was retrieved. Subsequently, 

the list was filtered to only upstream oil and gas organisations. Also, the department of 

petroleum resources provided the researcher with contacts of most of its offices. 

The participants were requested to participate in the survey via mail. Also, paper-

based questionnaires were distributed to some of the participants. The samples were 

selected using the convenience sampling technique. Participants in the initial exploratory 

study were invited to participate in the survey. Also, the scholar requested them to share 

the survey link with their colleagues.   

6.3 Preliminary Data Analysis  

This section presents the preliminary data analysis using statistical package for social 

sciences (SPSS) before running the structural equation modelling (SEM) model. The 

section is structured in three parts; the first part discusses the response rate and 

sampling size; the second part discusses the descriptive analysis of the sample. It covers 

the participants’ position, years of experience, and the industry category. The final part 

presents the preliminary reliability of the instrument using Cronbach’s Alpha. 
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6.3.1 Response Rate and Sampling Size 

The questionnaire for this study was distributed both manually and electronically. The 

survey comprises 69 questions that was distributed between July 2021 and September 

2021. Of the 233 received online responses, only 214 were complete and considerable for 

analysis. 122 participants returned the paper-based questionnaire, of which six were 

incomplete. Hence, 116 were complete and usable for this research. Missing data is a 

common problem in any survey study (Acuna and Rodriguez, 2004). In sorting out 

missing values, the mean was used as a replacement. However, it created an abnormality 

in the model. Hence, the incomplete responses were discarded (Pigott, 2001). 

In this study, data was collected from 330 respondents. The study had a total of 25 

latent variables and a total of 67 observed variables. Kline (2011) suggests that the study 

using structural equation modeling (SEM) should have at least a sample size of 200. 

However, other researchers suggest that the sample size should be based on the number 

of latent and observed variables. Bentler and Chou (1987) suggests 5 responses per 

observed variable, Hair et al. (1992) suggests 10, Stevens (2002) suggests 15 or 20 

responses per observed variable. Therefore, using the above benchmarks, the sample size 

of 330 is considered adequate for this study.  

6.3.2 Descriptive Analysis of the Questionnaire Sample 

This section presents the demographic information of the survey participants. The survey 

was conducted with participants from different upstream oil and gas organisations in 

Nigeria. The demographics are position, industry category, and years of experience. 

Position of Participants 

In this study, 46% of the respondents were IT professionals (IT managers and staffs), 

21% were strategic leaders (senior manager, operation manager and decision makers), 

and 33% were field workers (field explorers, reservoir, drilling and production 

engineers). Table 6.1 shows the position of participants. 

Table 6.1: Position of Participants 
Position Frequency (n) Percentage (%) 

IT Professional 152 46% 

Strategic Leader 69 21% 

Field Worker 109 33% 
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Industry Category of Participants 

Table 6.2 indicates that most of the respondents were from indigenous upstream oil and 

gas organisations (61%) which are companies owned by government and citizens. 39% 

of the respondents are from international oil and gas companies.  

Table 6.2: Industry Category 
Industry Category Frequency (n) Percentage (%) 

International 129 39% 

Indigenous 201 61% 

 

Years of Experience of Participants 

In this study, all the participants had at least two years of working experience. About 42% 

of the respondents had more than ten years of working experience, 37% had an 

experience of between 6-10 years, while 21% had 2-5 years of working experience.  

Table 6.3: Years of Experience 
Years of Experience Frequency (n) Percentage (%) 

2-5 Years 79 24% 

6-10 Years 122 37% 

More than 10 years 129 39% 

 

Cloud Computing Usage  

Participants were asked to indicate if their organisations are currently using cloud 

computing services. Figure 6.1 illustrates the percentage of cloud usage.  

 

Figure 6.1: Cloud service usage 

 

Yes
32%

No
68%

Are You Currently Using Cloud Computing For Upstream Operations
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6.3.3 Reliability of Questionnaire Instrument 

To enhance the accuracy of this study, the overall Cronbach’s alpha reliability analysis 

was conducted to evaluate the consistency of the constructs. Cronbach’s Analysis was 

used to evaluate internal consistency or how close the items used in the study were. The 

overall Cronbach’s alpha was 0.947 which was excellent, and implied that the results 

were satisfactory.  The results are presented in table 6.4. The evaluation of the 

“Cronbach’s Alpha if Item deleted” shows that the values for all the items were above 0.9 

which was satisfactory (Pallant, 2013). An additional reliability analysis will be 

conducted through the analysis of the measurement model, which is an essential step in 

SEM (Kline, 2011). Additional information about reliability analysis is included in the 

appendix. The equation for Cronbach alpha is shown below. 

 

α =
𝑁𝑐

𝑣 + (𝑁 − 1)𝑐
 

 

Table 6.4: The overall reliability statistics 

Reliability Statistics 

Cronbach's Alpha Cronbach's Alpha Based on Standardized Items No of Items 

.947 .949 69 

 

6.4 Structural Equation Modelling (SEM) Analysis  

Structural equation modelling (SEM) analysis is a technique used to examine the 

relationship among variables or constructs (Pallant, 2010). This study adopts the SEM 

technique to examine the relationship between independent and dependent variables 

and assess the model's goodness for cloud computing adoption. The two SEM levels of 

analysis applied are the analysis of the measurement model and the structural model; the 

former investigates the relationship between latent and observed variables, while the 

latter investigates the relationship between latent variables (Suhr, 2006). IBM based 

AMOS software was used to run the SEM analysis, and this is due to its features which 

cannot be found in other tools such as PLS (Byrne, 2010). 
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6.4.1 Measurement Model 

As mentioned earlier, the measurement model assesses the relationship between latent 

variables and their indicators (observed variables). Thus, this step is essential to ensure 

the reliability and validity of the instrument. The cloud computing adoption model 

comprises 25 latent variables and 69 indicator variables in this study.  For instance, 

privacy was measured using two items: P1, P2. The latent variables and their indicators 

are shown in table 6.5. The indicators are explained in tables 4.12-4.15 in chapter 4. 

Table 6.5: Latent variable and their indicators 

Latent Variables Indicators (Observed Variables) 

Security (S) S1, S2, S3, S4 

Trust (T) T1, T2, T3 

Privacy (P) P1, P2 

Data Integrity (D) D1, D2 

Service quality (SQ) SQ1, SQ2, SQ3, SQ4, SQ5 

Compatibility (C) C1, C2 

Complexity (CM) CM1, CM2, CM3 

Relative advantage (RA) RA1, RA2, RA3, RA4 

Trialability (TL) TL1, TL2, TL3 

Cost (CS) CS1, CS2 

Top management support (TM) TM1, TM2 

Technology readiness (TR) TR1, TR2, TR3 

Workers’ attitude (WA) WA1, WA2, WA3 

Existing IT apps (ET) ET1, ET2, ET3 

Perceived industry pressure (PP) PP1, PP2, PP3, PP4 

User/technical support (UT) UT1, UT2 

Compliance with regulation (CR) CR1, CR2, CR3 

Internet availability (IA) IA1, IA2, IA3 

Power availability (PA) PA1, PA2 

Trading agreement (TP) TP1, TP2 

Government support (GS) GS1, GS2, GS3 

Organisational culture (OC) OC1, OC2 

Local content (LC) LC1, LC2, LC3 

Social instability (SI) SI1, SI1 

Cloud computing technology adoption (CC) CC1, CC2 
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6.4.2 Reliability and Validity Analysis 

Another model evaluation that was conducted was the reliability and validity analysis. 

The model was tested for composite reliability and construct validity (convergent and 

discriminant validity). 

6.4.2.1 Composite Reliability of Measurement Model 

Composite reliability (CR) measures the reliability and internal consistency of the 

measurement items of latent variables (Hair et al., 2010). This is an essential step in 

conducting SEM. A study can be misleading if it lacks this step (Bentler, 2007). According 

to Hair et al. (2010) a value above 0.7 is considered extremely reliable, while 0.6 to 0.7 is 

acceptable. Table 6.6 displays the results of composite reliability. Most of the results had 

exceeded the threshold, according to Fornell and Larcker (1981). However, the 

composite reliability value for top management support (0.544) could be acceptable 

(Fornell and Larcker, 1981). The highest composite reliability was relative advantage 

(0.823). The equation for composite reliability is presented below. 

Composite Reliability =
(∑ 𝐿𝑖

𝑛
𝐼=1 )2

(∑ 𝐿𝑖
𝑛
𝑖=1 )2 +  ∑ 𝑒𝑖

𝑛
𝑖=1 

 

Table 6.6: Composite reliability analysis 

Technological Construct Item CR 

Security (S) 
 
 
 

S1 0.750 

S2 

S3 

S4 

Trust (T) 
 
 

T1 0.750 

T2 

T3 

Privacy (P) 
 

P1 0.736 
P2 

Data Integrity (D) D1 0.629 
D2 

Service quality (SQ) 
 

SQ1 0.816 

SQ2 

SQ3 

SQ4 

SQ5 
Compatibility (C) 
 

C1 0.738 

C2 

Complexity (CM) 
 
 

CM1  0.792 

CM2 

CM3 

Relative advantage 
(RA) 
 
 

RA1 0.823 
RA2 
RA3 
RA4 
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Trialability (TL) 
 
 

TL1 0.791 

TL2 

TL3 

Cost (CS) CS1 0.772 
CS2 

Organisational Construct Item  

Top management support (TM) TM1 0.544 
 TM2 

Technology readiness (TR) TR1 0.757 

TR2 

TR3 

Workers’ attitude (WA) WA1 0.811 

WA2 

WA3 

Existing IT apps (ET) ET1 0.759 

ET2 
ET3 

Environmental Construct Item  

Perceived industry pressure (PP) PP1 0.744 

PP2 
PP3 
PP4 

User/technical support (UT) UT1 0.686 

UT2 

Compliance with regulation (CR) CR1 0.806 

CR2 

CR3 

Internet availability (IA) IA1 0.807 

IA2 

IA3 

Power availability   
(PA) 

PA1 0.739 
PA2 

Trading agreement (TP) TP1 0.669 

TP2 

Social Construct Item  

Government support (GS) GS1 0.707 

GS2 

GS3 

Organisational culture (OC) OC1 0.765 

OC2 

Local content (LC) LC1 0.750 

LC2 
LC3 

Social instability (SI) SI1 0.788 
SI2 

Cloud computing technology adoption (CC) CC1 0.609 
CC2 
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6.4.2.2 Convergent Validity of Measurement Model 

Convergent validity measures the correlation between measurement items of the same 

latent variable (Hair et al., 2010). This can be measured using Average Variance Extracted 

(AVE). A value above 0.5 is considered acceptable (Hair et al., 2010).  Table 6.7 displays 

the standardized factor loadings and average variance extracted (AVE) results. Most of 

the results had met the threshold, according to Fornell and Larcker (1981). However, 

sometimes, AVE slightly lower than 0.5 could be accepted (Fornell and Larcker, 1981). 

The AVE for top management support, industry pressure and government support are 

slightly lower than 0.5. The equation for AVE is presented below. 

Average Variance Extracted (AVE)  =
∑ Li

2𝑛

𝐼=1

𝑛
 

Table 6.7: Convergent validity analysis  

Technological Construct Item Factor 
Loadings 

AVE 

Security (S) 
 
 
 

S1 0.715 0.500 

S2 0.720 
S3 0.685 
S4  

Trust (T) 
 
 

T1 0.754 0.750 

T2 0.652 
T3 0.712 

Privacy (P) 
 

P1 0.788 0.582 
P2 0.738 

Data Integrity (D) D1 0.633 0.629 

D2 0.721 
Service quality (SQ) 
 

SQ1 0.69 0.816 

SQ2 0.829 

SQ3 0.004 

SQ4 0.801 

SQ5  
Compatibility (C) 
 

C1 0.785 0.738 

C2 0.744 
Complexity (CM) 
 
 

CM1  0.751 0.792 

CM2 0.753 

CM3 0.738  

Relative advantage 
(RA) 
 
 

RA1 0.793 0.823 

RA2 0.739 

RA3 0.775 

RA4 0.618 

Trialability (TL) 
 
 

TL1 0.807 0.559 

TL2 0.759 
TL3 0.671 

Cost (CS) CS1 0.803 0.629 
CS2 0.787 

Organisational Construct Item   

Top management support (TM) TM1 0.668 0.376 
 TM2 0.551 

Technology readiness (TR) TR1 0.667 0.510 

TR2 0.735 
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TR3 0.738 
Workers’ attitude (WA) WA1 0.754 0.588 

WA2 0.779 
WA3 0.768 

Existing IT apps (ET) ET1 0.717 0.512 

ET2 0.698 
ET3 0.731 

Environmental Construct Item   

Perceived industry pressure (PP) PP1 0.789 0.457 

PP2 0.775 
PP3 0.753 
PP4 0.199 

User/technical support (UT) UT1 0.668 0.524 

UT2 0.775 

Compliance with regulation (CR) CR1 0.753 0.581 

CR2 0.768 

CR3 0.766  

Internet availability (IA) IA1 0.754 0.582 

IA2 0.768 
IA3 0.767 

Power availability   
(PA) 

PA1 0.788 0.588 
PA2 0.700 

Trading agreement (TP) TP1 0.691 0.503 

TP2 0.727 

Social Construct Item   

Government support (GS) GS1 0.633 0.446 

GS2 0.703 
GS3 0.659 

Organisational culture (OC) OC1 0.762 0.620 

OC2 0.812 
Local content (LC) LC1 

0.43 
0.501 

LC2 0.698 
LC3 0.776 

Social instability (SI) SI1 0.805 0.650 

SI2 0.806 
Cloud computing technology adoption (CC) CC1 0.641 0.438 

CC2 0.784 

 

6.4.2.3 Discriminant Validity of Measurement Model 

Discriminant validity measures the extent to which a latent variable is distinct from 

others (Hair et al., 2010). This study measures the discriminant validity by comparing the 

square root of AVE with the correlation between latent variables. According to Fornell 

and Lacker (1981) the value of square root should be higher than the value of correlation. 

Table 6.8 shows the results of discriminant validity. Overall, the results indicate a 

satisfactory confirmation of the discriminant validity of latent variables.   The square root 

of all the latent variables is higher than the correlation. 
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Table 6.8: Discriminant Validity 

 C CC CM CR CS D ET GS IA IC OC P PA PP RA S SI SQ T TL TM TP TR UT WA 

C 0.89                         

CC 0.32 0.85                        

CM 0.38 0.12 0.84                       

CR 0.46 0.15 0.71 0.85                      

CS 0.63 0.26 0.31 0.36 0.90                     

D 0.35 0.06 0.62 0.64 0.26 0.84                    

ET 0.72 0.29 0.39 0.46 0.66 0.33 0.82                   

GS 0.36 0.15 0.68 0.68 0.30 0.61 0.38 0.78                  

IA 0.34 0.14 0.61 0.59 0.26 0.54 0.38 0.53 0.85                 

IC 0.68 0.32 0.40 0.47 0.58 0.35 0.69 0.38 0.38 0.76                

OC 0.33 0.05 0.59 0.61 0.27 0.60 0.34 0.61 0.50 0.40 0.89               

P 0.70 0.29 0.35 0.38 0.60 0.27 0.70 0.29 0.34 0.67 0.27 0.89              

PA 0.17 0.35 0.04 0.03 0.16 0.00 0.22 0.04 0.05 0.15 -0.05 0.22 0.89             

PP 0.23 0.52 0.08 0.09 0.30 0.03 0.22 0.09 0.05 0.24 0.01 0.32 0.31 0.83            

RA 0.35 0.52 0.11 0.14 0.38 0.09 0.37 0.15 0.09 0.40 0.06 0.39 0.56 0.44 0.80           

S 0.37 0.49 0.15 0.17 0.38 0.14 0.38 0.20 0.12 0.38 0.09 0.39 0.49 0.49 0.78 0.82          

SI 0.69 0.36 0.34 0.38 0.61 0.25 0.66 0.29 0.31 0.68 0.28 0.71 0.16 0.29 0.46 0.44 0.91         

SQ 0.36 0.13 0.69 0.71 0.33 0.65 0.36 0.71 0.54 0.37 0.60 0.31 -0.05 0.03 0.08 0.15 0.28 0.80        

T 0.35 0.11 0.66 0.64 0.27 0.68 0.34 0.61 0.57 0.37 0.66 0.28 0.00 0.01 0.07 0.11 0.26 0.68 0.81       

TL 0.31 0.54 0.09 0.11 0.38 0.11 0.32 0.14 0.06 0.32 0.06 0.34 0.47 0.50 0.72 0.71 0.42 0.12 0.09 0.84      

TM 0.29 0.52 0.08 0.17 0.32 0.04 0.34 0.14 0.09 0.31 0.06 0.32 0.42 0.48 0.66 0.67 0.37 0.11 0.05 0.64 0.75     

TP 0.65 0.32 0.36 0.44 0.63 0.29 0.69 0.35 0.37 0.67 0.34 0.70 0.14 0.28 0.36 0.41 0.72 0.38 0.36 0.31 0.37 0.87    

TR 0.29 0.53 0.12 0.14 0.30 0.08 0.38 0.19 0.11 0.29 0.07 0.33 0.41 0.45 0.64 0.69 0.40 0.12 0.05 0.67 0.69 0.37 0.82   

UT 0.26 0.55 0.09 0.11 0.35 0.03 0.29 0.10 0.02 0.25 0.04 0.32 0.40 0.59 0.57 0.61 0.36 0.07 0.02 0.59 0.66 0.32 0.63 0.87  

WA 0.75 0.32 0.35 0.41 0.75 0.31 0.77 0.35 0.35 0.67 0.35 0.68 0.16 0.28 0.42 0.41 0.69 0.35 0.33 0.37 0.37 0.68 0.36 0.35 0.85 
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The measurement model conducted was the confirmatory factor analysis (CFA). It is 

essential to evaluate the model by measuring some fit indices. This study reports six fit 

indices, as shown in Table 6.9, which have been reported in prior studies (Iacobucci, 

2010). The fit indices were used to evaluate how well the measured variables 

represented the number of constructs. The fit indices were evaluated to measure the 

model's overall fit to the data. 

After running the CFA model for the first time (First Model), it was found that few of the 

model fit indices did not attain the required threshold of 9.0 or greater (TLI and GFI). As 

a result, the model was adjusted. First, the observant variable standardized regression 

weights below 0.5 were removed. In this case, observant variable service quality (SQ5) 

and security (S4) were deleted, which improved the results of the model. The improved 

model results show that all the set thresholds were met except for GFI and TLI, which was 

slightly below 0.9 (GFI = 0.802; TLI = 0.889). However, inferring from Mulaik et al. (1989) 

GFI depends on sample size and maybe acceptable between 0.8 – 0.9. Based on the 

findings, the model fit indices were acceptable, and the model was considered suitable to 

conduct the SEM analysis and evaluate the hypothesis. 

Table 6.9: Values for fit indices 

Model Fit Index  Threshold  First Model Improved Model 

Chi-square test statistic 
(X 2 /df) 

Value of <2.0 (Tabachnick and 
Fidell, 2007), <2.0 (Hu & 
Bentler, 1999, and <5.0 
(Wheaton et al., 1977) 

1.863 1.617 

Root mean square error 
of app. (RMSEA) 

Value between .08 to .10 
(mediocre fit), <.08 (goof fit) 
(MacCallum et al., 1996) Value 
close to .60 (Hu & Bentler, 
1999) Value <.07 (Steiger, 
2007) 

0.045 0.043 

Tucker-Lewis Index 
(TLI) 

Walue of ≥.90 (Bentler, 1990) 
and ≥.95 (Hu & Bentler, 1999) 

0.885 0.889 

Incremental Fit Index 
(IFI) 

Value of >.90 Bentler and 
Bonnet (1980) and ≥.95 (Hu 
&Bentler, 1999) 

0.903 0.910 

Comparative Fit Index 
(CFI) 

Walue of ≥.90 (Bentler, 1990) 
and ≥.95 (Hu & Bentler, 1999) 

0.900 0.908 

Goodness-of fit index 
(GFI) 

Value >.90 or >.95 (use .95 if 
factor loading and number of 
samples are low) (Miles &  
Shevlin, 1998) 

0.794 0.802 
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6.4.3 Structural Model Analysis 

After assessing the measurement model, the next step is the structural model. The 

structural model examines the relationship among constructs. Path analysis was 

conducted to test the proposed hypotheses from the cloud computing adoption model. 

Table 6.10 displays the hypotheses path for the structural model.  

Table 6.10: The hypotheses path  

Variables Hypotheses Hypotheses path 

Security (S) H1 (-) S--->CC 

Trust (T) H2 (+) T--->CC 

Privacy (P) H3 (-) P--->CC 

Data Integrity (D) H4 (-) D--->CC 

Service quality (SQ) H5 (+) SQ--->CC 

Compatibility (C) H6 (+) C--->CC 

Complexity (CM) H7 (-) CM--->CC 

Relative advantage (RA) H8 (+) RA--->CC 

Trialability (TL) H9 (+) TL--->CC 

Cost (CS) H10 (-) CS--->CC 

Top management support (TM) H11 (+) TM--->CC 

Technology readiness (TR) H12 (+) TR--->CC 

Workers’ attitude (WA) H13 (-) WA--->CC 

Existing IT apps (ET) H14 (-) ET--->CC 

Perceived industry pressure (PP) H15 (+) P.P--->CC 

User/technical support (UT) H16 (+) UT--->CC 

Compliance with regulation (CR) H17 (-) CR--->CC 

Internet availability (IA) H18 (+) IA--->CC 

Power availability (PA) H19 (+) PA--->CC 

Trading agreement (TP) H20 (+) TP--->CC 

Government support (GS) H21 (+) GS--->CC 

Organisational culture (OC) H22 (-) OC--->CC 

Local content (LC) H23 (-) IC--->CC 

Social instability (SI) H24 (-) SI--->CC 

Cloud computing Adoption (CC) 
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6.5 Assessment of Latent Variables Relationships  

The assessment of relationships between latent variables was achieved through path 

analysis. The two most important measures considered in the analysis are standardised 

path coefficient (β), P-value and the T-value. The standardised path coefficient (β) shows 

the magnitude of effect for each variable (Suhr, 2006). The P-value indicates the 

significance of the relationship between variables, a value below (0.05) is considered 

statistically significant (Hair et al., 2010). Furthermore, T-value or Z-value is known as 

the critical ratio.  

Table 6.11 shows the path analysis of the hypotheses. It indicated that hypotheses H2, 

H5, H6, H8, H9, H11, H12, H16 and H18 were statistically significant and have positive 

effects. This means that trust, service quality, compatibility, relative advantage, 

trialability, top management support, technology readiness, user/technical support and 

internet availability positively affect the adoption of cloud computing in the upstream oil 

and gas industry. Also, hypotheses H1 (security), H3 (privacy), H4 (data integrity), H10 

(cost), and H22 (organisational culture) were statistically significant and have a negative 

effect on adoption.  

Furthermore, the results show that the P-values for hypotheses H15, H19, H20 and H21 

are greater than (0.05) and not statistically significant, which means perceived industry 

pressure, power availability, trading partner agreement, and government support had a 

positive indirect effect on adoption. Moreover, the relationship between complexity (H7), 

worker’s’ attitude (H13), existing IT applications (H14), compliance with regulations 

(H17), local content (H23), social instability (H24) and the upstream oil and gas sector’s 

decision to adopt cloud computing is not statistically significant. This means the factors 

had negative indirect effects. Figure 6.2 shows the structural model of cloud computing 

adoption. Factors with P-value = *** means less than 0.01.
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Table 6.11: Path analysis results 

Hypotheses Path Estimate (β) S.E. C.R. P-value 

H1 S ---> CC -0.208 0.062 -3.345 *** 

H2 T ---> CC 0.166 0.055 2.994 0.003 

H3 P ---> CC -0.173 0.063 -2.741 0.006 

H4 D ---> CC -0.203 0.079 -2.569 0.01 

H5 SQ ---> CC 0.136 0.062 2.211 0.027 

H6 C ---> CC 0.307 0.068 4.484 *** 

H7 CM ---> CC -0.041 0.054 -0.754 0.451 

H8 RA ---> CC 0.194 0.062 3.119 0.002 

H9 TL ---> CC 0.194 0.049 3.986 *** 

H10 CS ---> CC -0.165 0.056 -2.929 0.003 

H11 TM ---> CC 0.365 0.088 4.145 *** 

H12 TR ---> CC 0.197 0.056 3.543 *** 

H13 WA ---> CC -0.008 0.056 -0.15 0.88 

H14 ET ---> CC -0.043 0.061 -0.698 0.485 

H15 PP ---> CC 0.071 0.045 1.576 0.115 

H16 UT ---> CC 0.28 0.074 3.778 *** 

H17 CR ---> CC -0.013 0.048 -0.265 0.791 

H18 IA ---> CC 0.175 0.053 3.285 0.001 

H19 PA ---> CC 0.038 0.056 0.675 0.5 

H20 TP ---> CC 0.055 0.07 0.787 0.431 

H21 GS ---> CC 0.027 0.062 0.439 0.661 

H22 OC ---> CC -0.129 0.057 -2.251 0.024 

H23 IC ---> CC -0.1 0.101 -0.985 0.324 

H24 SI ---> CC -0.06 0.056 -1.069 0.285 
Note: CC = cloud computing technology adoption; S=Security, T=Trust, P=Privacy, D=Data integrity, 
SQ=Service quality, C=Compatibility, CM=Complexity; RA=Relative advantage; TL=Trialability, 
CS=Cost, TM=Top mgt support; TR=Technology readiness, WA=Workers’ attitude; ET=Existing IT apps 
&Infrastructure; PP=Industry pressure; UT=User/technical support; CR=Compliance with regulations; 
IA=Internet availability; PA=Power availability; TP=Trading partner agreement; GS=Government 
support; OC=Organizational culture; LC=Local content, SI=Social instability. 
Also, P-value = *** means it is less than 0.01 and statistically significant. 
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Figure 6.2: Structural model of cloud computing adoption 

 

6.6 Assessment of Hypotheses 

The next step is to explain the hypothesised relationships of the cloud computing 

adoption model. As illustrated in figure 6.2, path analysis using standardised path 

coefficient (β) was used to examine the relationships.  
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H1: Lack of security of cloud services will negatively affect upstream oil and gas 

organisation’s decision to adopt cloud technology. 

The results of the path analysis showed that hypothesis H1 (security) is supported. It 

indicates that security has a significant negative effect on the upstream oil and gas 

industry’s adoption of cloud computing (β = 0.208, T-value = -3.345). This result was 

statistically significant at P-value < 0.05.  

H2: Trust in cloud service providers will positively affect upstream oil and gas 

organisation’s decision to adopt cloud technology. 

The result showed that trust significantly affects the upstream oil and gas sector’s 

decision to adopt cloud technology (β = 0.166, T-value = 2.994). The result indicates that 

the relationship for hypothesis H2 is statistically significant at P-value < 0.05. Thus, the 

hypothesis is supported. 

H3: Lack of data privacy will negatively affect upstream oil and gas organisation’s 

decision to adopt cloud technology. 

Privacy was found to negatively impact the upstream oil and gas industry’s adoption of 

cloud computing (β = -0.173, T-value = -2.741). This result was statically significant at P-

value < 0.05, and hypothesis H3 is supported. 

H4: Lack of data integrity will negatively affect upstream oil and gas organisation’s 

decision to adopt cloud technology. 

In this study, data integrity was found to have a significant negative effect on the 

upstream oil and gas sector’s decision to adopt cloud technology (β = -0.203, T-value = -

2.569). This result was statically significant at P-value < 0.05. So, hypothesis H4 is 

supported. 

H5: Service quality of cloud services will positively affect upstream oil and gas 

organisation’s decision to adopt cloud technology. 

The result showed that service quality significantly affects the upstream oil and gas 

sector’s decision to adopt cloud technology (β = 0.136, T-value = 2.211), and the effect of 
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this factor was positive. This result was statically significant at a P-value of 0.027 < 0.05. 

Thus, hypothesis H5 is supported. 

H6: Compatibility of cloud computing will positively affect upstream oil and gas 

organisation’s decision to adopt cloud technology. 

Compatibility was found to significantly affect cloud computing adoption in the upstream 

oil and gas sector (β = 0.307, T-value = 4.484). This result was statically significant at P-

value < 0.05, and hypothesis H4 is supported. 

H7: Complexity of cloud technology will negatively affect upstream oil and gas 

organisation’s decision to adopt cloud technology. 

The effect of complexity on the upstream oil and gas industry’s decision to adopt cloud 

services was indirect and negative. This result was not statistically significant at a P-value 

of 0.451 > 0.05. Hence, hypothesis H7 is not supported. 

H8: Relative advantage of implementing cloud technology will positively affect upstream 

oil and gas organisation’s decision to adopt cloud technology. 

The result revealed that relative advantage significantly affects the upstream oil and gas 

sector’s decision to adopt cloud technology (β = 0.194, T-value = 3.119). The result 

indicates that the relationship for hypothesis H2 is statistically significant at P-value < 

0.05. Hence, the hypothesis is supported. 

H9: Trialability of cloud services will positively affect upstream oil and gas organisation’s 

decision to adopt cloud technology. 

Trialability was found to positively impact the upstream oil and gas industry’s adoption 

of cloud computing (β = 0.194, T-value = 3.986). This result was statistically significant 

at P-value < 0.05, and hypothesis H3 is supported. 

H10: Cost of cloud technology will negatively affect upstream oil and gas organisation’s 

decision to adopt cloud technology. 

Interestingly, cost was found to significantly affect cloud computing adoption in the 

upstream oil and gas sector (β = -0.165, T-value = -2.929), and the effect of this factor was 
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negative. This result was statistically significant at P-value < 0.05, and hypothesis H4 is 

supported. 

H11: Top management support will positively affect upstream oil and gas organisation’s 

decision to adopt cloud technology. 

The results of the path analysis showed that hypothesis H11 is supported. It indicates 

that top management support has a significant positive effect on the upstream oil and gas 

industry’s adoption of cloud computing (β = 0.365, T-value = 4.145). This result was 

statically significant at P-value < 0.05.  

H12: Technology readiness of upstream oil and gas organisations will positively affect 

upstream oil and gas organisation’s decision to adopt cloud technology. 

The findings indicated a positive relationship between technology readiness and the 

upstream oil and gas industry’s adoption of cloud computing (β = 0.197, T-value = 3.543). 

This result was statically significant at P-value < 0.05. So, hypothesis H12 is supported. 

H13: Workers’ attitudes towards cloud technology will negatively affect upstream oil and 

gas organisation’s decision to adopt cloud technology. 

The effect of workers’ attitudes on the upstream oil and gas industry’s decision to adopt 

cloud services was indirect and negative. This result was not statistically significant at a 

P-value of 0.88 > 0.05. Hence, hypothesis H13 is not supported. 

H14: Existing IT applications and infrastructure of upstream oil and gas organisation will 

negatively affect upstream oil and gas organisation’s decision to adopt cloud technology. 

The results showed no significant relationship between existing IT applications and 

infrastructure and the upstream oil and gas sector’s adoption of cloud technology. This 

result was not statistically significant at a P-value of 0.485 > 0.05. Thus, hypothesis H14 

is not supported. 
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H15: Perceived industry pressure will positively affect upstream oil and gas 

organisation’s decision to adopt cloud technology. 

Surprisingly, the effect of perceived industry pressure on the upstream oil and gas 

industry’s decision to adopt cloud services was indirect and positive. This result was not 

statistically significant at a P-value of 0.115 > 0.05. Hence, hypothesis H15 is not 

supported. 

H16: User/technical support from cloud service provider will positively affect upstream 

oil and gas organisation’s decision to adopt cloud technology. 

User/technical support was found to significantly affect cloud computing adoption in the 

upstream oil and gas sector (β = 0.28, T-value = 3.778), which was positive. This result 

was statically significant at P-value < 0.05, and hypothesis H16 is supported. 

H17: Compliance with government and industry regulations will negatively affect 

upstream oil and gas organisation’s decision to adopt cloud technology. 

Unexpectedly, the effect of compliance with regulations on the upstream oil and gas 

industry’s adoption of cloud services was indirect and negative. The P-value of this factor 

was 0.791, which is higher than the threshold (0.05). Therefore, this result did not 

support hypothesis H17. 

H18: Internet availability for cloud computing connection will positively affect upstream 

oil and gas organisation’s decision to adopt cloud technology. 

The result revealed that internet availability significantly affects the upstream oil and gas 

sector’s decision to adopt cloud technology (β = 0.175, T-value = 3.285), which is positive. 

The result indicates that the relationship for hypothesis H2 is statistically significant at 

P-value < 0.05. Hence, the hypothesis is supported. 

H19: Power availability to support cloud environment will positively affect upstream oil 

and gas organisation’s decision to adopt cloud technology. 

Power availability has an indirect positive effect on the upstream oil and gas sector’s 

adoption of cloud computing. This result was not statistically significant at a P-value of 

0.5 > 0.05. Hence, hypothesis H19 is not supported. 
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H20: Trading partner agreement will positively affect upstream oil and gas 

organisation’s decision to adopt cloud technology. 

The effect of trading partner agreement on the upstream oil and gas organisation’s 

decision to adopt cloud services was indirect and positive. The P-value of this factor was 

0.431, which is higher than the threshold (0.05). Thus, this result did not hypothesis H20. 

H21: Government support for cloud computing adoption will positively affect upstream 

oil and gas organisation’s decision to adopt cloud technology. 

The results showed no significant relationship between government support and the 

upstream oil and gas sector’s adoption of cloud technology. This result was not 

statistically significant at a P-value of 0.661 > 0.05. Thus, hypothesis H21 is not 

supported. 

H22: Culture of upstream oil and organisation will negatively affect upstream oil and gas 

organisation’s decision to adopt cloud technology. 

Organisational culture was found to negatively impact the upstream oil and gas industry’s 

adoption of cloud computing (β = -0.129, T-value = -2.251). This result was statically 

significant at P-value < 0.05, and hypothesis H3 is supported. 

H23: Local content will negatively affect upstream oil and gas organisation’s decision to 

adopt cloud technology. 

Unexpectedly, the effect of local content on the upstream oil and gas industry’s adoption 

of cloud services was indirect and negative. The P-value of this factor was 0.324, which is 

higher than the threshold (0.05). Therefore, this result did not hypothesis H23. 

H24: Social instability will negatively affect upstream oil and gas organisation’s decision 

to adopt cloud technology. 

Social instability has an indirect negative effect on the upstream oil and gas sector’s 

adoption of cloud computing. This result was not statistically significant at a P-value of 

0.285 > 0.05. Hence, hypothesis H24 is not supported. 

A summary of hypotheses results is presented in Table 6.12 
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Table 6.12: Summary of Hypothesis Results 

 Path 
Estimate (β) Estimate 

(β) 
Results 

H1 
S--->CC 

Lack of security will negatively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. -0.208*** Supported  

H2 
T--->CC 

Trust in cloud service provider will positively affect upstream oil and 
gas organisation’s decision to adopt cloud technology. 0.166*** Supported 

H3 
P.--->CC 

Lack of privacy will negatively affect upstream oil and gas organisation’s 
decision to adopt cloud technology. -0.173*** Supported 

H4 
D--->CC 

Lack of data integrity will negatively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. -0.203** Supported 

H5 
SQ--->CC 

Service quality of cloud service will positively affect upstream oil and 
gas organisation’s decision to adopt cloud technology. 0.136** Supported 

H6 
C--->CC 

Compatibility of cloud computing will positively affect upstream oil and 
gas organisation’s decision to adopt cloud technology. 0.307*** Supported 

H7 
CM--->CC 

Complexity of cloud technology will negatively affect upstream oil and 
gas organisation’s decision to adopt cloud technology. -0.041 Not Supported 

H8 
RA--->CC 

Relative advantage of implementing cloud service will positively affect 
upstream oil and gas organisation’s decision to adopt cloud technology. 0.194*** Supported 

H9 
TL--->CC 

Trialability of cloud services will positively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. 0.194*** Supported 

H10 
CS--->CC 

Cost of cloud technology will negatively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. -0.165*** Supported 

H11 
TM--->CC 

Top management support will positively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. 0.365*** Supported 

H12 
TR--->CC 

Technology readiness will positively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. 0.197*** Supported 

H13 
WA--->CC 

Workers’ attitude towards cloud computing will negatively affect 
upstream oil and gas organisation’s decision to adopt cloud technology. -0.008 Not Supported 

H14 
ET--->CC 

Existing IT applications and infrastructure will negatively affect 
upstream oil and gas organisation’s decision to adopt cloud technology. -0.043 Not Supported 

H15 
P.P--->CC 

Perceived industry pressure will positively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. 0.071 Not Supported 

H16 
UT--->CC 

User/technical support from cloud service providers will positively 
affect upstream oil and gas organisation’s decision to adopt cloud 
technology. 0.28*** 

Supported 

H17 
CR--->CC 

Compliance with government and industry regulations will negatively 
affect upstream oil and gas organisation’s decision to adopt cloud 
technology. 0.013 

Not Supported 

H18 
IA--->CC 

Internet availability for cloud computing connection will positively 
affect upstream oil and gas organisation’s decision to adopt cloud 
technology. 0.175*** 

Supported 

H19 
PA--->CC 

Power availability to support cloud environment will positively affect 
upstream oil and gas organisation’s decision to adopt cloud technology. 0.038 Not Supported 

H20 
TP--->CC 

Trading partner agreement will positively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. 0.055 Not Supported 

H21 
GS--->CC 

Government support for cloud computing adoption will positively affect 
upstream oil and gas organisation’s decision to adopt cloud technology. 0.027 Not Supported 

H22 
OC--->CC 

Organisational culture will negatively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. -0.129** Supported 

H23 
IC--->CC 

Local content will negatively affect upstream oil and gas organisation’s 
decision to adopt cloud technology. -0.1 Not Supported 

H24 
SI--->CC 

Social instability will negatively affect upstream oil and gas 
organisation’s decision to adopt cloud technology. -0.06 Not Supported 
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6.7 Summary 

This section presented the results of the quantitative analysis of the survey conducted 

among Nigerian upstream oil and gas organisations. It started by presenting the survey 

response rate and sampling size, followed by the descriptive analysis of the sample. In 

this study, 330 responses were used to analyse the cloud computing adoption model. To 

ensure the consistency of the instrument, reliability was tested using Cronbach’s Alpha. 

The overall Cronbach’s alpha was 0.947, which was excellent. 

To validate the research model, two stages of structural equation modelling (SEM) 

analyses were performed: measurement model and structural model. Assessment of the 

measurement model was achieved by conducting composite reliability and composite 

validity. Convergent and discriminant validity were adopted to examine the composite 

validity, which resulted in the reasonable validity of the model. In addition, confirmatory 

factor analysis (CFA) was conducted to evaluate the model by measuring some fit indices. 

Furthermore, the structural model was assessed by examining the standardised path 

coefficient (β) and P-value. This was done to test the relationship between latent 

variables. Subsequently, an assessment of the hypotheses was presented, and finally, the 

summary of hypotheses. The next chapter will discuss the findings of the qualitative and 

quantitative study. 
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CHAPTER 7: DISCUSSION AND RESEARCH SYNTHESIS 

7.1 Introduction 

This chapter discusses the findings of the qualitative and quantitative data analyses. The 

discussions have been combined to avoid overlap. It discusses the results obtained from 

the interview. It also explains the results obtained from the survey that was conducted to 

examine the adoption of cloud computing technology in the Nigerian upstream oil and 

gas sector. The chapter is structured as follows. The next section thoroughly discusses 

the effect of cloud adoption factors on the industry’s decision to adopt cloud computing. 

It starts with technological factors, followed by organisational, environmental, social, and 

political factors. Finally, the last section summarises the entire chapter. 

7.2 Technological Factors Affecting Cloud Computing Adoption 

Technological factors will significantly influence the adoption of cloud computing for 

exploration, drilling and production activities. The qualitative study indicates that all 

factors are important. In the quantitative study, all the factors in the technological context 

have been identified to be significant. However, only complexity is not supported to 

influence adoption. One reason may be the high education level of workers and how 

conversant they are with technology. The following subsections discuss the technological 

factors in detail. 

7.2.1 Lack of Security of Cloud Service 

The qualitative study has identified security as an important factor affecting cloud 

adoption, particularly with regards to sensitive drilling and exploration data. The reason 

is because the sector stores and transfers sensitive information about exploration, 

drilling and production activities, which needs to be secured from third parties, especially 

competitors. The findings also indicates that different participants had different 

perceptions about security concerns, depending on their job. Overall, they all see it as an 

important factor that impacts adoption. Furthermore, the quantitative study found lack 

of security to be a major determinant of cloud computing adoption for exploration, 

drilling and production activities. Both results are in line with literature (Alsanea and 

Bath, 2014; Alkhater, Wills and Walters, 2015; Senyo, Effah and Addae, 2016; Deil and 
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Brune, 2017). Mugunti and Opiyo 2018, found that security is a critical concern in any 

decision by an organisation to adopt cloud services.  

The healthcare sector is like the upstream oil and gas sector in terms of security concerns. 

Sensitive medical records are stored and transferred among healthcare professionals. 

TC3, a US-based healthcare services company with access to sensitive patient records and 

healthcare claims, moved several of their key applications to Amazon Web Services 

(Perrons, Robert and Jensen, 2015). To ensure that the data is always secure, TC3 

encrypts the data before placing it in the cloud. Similarly, Shell petroleum which is a big 

player in the upstream oil and sector has adopted IBM private cloud to store sensitive 

exploration, drilling and production data. The concern over cloud security can be 

overcome by outsourcing cloud security services from reliable cloud security service 

providers. private cloud deployment models have better techniques to ensure cloud 

security (Albugmi, Wills and Walters, 2016). Public cloud solutions are cheaper but offer 

low security. Upstream oil and gas organisations could use private cloud platforms and 

encryption techniques to protect sensitive exploration, drilling, and production data. 

Amazone web services, IBM cloud and Azure have private cloud platforms with better 

security services that can help eliminate the security concern of upstream oil and gas 

organisations. Also, Cloud services should follow strict security standards. 

7.2.2 Trust in Cloud Service Providers 

The findings of the qualitative study revealed that trust in cloud service providers is an 

important factor for cloud adoption, especially with regards to the safety of drilling and 

exploration data. Trust must exist between the organisation and the cloud service 

provider. Upstream oil and gas organisations are very strict with trust. This is due to the 

availability of sensitive data on exploration drilling and production activities. Most 

organisations would have to ensure that cloud service providers are trustworthy before 

surrendering their data. Furthermore, the findings of the quantitative study indicates that 

trust significantly affects decisions by the Nigerian upstream oil and gas sector to adopt 

cloud computing. These findings are consistent with literature, which confirmed that 

trust has a significant positive effect on an organisation’s adoption of cloud technology 

(Albugmi, Wills and Walters, 2016; Alsanea and Bath, 2014; Alkhater, Wills and Walters, 

2015). 
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The existence of trust will undoubtedly enable the adoption of cloud computing for 

exploration, drilling and production activities. Early adopters of cloud services in the 

upstream oil and gas industry have led a foundation with regards to trust in cloud service 

providers. British petroleum has outsourced cloud services from Microsoft Azure to 

manage upstream operations. Similarly, Shell petroleum partnered with amazon web 

services and Hewlett-Packard for exploration activities. Haliburton has adopted IBM 

cloud to run sophisticated reservoir simulation software. Cloud service providers such as 

Microsoft Azure, amazon web service, IBM cloud and Hewlett-Packard have been tested 

and trusted by early adopters. Therefore, upstream oil and gas companies should 

consider trusted cloud service providers while adopting cloud comping. Furthermore, 

cloud service providers should comply with standards like the ISO 27000 series to gain 

the trust of potential adopters. 

7.2.3 Lack of Data Privacy 

Lack of data privacy is highly linked to security. The findings of the interview revealed 

that this factor is important when adopting cloud services for upstream operations. 

Participants fear that unauthorised access to sensitive exploration, drilling and 

production data may be costly for their organisations. They also fear that their 

exploration and production activities would be monitored by competitors. This implies 

that upstream oil and gas organisations will only be willing to adopt cloud services if 

guaranteed privacy. Furthermore, the quantitative study found lack of data privacy to 

negatively impact adoption of cloud computing in the upstream oil and gas industry. The 

result is statistically significant at a p-value < 0.05. Both findings are in line with previous 

studies (Alsanea and Bath, 2014; Alkhater, Wills and Walters, 2015; Deil and Brune, 

2017), which found that privacy is a major concern that affects adoption. 

In terms of data privacy, major cloud service providers such as Microsoft Azure, AWS, 

IBM, Rackconnect are addressing this issue by offering private and hybrid cloud 

solutions. These private and hybrid cloud solution come with high data privacy. Private 

cloud solutions are not suitable for storing sensitive data. The healthcare sector in the 

United States uses IBM private cloud platform to store patients’ data. Similarly, Saudi 

Aramco has adopted IBM’s private cloud to monitor real-time drilling and production 

data (Ma, Chen and Chang, 2016). Furthermore, Emerson automation solutions launched 

a private cloud-based exploration and production software to accelerate reservoir model 
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development. Cloud service providers should ensure that the services rendered comply 

with privacy policies to encourage adoption for exploration, drilling and production. On 

the other hand, upstream oil and gas organisations should adopt private or hybrid cloud 

services from reliable service providers such as IBM to avoid issues of data privacy.  

7.2.4 Lack of Data Integrity 

Lack of data integrity is also highly linked to security. The findings of the qualitative study 

revealed that data integrity is important when adopting cloud computing in the upstream 

oil and gas sector. Upstream oil and gas organisations fear that their exploration data may 

be altered during the transfer to a workstation. Any manipulations to such sensitive data 

could result in wrong output. Furthermore, the findings of the quantitative revealed that 

data integrity significantly affect cloud computing adoption in the upstream oil and gas 

sector. This factor has not yet been studied to investigate the adoption of cloud computing 

at organisational level.  

Exploration data in transit can be protected using encryption techniques. Encryption is 

the best strategy to protect data in transit. These encryption techniques include block and 

stream ciphers (Valea et al., 2019). Stream ciphers have faster performance than block 

ciphers but can be vulnerable to serious security problems if not used properly. Upstream 

oil and gas organisations should also consider outsourcing cloud security from the best 

cloud security service providers to avoid issues of data integrity. 

7.2.5 Service Quality of Cloud Computing 

The findings show that service quality is important, especially because exploration, 

drilling and production activities happen in remote locations and require a reliable, 

accessible and available service to avoid setbacks. Cloud technology with good service 

quality offers real-time collaboration across reservoir modellers and field explorers. This 

helps maintain the quality of hydrocarbons and enables fast decision making, thus 

improving productivity and performance. However, the importance of this factor varies 

among interviewees, depending on their positions. Furthermore, the results of the show 

that the quality of service significantly affects the upstream oil and gas industry’s decision 

to adopt cloud technology, and this relationship is positive. Both interview and 

questionnaire findings echo those in literature (Nkhoma, Dang and De Souza, 2013; 
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Alsanea and Bath, 2014; Alkhater, Wills and Walters, 2015) that service quality motivates 

the adoption of cloud computing. 

Cloud computing offers services to users via the internet everywhere and anytime. The 

upstream O&G industry has a fragmented pattern of practice with onshore and offshore 

exploration, drilling and production activities, which requires a quality service to execute 

such activities. Thus, a high-level service encourages the adoption of the technology 

(Kumar and Sumalia, 2016). According to Ardagna et al. (2014) reliability, accessibility 

and availability are the entities linked to service quality in cloud computing. Amazon EC2 

is a good platform due to the high performance it offers. Service quality could also be 

linked to trust in cloud services. Cloud service providers such as Microsoft Azure, amazon 

web service, IBM cloud and Hewlett-Packard have been tested and trusted by early 

adopters of cloud services in the upstream oil and gas sector. Nevertheless, a service level 

agreement (SLA) between the upstream oil and gas sector and cloud service providers 

will enhance the adoption of cloud services for exploration, drilling and production 

activities. Also, installation of subsea fibre optic cables will go a long way in solving the 

issues related to accessibility to cloud services in offshore oil and gas locations. 

7.2.5 Compatibility of Cloud Service 

In this study, compatibility refers to the compatibility of cloud technology within the 

relevant context of upstream oil and gas activities. The interview results reveal that 

compatibility of cloud service is an important factor towards cloud adoption in the 

upstream O&G sector. Furthermore, the questionnaire findings show that compatibility 

significantly impacts the industry’s decision to adopt cloud services. This indicates that 

Nigerian upstream oil and gas organisations will move towards cloud computing if they 

feel it is consistent with their operational activities and potential needs. In addition, the 

upstream oil and gas sector has a dispersed pattern of activities, in which collaboration 

is paramount for faster and better decisions. Big exploration data storage and analysis is 

also a significant part of the industry’s operation. Data must be readily accessible so that 

experts can collaborate, analyse and make fast decisions. Thus, effective cloud technology 

must be compatible with this process. 

Both findings are in line with literature (Gangwar, Date and Ramaswamy, 2015; 

Alhammadi, Stanier and Eardley, 2015; Alkhater, Wills and Walters, 2015; Karim and 

Rampersad, 2017; Mugunti and Opiyo, 2018; Al–Shura et al., 2018), which reported that 
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compatibility should be taken into consideration when adopting cloud services. 

Contrarily, the study of Gutierrez, Boukrami and Lumsden (2015) found compatibility 

not to be a crucial factor for cloud computing adoption and is not in agreement with the 

findings of this study. The reason for contradiction might be because the study was 

conducted on ERP-cloud based software that offer general functionalities. 

Cloud service providers offer different tailored services for upstream oil and gas 

operations. Cloud-based solutions can be tailored to fit a specific operation. Some 

solutions are offered by a single cloud service providers while other solutions integrate 

CSPs to achieve a compatibility with a certain operation. For instance, emersion 

automation solutions offer a cloud-based solution for reservoir model solutions. This 

solution is not compatible with other upstream operations. On the other hand, Shell 

integrated services from both AWS and Hewlett-Packard to obtain an accurate view of 

exploration. This solution is only suitable for this specific operation. Also, PML 

exploration has adopted an integrated cloud-based machine interface and SCADA 

software. This cloud solution is compatible with PML’s drilling operations and enables 

the sharing of real-time drilling data. Upstream oil and gas organisations can outsource 

cloud-based solutions according to an operation. Cloud services providers should 

provide more tailored services which is compatible with upstream operations to enable 

adoption. 

7.2.6 Complexity of Cloud Technology 

In this study, complexity refers to the skills required and the difficulty to operate cloud 

computing. The interview results indicate that complexity is an important factor, 

however, not all the interviewees see the complexity of cloud technology as a major 

challenge to adoption. According to them, the importance of this factor for adoption 

depends on the skill level and how familiar the employees are with cloud technology. 

Cloud technology for upstream oil and gas operations can be in different forms such as 

data interpretation, transfers and storage, and reservoir modelling and management. 

Nevertheless, cloud services should be user friendly to attract adoption. Contrarily, the 

questionnaire findings shows that complexity does not impact the upstream oil and gas 

industry’s decision to adopt cloud technology at P-value = 0.451, which is not statistically 

significant. A possible reason for the non-significance of this factor in this study could be 

that most participants already possess the ICT skills required to operate some features 
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of cloud services. In addition, the ability to deliver the service overrides the complexity 

because adequate training services would have to be put in place to ensure that users 

learn how to use new cloud services for exploration, drilling and production activities in 

the industry. The finding is in line with other studies (Lian, Yen and Wang, 2014; Oliveira, 

Thomas and Espadanal, 2014; Tashkandi and Al-Jabri, 2015; Al–Shura et al., 2018) found 

complexity to significantly affect the adoption of cloud technology in organisations. 

The complexity of cloud services for upstream operations depends on the technological 

skills of employees as well as the functionalities of the service. Most cloud services 

include training packages on how use effectively use the service. The variety of cloud 

settings, tools, techniques and software is getting increasingly hard to test and maintain 

and that raises the complexity (Al-Shura et al., 2018). Cloud has some complexity in 

handling the virtualisation issues, operating services, using technical features, 

customising software, and optimizing performance. Organisations with well-equipped 

information technology department have less issues in using cloud services. Statoil has 

adopted a cloud based IOT platform which process massive amount of data in upstream 

operations (Karim and Rampersad, 2017). Although the system is complex, but Statoil 

has a good IT team that has been trained this complex system. Such complex system can 

transform upstream operations, however, organisations with a less equipped IT 

department might find it difficult to adopt and perfectly manage the system. Upstream oil 

and gas operations should equip their staffs with up-to-date IT skills. Cloud service 

providers should include training packages for all upstream oil and gas services to enable 

adoption. Also, services offered should be user friendly and easy to navigate. 

7.2.7 Relative Advantage of Implementing Cloud Technology 

The findings of the qualitative study reveal that relative advantage is one of the most 

important factors. The experts pointed out that the benefits offered by cloud services 

could influence adoption in the upstream oil and gas sector. These benefits include 

Storage of large results of seismic data, timely interpretation of data to maintain quality 

of hydrocarbons, Real-time collaboration across reservoir modelers for faster and better 

decision making, Remote access to data and services through common devices etc. 

Furthermore, the finding of the quantitative study showed that relative advantage has a 

significant positive effect on the upstream oil and gas industry’s decision to adopt cloud 
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technology and suggest that Nigerian upstream oil and gas organisations understand the 

benefits of utilising cloud technology. 

These findings are consistent with previous studies (Borgman et al., 2013; Alsanea and 

Bath, 2014: Senyo et al., 2016; Tashkandi and Al-Jabri, 2015; Mugunti and Opiyo, 2018), 

which found that relative advantage is a driver towards cloud computing. However, the 

result of this study disagrees with other studies (Alkhater, Wills and Walters, 2015; 

Gutierrez, Boukrami and Lumsden, 2015), which reported that this factor negatively 

impacts adoption. This is due to the lack of understanding of the benefits of cloud 

services. This is due to the lack of understanding of the benefits of cloud services. 

Cloud technology offers several benefits such as cost reduction, flexibility, increased 

efficiency and improved productivity (Oliveira, Thomas and Espadanal, 2014). Early 

adopters in the upstream oil and gas industry have been benefiting from the benefits 

offered by cloud services. Statoil has adopted a cloud solution process massive amount of 

data and address process improvements and troubleshooting in upstream operations. 

Shell oil has been a major beneficiary of the cloud technology. They adopted the 

technology to reduce energy cost by 3.6MW in 9 months. The company has also utilised 

Amazon’s virtual cloud to broaden their IT initiative. PML exploration services adopted 

cloud to enables real time information sharing to boost worker safety and enhance 

productivity. Statoil combined cloud computing and IOT to process massive amount of 

data and address process improvements and troubleshooting in upstream operations 

(Giorgio et al., 2018). Schlumberger, the world’s largest listed oilfield services group launched 

a cloud-based software called Delfi to maximise output from an entire oilfield via improve 

coordination of well design and drilling (Crooks, 2018). This new system alone is 

expected to reduce production costs by 40 per cent within the next 10 years (Crooks, 

2018). Although, the upstream oil and gas sector could benefit from cloud technology, 

however, the services incur cost. Overall, the benefits outweigh the cost. Upstream oil and 

gas organisations should look at the benefits the cloud provides and follow the footsteps 

of the early adopters in the industry.  

7.2.8 Trialability of Cloud Services 

In this study, trialability refers to the degree to which the upstream oil and gas 

organisations try cloud technology on a limited basis before deciding whether to adopt. 

The interview findings indicate that Triability is an important factor towards cloud 
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adoption in the upstream O&G. Furthermore, the quantitative study found trialability to 

significantly and positively affect decision to adopt cloud services. In other words, 

upstream oil and gas organisations should try cloud services for some time before 

adopting it. For instance, adopting a cloud-based reservoir simulation will require a huge 

investment. Hence, organisations need to try the service before adoption. Both results are 

in line with that of Al-Mascati and Al-Badi (2016) which found trialability to affect cloud 

computing adoption in Oman’s oil and gas industry. Contrarily, Alkhater, Wills and 

Walters (2015) found that Triability does not significantly affect adoption in Saudi 

Arabian private sector organisations. One possible reason could be because of the level 

of support cloud service providers offer organisations. 

Most public cloud services have free trials. This is because they are cheaper and mostly 

general functionalities compared to private and hybrid cloud services. Private and hybrid 

cloud are mostly tailored services. Such services depend on the type of upstream 

operation. Also, some cloud service providers offer trialability to clients. Most of these 

services are in the form of software as a service (SaaS). For instance, Emerson automation 

solutions offer a free trial on their cloud-based reservoir simulation software. More cloud 

service providers should include free trial in their upstream operations cloud-based 

services to encourage adoption. This will eliminate the fear of the small players in the 

upstream oil and gas sector with regards to cloud adoption.  

7.2.9 Cost of Cloud Technology 

In this study, cost refers to the implementation and training cost needed for cloud-based 

services for exploration, drilling and production. The interview findings reveal that the 

upfront cost of implementing a cloud service is a significant factor in adoption. 

Furthermore, the quantitative study found this factor to affect adoption decisions 

significantly and negatively. This study implies that high cost discourages the adoption of 

cloud technology in the upstream oil and gas sector. The finding agrees with previous 

studies (Alsanea and Bath, 2014; Albugmi, Wills and Walters, 2016) which found the cost 

to be a crucial factor that affects cloud adoption in organisations.  

Although the cost of establishing a cloud platform such as cloud-based real-time 

production data monitoring is enormous, it offers significant benefits for a long time and 

saves organisations a huge amount compared to other alternatives. In addition, the high 

cost might enable stakeholders and cloud service providers to settle for a cheaper cloud 
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model. However, cheaper cloud models offer less security. Public cloud has low 

implementation cost and low security. Private cloud has high implementation cloud and 

high security. The hybrid cloud has medium cost and medium security. The upstream oil 

and gas sector must understand that cost will always be a critical factor when adopting 

cloud services because of the sensitiveness of exploration, drilling and production data. 

Organisations need to increase their budgets for technology adoption. Even though 

private cloud is expensive, it is the best model for upstream operations due to the high 

security it offers. Upstream oil and gas organisation with a medium budget could go for 

the hybrid cloud. This cloud model combines both private and public cloud. Sensitive data 

can be stored in the private cloud while the public cloud could be used for non-sensitive 

operations. It is not as expensive as the private cloud and provides security.  

7.3 Organisational Factors of Cloud Computing Adoption 

Organisational factors describe the characteristics of the upstream oil and gas industry. 

The qualitative study indicates that all factors are important. In the quantitative study, 

the factors supported in this study are top management support and technology 

readiness. Workers’ attitudes and existing IT applications and infrastructure were not 

supported. The following subsections discuss the organisational factors in detail. 

7.3.1 Need for Top Management Support 

The findings of the interview revealed that top management support is key to adoption. 

The experts pointed out that top management has the final decision in deploying any new 

technology. For instance, an expert stated that workers in the frontline (field explorers, 

drilling engineers etc.) identify the need for technological solutions such as cloud-based 

real-time information monitoring for exploration and drilling data. However, it is the top 

management that approves the allocation of funds for deploying the solution. 

Furthermore, the questionnaire the findings show that top management support 

significantly affects the adoption of cloud computing for exploration, drilling and 

production activities, and this effect is positive. These results corroborate previous 

studies (Borgman et al., 2013; Oliveira, Thomas and Espadanal, 2014; Gangwar, Date and 

Ramaswamy, 2015; Karim and Rampersad, 2017; Mugunti and Opiyo, 2018) which found 

top management to affect cloud computing adoption significantly and positively. This is 

not strange given that the top management decides on the adoption of new technology. 
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However, Alkhater, Walters and Wills (2015) found that top management negatively 

affects adoption in Saudi private organisations. One possible reason of this finding is that 

Saudi private organisations allocate funds on technological innovations and top 

management support is not too influential when there are enough allocated funds. 

Nevertheless, top management in the Nigerian upstream oil and gas interest need to 

understand the benefits of cloud technology and be ready to support the adoption of the 

technology. 

7.3.2 Technology Readiness of Upstream Oil and Gas Organisations 

The availability of technological infrastructure and IT human resources impacts adoption 

of cloud technology (Abdollahzadegan et al., 2013). In this study, technology readiness 

refers to the level of human resources and technological infrastructure available to 

support cloud computing usage and management in the upstream oil and gas industry. 

The findings of the interviews reveal that technology readiness is an important factor in 

adoption. Furthermore, the results show that technology readiness significantly affects 

the adoption of cloud technology for exploration, drilling and production activities, and 

this relationship is positive. This implies that upstream oil and gas organisations with 

higher technology readiness are better suited for integrating cloud services. The finding 

is consistent with previous studies (Oliveira, Thomas and Espadanal, 2014; Gutierrez, 

Boukrami and Lumsden 2015; Senyo, Effah and Addae 2016; Karim and Rampersad, 

2017) which found that technology plays a crucial role in cloud computing adoption. 

However, other studies have reported that technology readiness does not significantly 

affect adoption; for example, Alkhater, Wills and Walters (2015) found technology 

readiness insignificant for adoption of cloud services in private sector organisations. One 

possible explanation could be the high cost of internet bandwidth and the state of 

technical infrastructure compared to other developed countries. 

Technology readiness plays a crucial role in the upstream oil and gas organisation’s 

decision to adopt cloud computing. The access to cloud services depends on the 

availability of internet bandwidth. Hence, there is need for the government and internet 

service providers to intensify efforts towards addressing internet infrastructure. Also, 

upstream O&G organisations should acquire the needed skills to encourage adoption of 

cloud computing.  
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7.3.3 Workers’ Attitudes Towards Cloud Technology 

In this study, workers’ attitudes refer to workers' attitudes in the upstream oil and gas 

sector towards cloud technology. The findings of the interview indicate that a positive 

attitude from the users of cloud computing is required to facilitate adoption. Some 

experts believe that cloud technology can improve the work efficiency of upstream 

workers, especially in terms of real-time information sharing about drilling and 

exploration activities. However, other experts believe that some cloud applications may 

experience resistance if they will result to downsizing, especially from upstream workers 

who are used to doing things their old way. However, results of the quantitative study 

showed that this this factor was not statistically significant. In other words, the effect of 

workers’ attitudes on the decision to adopt cloud services for exploration, drilling and 

production activities was indirect and negative (β = -0.008, T-value =-0.15). One possible 

reason may be the numerous benefits the cloud offers to upstream oil and gas industry 

and its ease to workers. This finding contradicts previous study (Morgan and Conboy, 

2013) which reported that employees might resist cloud adoption in organisations. The 

resistance could be from those in control of the IT department as they would not want to 

lose control. 

7.3.4 Existing Information Technology Applications and Infrastructure of 

Upstream Oil and Gas Organisations 

In the qualitative study, existing information and communication technology applications 

and infrastructure was considered significant by some experts. The interviewees think 

that the significant amounts that have been invested on existing technology solutions for 

upstream operations may discourage the adoption of cloud computing. However, the 

move to cloud computing is inevitable due to the numerous benefits it offers, such as 

storage of exploration and drilling data, timely interpretation of data, Real-time 

collaboration among upstream workers for faster and better decision making, Remote 

access to data and services etc. On the other hand, the results of the quantitative study 

showed no significant relationship between existing IT applications and infrastructure 

and the upstream oil and gas sector’s adoption of cloud technology at a P-value of 0.485 

> 0.05. One major reason may be the competition in the industry, which drives 

organisations to upgrade to the latest information and communication technologies such 
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as cloud computing. The adoption of cloud services might result in existing traditional IT 

systems being obsolete. However, the potential benefits make adoption inevitable. 

No previous studies have investigated this factor.  The factor was added by the researcher 

and confirmed by the experts from the upstream oil and gas industry. The adoption of 

cloud services might result in existing traditional IT systems being obsolete. However, 

the potential benefits make adoption inevitable. Upstream O&G organisations should 

look at the relative benefits of cloud technology over existing traditional information 

technology. Organisations are moving towards cloud computing because it is a greener 

technology. The cloud eliminates on premise data centres with virtual data centres and 

minimise carbon footprint. Adopting cloud technology conforms with climate change 

goals, however, it will result in redundancy of existing IT technologies. Applying 

virtualization to substitute 50 servers is equivalent to planting 450 trees (Montes et al., 

2020). British petroleum has adopted Amazon’s virtual machine to eliminate huge on-

premises data centre and reduce greenhouse gas emission.  

7.4 Environmental factors of Cloud Computing Adoption 

Environmental factors describe the environment of the upstream oil and gas industry. 

The qualitative study indicates that all factors are important. In the quantitative study, 

user/technical support and internet availability are the factors supported. Factors not 

supported include perceived industry pressure, compliance with regulation, power 

availability and trading partner agreement. The following subsections discuss the 

organisational factors in detail. 

7.4.1 Pressure from Competitors in the Upstream Oil and Gas Industry 

The qualitative study indicates that competition within the upstream oil and gas industry 

is an important factor that affects adoption. The experts in the industry believe that 

pressure from competitors may drive an organisation to adopt cloud technology. One of 

the interviewees (Expert H) stated that the competition is very high among the 

indigenous and the international companies particularly in terms of who gets to the oil 

first. Cloud-based solutions offer several benefits that give a player the leading edge over 

others. For instance, a player that has adopted cloud-based reservoir modelling 

application makes faster decisions. If a particular cloud-based solution for exploration 
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activity has proven to be very beneficial, every company would want to gain the benefits 

of that cloud solution. The study aligns with previous studies (Senyo, Effah and Addae, 

2016; Karim and Rampersad, 2017; AlShura et al., 2018) which found competitive 

pressure to play a significant role in cloud technology adoption. However, it contradicts. 

Oliveira et al. (2014), which suggested industry pressure did not play a significant role in 

cloud computing adoption in the manufacturing sector. One possible explanation could 

be that firms in the manufacturing are aware of the benefits of cloud technology. 

Surprisingly, the quantitative study found this factor to be insignificant at a P-Value of 

0.115 > 0.05. This result may be because the survey was carried out with a larger 

population and most upstream oil and gas organisations are aware of the benefits of cloud 

technology to the industry. However, certain technological and organisational factors 

prevent the benefits of cloud technology from transforming into a competitive advantage.  

The upstream O&G sector involves a competition of who gets to the oil first. The cloud 

offers numerous benefits that enables an adopter to have an edge over non adopters. For 

instance, British petroleum turned to Microsoft to obtain a cloud-based system which 

acquires data from 30 different sources and enable early warning in case of a disaster in 

its operations in the Gulf of Mexico (Subhalakshmipriya et al., 2014). This process gives 

BP an edge over other competitors operating in the same region. However, such system 

requires a huge investment. Non adopters need to consider the competitive edge cloud 

services offers and adopt the technology in order to remain competitive in a dynamic 

sector such as the upstream O&G sector. 

7.4.2 User/Technical Support from Cloud Service Provider 

In this study, user/technical support refers to the adequate support cloud service 

providers offer the upstream oil and gas sector. Most interviewees emphasised the 

importance of support from the service provider before adoption. Although every player 

in the industry has an ICT department, technical support from cloud service providers is 

required. Pre-implementation capacity building is needed for upstream workers such as 

field explorers, drilling engineers, reservoir modellers etc on how to operate cloud-based 

solutions. This support enables organisations to have full confidence when adopting 

cloud services. Moreover, the questionnaire findings showed that user/technical support 

significantly affects the decision to adopt cloud technology for exploration, drilling and 

production. Both findings are supported by previous studies (Ezer and Kofi, 2014; Al-
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Mascati and Al-Badi, 2016) which found user/technical support to be a significant factor 

influencing adoption, especially in developing countries. Therefore, pre and post 

adoption support from service providers is crucial to operate cloud technology 

efficiently. 

Cloud service providers such as Google cloud and Microsoft are good candidates in terms 

of user/ technical support. ExxonMobil’s partnership with Microsoft Azure includes an 

integrated cloud environment that securely and reliably collects real-time data from oil 

field assets spanning hundreds of miles. The cloud package includes training 

ExxonMobil’s upstream workers and providing technical support. Similarly, Google cloud 

provided Total with an artificial based intelligence solutions to subsurface data analysis 

for oil and gas exploration and production. Google trained Total’s geologists, 

geophysicists, reservoir and geo-information engineers on how to utilise the solution to 

explore and assess oil and gas fields faster and more effectively. Other service providers 

such as Lavoro, NeuDax, Cognite, SOTA OG, and Codovia are also good candidates that 

provide cloud solutions for upstream O&G operations. However, these CSP do not provide 

the most sophisticated solutions and optimum technical support. Cloud service providers 

should provide more cloud-based solutions and technical supports for upstream 

operations. In addition, Upstream O&G organisations should skill up the capabilities of 

their upstream workers to enable them easily manage cloud solutions.  

7.4.3 Compliance with Government and Industry Regulations  

This refers to laws and regulations that may affect cloud computing adoption in the 

upstream oil and gas industry. From the interviews, there were mixed feelings regarding 

the influence of compliance with regulations on cloud adoption. Some experts stressed 

that this factor should be considered before adoption, especially with regards to sensitive 

exploration and drilling data. Organisations will not want to have their sensitive data 

stored in a country where the regulation gives the government the right to full access. 

However, other experts believe that regulatory compliance can be better with local cloud 

service providers. Surprisingly, the results of the quantitative study showed no 

significant relationship between regulatory compliance and the upstream oil and gas 

sector’s adoption of cloud technology at a P-value of 0.791 > 0.05. This aligns with 

Alkhater, Wills and Walters (2015) which reported that regulatory compliance had no 

direct impact on cloud computing adoption. Despite this factor not being supported in 
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the quantitative study, appropriate regulations that encourage the adoption of cloud 

services need to be put in place.  

Sectors with sensitive data are concerned about data stored in the cloud. Countries with 

stronger laws make it easier for organisations to adopt the technology. For instance, 

TC3’s data stored in the cloud are legally protected by the United States health insurance 

and accountability act. The physical location of data centres where data is stored also 

plays a role. For instance, the major cloud service providers such as Microsoft Azure and 

Amazon web services have servers physically located in the United States and Europe. 

These makes it easier for to manage jurisprudence issues for clients in those regions. The 

upstream oil and gas sector is very strict in terms of data security. Big players in the 

industry have their headquarters across Europe and the United States and would find it 

easy with legislation. However, clients from developing countries would find it difficult 

with regards to legislation. There should be an international legislation that protects data 

regardless of the data centre location. The presence of such laws would encourage 

upstream oil and gas organisations from emerging economies with less local cloud 

service providers to adopt cloud services from international service providers that offer 

better services.  

7.4.4 Internet Availability for Cloud Computing Connection 

The findings of the interview reveal that internet availability is one of the most important 

factors influencing cloud adoption. The experts stated that some drilling and exploration 

activities take place in unconventional geographical locations. Reservoir modellers and 

other workers at the station can access data uploaded to the cloud for analysis and 

decision making. This cannot be achieved without internet connection. Furthermore, the 

questionnaire findings revealed that internet availability significantly affects the decision 

to adopt cloud technology for exploration, drilling and production activities. Cloud-based 

solutions for the relevant scenarios are only possible with a strong internet connectivity 

considering the geographical locations of oil fields. The findings are in line with Al-

mascati and Al-badi (2016) which found that poor internet connectivity is a major barrier 

to cloud computing adoption.  

Although some big players in the industry are finding solutions to poor internet 

connectivity especially in offshore locations. For instance, BP has installed fibre optics in 

their oil rigs in the Gulf of Mexico. This is a good move; however, it incurs huge cost. The 
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challenge of internet connectivity needs to be sorted, especially in developing countries. 

Internet service providers need to improve their services to enable upstream oil and gas 

organisations to adopt cloud technology solutions.  

7.4.5 Electricity Supply to Support Cloud Infrastructure  

This factor emerged from the interview conducted with upstream oil and gas industry 

experts. Experts believe that uninterrupted electricity supply is necessary to adopt cloud 

services. This is because some drilling and production control systems such as Cloud-

based supervisory control and data acquisition (SCADA) that captures and sends data to 

the cloud require uninterrupted electricity supply. On the other hand, the questionnaire 

findings revealed no significant relationship between electricity supply and the upstream 

oil and gas sector’s adoption of cloud technology at a P-value of 0.431 > 0.05. It implies 

that the effect of this factor is indirect. One major reason might be that most upstream oil 

and gas organisations have 24 hours electricity supply and do not rely on the government. 

However, governments, especially in developing countries, need to provide a stable 

electricity supply to enable the full penetration of cloud computing in industries. 

7.4.6 Trading Partner Agreement of Upstream Oil and gas Organisations 

This factor emerged from the interview with upstream oil and gas industry experts. One 

of the interviewees stated that some contracts for oil wells involve multiple partners. All 

shareholders involved must support the adoption of cloud- solutions. For instance, if a 

cloud-based solution for drilling or production is proposed, all the partners must support 

it. Hence, partner agreement is an important factor that could affect adoption in the 

industry. Trading partner agreement refers to the agreement by all partners involved in 

upstream operations to adopt cloud solutions. The findings of the quantitative study 

revealed that this factor was not statistically significant. In other words, the effect of 

trading partner agreement on the upstream oil and gas industry’s decision to adopt cloud 

services was indirect and positive. One possible reason may be that a single company 

solely performs the exploration, drilling and production all together in most cases. 

Nonetheless, all partners involved in upstream operations need to be enlightened about 

the benefits cloud computing offers the industry for easier adoption. 
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7.5 Social and Political Factors of Cloud Computing Adoption 

This describes social and political factors that may encourage or discourage the adoption 

of cloud services in the upstream oil and gas industry. The qualitative study indicates that 

all factors are important. In the quantitative study, only organisational culture was found 

to be significant. Government support, local content and social instability were not 

significant. The following subsections discuss the social and political factors in detail. 

6.5.1 Government Support for Cloud Computing Adoption 

In this study, government support refers to government industrial strategy to support 

cloud computing adoption in the upstream oil and gas industry. The findings of the 

interview show that government support is an important factor that would encourage 

adoption in the upstream oil and gas industry. Experts believe that the necessary support 

from the government will ease the adoption of cloud services. Particularly with regards 

to improving the environment around cloud computing. Cloud computing requires 

reliable electricity. If the cost of electricity is high, it will influence the cost of running a 

cloud solution from the provider’s perspective. This will be transferred to the 

organisation which procures that service. In addition, financial support from government 

to indigenous companies will encourage them to adopt cloud-based solutions to increase 

their performance. Alhammadi, Stanier and Eardley (2015) found government support 

to significantly impact cloud computing adoption in Saudi Arabian organisations. On the 

other hand, the quantitative study implies that government support is not necessary to 

expedite the adoption of cloud services.  Nevertheless, the Nigerian government should 

provide more support to encourage the adoption of cloud technology. 

7.5.2 Culture of Upstream Oil and Gas Organisation 

This refers to the culture of upstream oil and gas organisations in terms of technology 

adoption. The interview findings indicate that organisational culture and not the culture 

of employees should be considered. Furthermore, the quantitative study found 

organisational culture to negatively impact the upstream oil and gas industry’s adoption 

of cloud computing. In other words, this factor can be a barrier to cloud services adoption. 

This might be due to the skill level of some upstream workers. The finding aligns with 

Alsanea and Bath (2014) which found organisational culture an obstacle to cloud 
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computing adoption in Saudi government organisations. However, this challenge can be 

overcome by increasing the awareness of the benefits of cloud services to exploration, 

drilling and production activities. Contrarily, the study of Albugmi, Wills and Walters 

(2016) reported this factor as insignificant to cloud adoption. 

7.5.3 Local Content  

In this study, local content refers to the job opportunity of locals in the ICT department 

of the upstream oil and gas sector. The factor emerged from the interview with upstream 

oil and gas industry experts. One of the experts pointed out that local content is a major 

concern that should be considered before adoption. Government may fear that cloud 

adoption could result in redundancy of the locals. The finding of the quantitative study 

showed that this factor is insignificant to adoption at a P-value of 0.324 > 0.05. This factor 

has not been studied before. Regardless, the potential benefit of cloud technology to 

exploration, drilling and production activities is worth consideration.  

7.5.4 Social Instability of the Country 

This factor emerged from the exploratory study conducted with upstream oil and gas 

industry experts. One of the interviewees mentioned that government may fear that cloud 

services from more advanced countries may be used to monitor the development of the 

upstream oil and gas industry and it may be used against the oil producing country. This 

may depend on the regulatory compliance of the country where the data centres that 

store exploration, drilling and production data are located. Both local content and social 

instability will be included in the new model. The finding revealed that this factor was not 

statistically significant at a P-value of 0.285 > 0.05. In other words, the effect of social 

instability on the upstream oil and gas industry’s decision to adopt cloud services was 

indirect and negative (β = 0.055, T-value = 0.787). Developing countries' governments 

may fear that cloud computing services from first-world countries may monitor their 

development and cause chaos. However, laws and regulations can be put in place to 

prevent intrusion. 
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7.6 Summary 

Based on the qualitative and quantitative data analysis outcome, this chapter discusses 

the findings and links them to existing literature. It includes the relationships between 

factors and the upstream oil and gas industry’s decision to adopt cloud computing for 

exploration, drilling and production activities. The findings of the qualitative study 

indicates that all factors are important towards adoption. Furthermore, the findings of 

the quantitative study showed that fourteen out of the twenty-four factors were 

statistically significant. These factors were security, trust, privacy, data integrity, service 

quality, compatibility, relative advantage, trialability, cost, top management support, 

technology readiness, user/technical support, internet availability and organisational 

culture. However, the other ten factors were insignificant to cloud computing adoption. 

In addition, most of the findings align with previous studies. 

Furthermore, some findings are inconsistent with the literature. The inconsistency may 

be due to differences in context, method, and study time. The next chapter presents the 

conclusion of the thesis emphasising the research contributions and future research 

directions. 
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CHAPTER 8: RESEARCH CONCLUSIONS AND FUTURE 

DIRECTIONS 

8.1 Introduction 

This chapter provides an overall summary of the research. In addition, it discusses 

attainment of the research objectives. Furthermore, it discusses methodological, 

theoretical, and practical contributions of this research to existing knowledge. Moreover, 

the chapter discusses the limitations of the research and concludes by outlining 

directions for future research. 

8.2 Research Summary 

The upstream O&G industry is essential for the generation of energy. This sector has a 

fragmented pattern of activities and depends on real-time information and accurate 

results for faster and better decision making. Cloud computing is a technology that offers 

IT services via the internet. It offers several benefits such as flexibility, scalability, cost 

reduction, real-time information monitoring, collaboration and timely interpretation of 

exploration and production data among others. However, the cloud has not yet 

penetrated the upstream O&G sector. Generally, the adoption of cloud computing in the 

O&G industry is less discussed in academia, let alone the upstream O&G sector. It is 

necessary to examine the factors affecting the adoption of cloud services in the industry. 

This research aimed at closing the research gap by studying the adoption of cloud 

computing in the upstream oil and gas industry.  

To achieve this aim, an integrated model was proposed in chapter 3, which 

incorporates three different technology adoption theories: TOE framework, DOI theory 

and Institutional theory. The model consists of 22 factors grouped into four fundamental 

categories: technological, organisational, environmental, social and political. These 

factors were obtained by reviewing studies on cloud computing adoption in different 

organisations. A frequency analysis was conducted to identify the most salient factors 

affecting cloud computing adoption. Having put these factors to an initial group of 

participants, other factors were added. 
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This research adopted a mixed-method approach in chapter 4 to enhance and evaluate 

the proposed model. The mixed method combined both qualitative and quantitative 

methods of data collection and analyses. In the qualitative phase (exploratory), a semi-

structured interview was conducted with 11 experts from different upstream oil and gas 

organisations in Nigeria. This was done to review the initial model proposed from the 

literature review and to explore other factors specific to the study area. Content analyses 

using NVivo 11 software was used to analyse the interview data in chapter 5. Hence, the 

improved model was developed (Figure 5.3). Hypotheses within the model were derived 

(Figure 4.4). 

The quantitative phase (explanatory) involved conducting a survey with personnel 

from the upstream O&G industry to test the model. The (AMOS based structural equation 

modelling technique was applied to analyse the survey data in chapter 6. The findings 

confirm the significant factors for cloud computing adoption in the upstream oil and gas 

industry. A prototype DSS was developed to facilitate cloud adoption decision making 

process in the industry (see appendix A). Moreover, the findings of this study can serve 

as a guideline for the upstream O&G industry, government, cloud service providers and 

policymakers to optimise the implementation of cloud computing. 

8.3 Attainment of Research Objectives 

The aim of this research was to investigate the factors that influence the adoption of cloud 

computing in the upstream oil and gas industry and develop a prototype DSS for cloud 

technology adoption in the industry. The following objectives were attained as follows. 

• To identify the factors that may influence adoption of cloud computing in the 

upstream oil and gas industry. 

This objective was achieved through the qualitative study (semi-structured 

interview). Factors influencing the adoption of cloud computing in the upstream 

oil and gas industry were identified. All the factors derived from literature were 

verified. The factors include security, trust, data privacy, data integrity, reliability, 

availability, accessibility, compatibility, complexity, relative advantage, Triability, 

cost, top management support, technology readiness, workers attitude, existing IT 

applications and infrastructure, perceived industry pressure, user/technical 
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support, compliance with regulations, internet availability, government support, 

and organisational culture. In addition, four new factors emerged from the 

exploratory study, which are electricity supply, trading partner agreement, social 

instability, and local content. 

• To develop a conceptual model for the adoption of cloud computing in the 

upstream oil and gas industry. 

An integrated model consisting of factors derived from literature as well as 

researcher’s idea was developed. The exploratory study through semi-structured 

interview was used to verify the factors. The model was then tested through a 

survey and the findings indicated that the developed model is deemed suitable for 

explaining cloud service adoption in the upstream oil and gas sector. 

• To test the model to explore the factors that support or discourage adoption in the 

industry. 

This research objective was achieved through a survey and structural equation 

modelling analysis was applied to test the research model. The findings revealed 

that all the factors in the technological context were significant except for 

complexity. Need for top management support and technology readiness were the 

significant factors under the organisational context. User/technical support and 

internet availability are the significant factors under environmental context. 

Organisational culture was the only significant factor under social context. 

Security, compatibility, need for top management support, technology readiness 

and user/technical support are the most influential factors towards cloud 

adoption for exploration, drilling and production activities. 

• To develop a prototype decision support system for the upstream oil and gas 

sector. 

A prototype DSS was developed using the findings from the survey as input data. 

AHP was adopted to model the DSS process. The process includes four phases; 

define, assess, implement, and manage. The prototype DSS is described in 

appendix A. 
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8.4 Research Contributions  

8.4.1 Methodological Contributions 

This research contributes methodologically to existing knowledge on cloud computing 

adoption. A mixed method approach that combines qualitative and quantitative methods 

was applied to achieve the objectives of the study. The upstream O&G industry is unique 

and needs much evaluation. Hence, the research methodology was developed particularly 

for the industry. This model can be modified according to geographical location and 

applied to study the adoption of cloud computing in the industry in developing 

economies. 

In addition, this research studied the adoption of cloud technology in an organisation 

by considering all the necessary personnel. Majority of previous studies on the adoption 

of cloud computing in organisations have focused on IT professionals and CEOs as the 

unit of analysis. The unit of analysis for this research not only considered IT professionals 

and senior managers, but also other personnel such as field explorers, drilling engineers, 

reservoir modellers, production engineers and operation managers.  

8.4.2 Theoretical Contributions 

This research establishes two major theoretical contributions. The first contribution is 

examining the adoption of cloud computing in the upstream O&G industry in Nigeria. The 

TEO, DOI and IS integrated conceptual model developed was used to study the factors 

influencing the adoption of cloud technology in the upstream oil and gas sector. The 

findings identified the significant factors that influence adoption. Secondly, the 

development of a DSS to support the adoption of cloud computing in the Nigerian 

upstream O&G industry is an important theoretical contribution. The results of the study 

were used as inputs of a methodologically sound decision-making tool.  

8.4.3 Practical Contributions 

8.4.3.1 Implication for Cloud Service Providers 

The upstream oil and gas industry is a technology-oriented sector which is an essential 

market for information and communication technology service providers. Thus, this 

research has significant implications for cloud service providers. The research enables 

them to understand the challenges hindering cloud adoption in the upstream O&G sector 
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and the factors affecting adoption decisions. The findings of this study revealed that the 

industry has concern over security with regards to cloud adoption. Therefore, cloud 

service providers and cloud security service providers need to liaise together to create 

awareness on the best cloud services for upstream O&G operations. They also need to 

provide awareness on the benefits of cloud technology to exploration, drilling and 

production activities. Furthermore, cloud services providers should provide services to 

upstream organisations on a trial bases to clear their doubts about compatibility. In a 

nutshell, this research can help cloud service providers understand the problems that 

need attention with regards to cloud computing adoption in the upstream O&G industry. 

8.4.3.2 Implication for Government  

The findings of this research revealed the lack of understanding of the impact of 

regulations on cloud computing adoption. The government can tackle this issue by 

creating awareness and updating existing regulations to conform with requirements of 

cloud computing.   

8.4.3.3 Implication for Upstream O&G Industry Officials  

The findings of this study showed that support from top management is crucial if 

upstream O&G organisations are to adopt cloud services. The proposed model can be 

used to evaluate cloud computing adoption factors in the upstream O&G sector. 

Furthermore, the study has developed a prototype DSS to enable decision makers in the 

to effectively industry adopt cloud computing technology. 

8.4.3.4 Economic Impact 

To store and manage exploration, drilling and production data on-premises requires data 

infrastructure translating into capital investment both in procurement, maintenance, 

upgrade, and IT staffs. Cloud technology helps reduce this cost significantly as the 

companies pay for the data storage space they occupy instead of raising an infrastructure 

to accommodate future needs. Virtual storage capabilities are much more cost-efficient, 

scalable, and flexible.  

8.4.3.5 Environmental Impact 

Upstream O&G companies are under constant pressure to reduce their carbon dioxide 

and other greenhouse gases. Virtualisation can increase server efficiency significantly, 

which, in turn, leads to less consumption of energy and electricity. Servers are used more 
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efficiently in cloud computing using less energy. The elimination of on-premises data 

centres will lower carbon and other greenhouse emissions. This conforms with the 

United Nations sustainable development goal on climate action. 

8.4.3.6 Social Impact 

The cloud is a technology that can be assessed remotely. Hence, the adoption of this 

technology will improve the activities of workers in the upstream O&G industry and make 

their work easier.  

8.5 Recommendations for Upstream Oil and Gas Industry and Nigerian 
Government 

It is recommended that upstream oil and gas organisations adopt private cloud models. 

This is due to the sensitivity of the industry with regards to data. However, a hybrid cloud 

model is also an option in such a way that sensitive data could be stored in a private cloud 

and non-sensitive operations could be run on a private cloud platform. In addition, 

upstream O&G companies should go for cloud service providers with a high service level 

agreement (SLA). This is because the industry relies on data for decision making and 

therefore quality service is necessary. Furthermore, they should consider adopting cloud 

from tested and trusted cloud service providers. It would be best for International 

upstream O&G companies who operate in different regions to go for international cloud 

service providers such as Amazon and Microsoft Azure who provide international 

services. As for indigenous O&G companies, they can adopt from local service providers 

as this will ease the issues of compliance with regulations.  

Furthermore, the Nigerian government should provide the enabling environment for the 

industry to adopt cloud technology. The government support should be in terms of stable 

electricity and better regulations. The government should also provide the platform for 

cloud and internet service providers to invest in the country. Most indigenous upstream 

O&G companies would prefer to adopt cloud services from local cloud service providers. 

This is because storing their data in a different country can compromise the security of 

the data, especially in countries where the laws allow the government to have access to 

data stored data centres located in those countries.  
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8.6 Research Limitations 

Although the objectives of the study have been achieved, there are some minor 

limitations. One limitation of this research is that some of the interviews were conducted 

online due to the covid 19 pandemic. There were network problems at some of the 

interviewee’s end, meaning that, the interview had to be paused and resumed at times. 

The sample size of 330 for the survey is acceptable. However, Kline (2011) suggests that 

a study using SEM should have at least a sample size of 200. Nevertheless, further studies 

should analyse the cloud adoption factors with a larger sample size.  

8.7 Future Research Directions 

This research has studied the adoption of cloud computing in the upstream O&G industry. 

The developed model could be applied in the industry in other emerging economies. 

Future studies could examine adoption in a different industry.  

The findings of this study have laid a foundation for the adoption of cloud computing 

in the upstream O&G industry. Further studies should be conducted on the appropriate 

cloud services for exploration, drilling and production activities based on security and 

trust factors. 

This research adopted a mixed- method of qualitative (semi-structured interview) and 

quantitative (survey) to conduct the study. Future research should apply machine 

learning methods such as fuzzy logic. Furthermore, this research can be improved 

through a longitudinal study as cloud computing is an evolving technology. Longitudinal 

research design will be appropriate and can help in the further understanding of cloud 

computing in the upstream O&G sector. 
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APPENDIX 

APPENDIX A  

DECISION SUPPORT SYSTEM FOR CLOUD COMPUTING ADOPTION 

This section answers the “so what” question of this research. Industrial practitioners, 

government agencies and academics usually question the practical contribution of a piece 

of academic research. The upstream oil and gas industry can benefit immensely from 

cloud computing. However, the cloud adoption decision process in this industry would 

benefit from high-level guidance to make the right decision. Based on the findings of the 

primary research, a cloud computing adoption decision support system has been 

developed to assist the upstream O&G sector in adopting the technology. This chapter 

describes the proposed DSS for cloud computing adoption in the upstream O&G industry. 

Prototype Implementation of Cloud Adoption Decision Support System 

A software prototype is a working model with limited functionality, usually built for 

demonstration. Prototyping enables an evaluation of the system before final 

implementation. This study proposed a cloud adoption DSS which can be actualised into 

a working system. Figure A shows the system architecture of proposed cloud DSS. 

 
Figure A1: Proposed cloud adoption DSS architecture  
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User Interface: This is the where the interaction between the user and DSS occur.  

Database: It comprises the data and information needed to execute the decision analysis.   

Knowledge base: It comprises of the model and methods needed to execute the decision 

analysis.   

Figure A2 represents the homepage of the prototype cloud adoption DSS which shows 

the general overview of the system. The first stage is the define as shown in figure A3. 

 
Figure A2: Home page 
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Figure A3: Define page 
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Figure A4: cloud ready assessment page 
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As shown in figure A4, the cloud ready assessment page assesses the organisations 

readiness to adopt cloud computing. The intended cloud application determines the 

cloud deployment. For applications that involve sensitive exploration, drilling and 

production data, private cloud would suitable. Public cloud is suitable for non-sensitive 

data. A hybrid cloud deployment is more suitable when there is mixture of sensitive and 

non-sensitive data. Figure A5 shows the cloud deployment model identification page. 

 

Figure A5: Cloud deployment model identification page 
 
 
 
 



225 
 

 

Figure A6: AHP analysis page 
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Finding the right cloud service provider requires an evaluation of some factors such as 

cost, technical support, reliabilirt, security and compliance, location and patnership. 

Figure A7 shows the cloud service provider selection page. 

 

Figure A7: Cloud service provider selection guide page 
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APPENDIX B 

Participant Information Sheet  

Project Title: Adoption of Cloud Computing Technology for Exploration, Drilling and 

Production Activities: Nigerian Upstream Oil and Gas Industry 

Adoption of cloud computing technology for exploration, drilling and production 
activities: Nigerian upstream oil and gas industry 

I would like to invite you to take part in my research project. Your participation is 
voluntary and choosing not to participate will not disadvantage you in any way. There is 
no foreseeable risk in taking part in this research study. Please read the below details 
carefully and do not hesitate to ask any questions or further clarifications.  

Research background  

The adoption of cloud computing in the upstream oil and gas sector is very low, especially 
in developing countries. Migrating to a cloud platform depends on several salient factors 
that influence adoption. Therefore, the aim of this research is to develop a model of 
factors that influence the adoption of cloud computing in the upstream oil and gas 
industry.  

The purpose of this study is to answer to the following two main research questions:  

• What are the different applications of cloud computing in upstream operations? 

• What are the factors that influence the upstream oil and gas industry’s decision to 

adopt cloud computing technology? 

• What is the relationship between the factors and the industry’s intention to adopt 

cloud services? 

Why you have been asked to take part?  

As someone who has been working in IT, field or Management with significant 
experience, your experience and input will be valuable to determine the outcome of the 
study  

What will I be required to do?  

You will take part in a semi-structured interview where some questions will be asked 
relating to cloud adoption in the upstream oil and gas industry. You will share your 
experiences, views and knowledge to help my study. The interview will be recorded or 
videotaped for the purpose of analysis  
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Who will have access to the data?  

The data collected will be securely maintained in a password protected computer at 
University of Wolverhampton and will be accessible only to me and my supervisory team.  

What will happen to the information when this study is over?  

The raw data collected will be destroyed once the study is complete.   

How will you use what you find out?  

After data analysis, details will be anonymised and the results from the analysis may be 
used for journals, conferences or seminars. Neither the name of the company or the 
individual will be reported in my thesis  

What if I do not wish to take part and change my mind? 

Your participation is voluntary, and you are free to withdraw from the study as 
specified in the information sheet  

What are possible benefits of taking part?  

Whilst there may not be any immediate commercial benefit, upon completion of this 
research my findings could help your industry  

Who has reviewed the study?  

This research study has been approved by the Research Degree Sub-Committee at 
University of Wolverhampton 

Please Note: The research work, research-based articles and any email correspondence 
between yourself and the research is strictly confidential  

Who should I contact if I have any questions?  

Should you have any questions, you can contact me directly, Mahmud Maina Lawan at 
Faculty of Science and Engineering, University of Wolverhampton, Wulfruna St, 
Wolverhampton WV1 1LZ, United Kingdom  
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APPENDIX C 

Questionnaire  

This research aims to investigate the factors that may influence the adoption of cloud 
computing in the upstream oil and gas industry. All information provided will be used for 
research purposes only. Thank you very much for taking part in this study. 

Would you like to take part in this research?  

 Yes, I agree to take part in this research, and I understand my participation is voluntary 
and I may withdraw at any time without my legal rights being affected.  

 No, I disagree 

 
Part 1: General questions 

Kindly tick the correct option in the box provided. 

1. Position 

 IT professional (IT manager, IT staff) 

 Strategic leader (Senior manager, Operation manager) 

 Field worker (Field explorer, reservoir modeller, drilling engineer, production 
engineer) 

 
2. Years of experience 

 Less than 2 years 

 2-5 years 

 6-10 years  

 More than 10 years 

 
3. Industry category 

 Indigenous 

 National 

 International 

 
4. Are you currently using cloud services? 

 Yes 
 No 
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To what extend do you agree with the following statements? 

Security of Cloud Computing Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

I feel that cloud computing is not secure 
enough to store our organisation’s data.  

     

Security in general is a critical issue that 
affects our decision to use cloud services.  

     

I feel that traditional computing methods are 
more secure than cloud computing 
technology.  

     

I feel that the risks of cloud services 
outweigh the benefits.  

     

 

Trust in Cloud Service Providers Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

I feel confident storing my organisation’s 
data in the cloud.  

     

My organisation’s information in the cloud 
may be used by a third party without our 
consent.  

     

I feel assured that our data is protected from 
problems in the cloud due to adequate 
technological structures.  

     

 

Data Privacy Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Our organisational data on the cloud may be 
exposed to unauthorised parties without our 
knowledge.  

     

The cloud service providers might also be 
responsible for making our data available for 
other parties without our knowledge and 
permission  
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Data Integrity Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

I feel that my organisation’s data is not 
secure during transfer. 

     

Data integrity concerns affect our decision to 
use cloud services. 

     

 

Service quality Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Reliability Cloud services must work 
accurately to ensure effective 
running of our systems 
operations.  

     

Ensuring a good backup 
service would encourage us 
to use cloud technology.  

     

Provision of good 
compensation for downtime 
would encourage the usage 
of cloud services. 

     

Availability A 24/7 access to cloud 
services would encourage us 
to adopt the technology 

     

Accessibility Remote access to cloud 
services would encourage 
adoption. 

     

 

Relative advantage Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

The use of cloud computing in our 
organisation will enable us to cut costs.  

     

Using cloud computing services increases 
efficiency.  

     

Using cloud computing services improves 
our productivity.  

     

The use of cloud computing in our 
organisation will enable flow of real-time 
information. 
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Compatibility of Cloud Services Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Our organisation would use cloud services if 
they were consistent with our needs. 

     

Using cloud computing fits our work style.        

 

Complexity of Cloud Technology Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

The skills required to use cloud services is 
too complex. 

     

It would be difficult to transfer current 
systems to cloud computing platforms. 

     

It would be difficult to operate cloud 
technology. 

     

 

Cost of Cloud Technology Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

The cost of implementing cloud service is too 
expensive. 

     

The amount needed to train employees to 
use cloud technology is very high. 

     

 

Trialability of Cloud Services Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

It is essential to be able to try out cloud 
services properly before deciding to use 
them.  

     

It is necessary to try all the functionalities 
offered by the cloud service. 

     

It is essential to try out cloud services for a 
sufficient time before deciding on adoption. 
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Technology readiness of Upstream Oil 
and Gas Organisation 

Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Having a robust technical infrastructure (e.g., 
high bandwidth) would enable us to use 
cloud technology.  

     

Having the necessary technical skills would 
enable us to use cloud technology. 

     

Cloud computing technology requires 
technical knowledge to use.  

     

 

Need for Top management support Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Top management support is essential for 
adopting cloud services in our organisation.  

     

Willingness to provide resources by top 
management is essential in adopting cloud 
services. 

     

 

Workers’ attitude Towards Cloud 
Technology 

Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Cloud computing adoption may not be 
resisted by workers if it will boost their 
performance. 

     

Workers that feel cloud computing will make 
their work easier will support its adoption. 

     

Worker’s attitude is important in adopting 
cloud services. 

     

 

Existing IT applications & infrastructure 
of Organisation 

Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Cost of acquiring existing applications and 
infrastructure was too high and adopting 
cloud services would mean another expense. 

     

Switching to cloud computing will result in 
acquired IT technologies being obsolete. 

     

Adopting cloud technology would mean 
existing software licence becoming useless. 
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Competitive Pressure in Upstream Oil and 
Gas sector 

Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

I believe we will lose future bids for oil wells 
to our competitors if we do not adopt cloud 
technology. 

     

Cloud computing is a strategy for improving 
competitive advantage. 

     

Cloud services would have a positive impact 
on future operations in the upstream oil and 
gas industry. 

     

I feel it is a strategic necessity to use cloud 
computing to remain competitive. 

     

 

User/Technical support from Cloud 
Service Providers 

Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

It is necessary to have adequate 
user/technical support from the cloud 
provider before adopting cloud computing.  

     

It is necessary to have adequate 
user/technical support from the cloud 
provider after adopting cloud computing.  

     

 

Compliance with Government and 
Industry Regulations 

Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

The laws and regulations that exist 
nowadays are not sufficient to protect 
information stored in the cloud. 

     

My organisation would use cloud services if 
they complied with our industrial rules.  

     

It is necessary that cloud computing 
regulations comply with law in our country. 

     

 

 

 

 

 

 



235 
 

Internet availability for Cloud Connection Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

The availability of fast internet connection is 
necessary to use cloud services. 

     

Sufficient internet service providers would 
encourage cloud adoption. 

     

Wide internet coverage would encourage the 
adoption of cloud services. 

     

 

Electricity Supply Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

The availability of stable electricity supply 
would encourage cloud adoption. 

     

Nationwide electricity supply would 
encourage cloud adoption. 

     

 

Trading partner agreement Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

The agreement of all trading partners in 
upstream operations is necessary to adopt 
cloud technology. 

     

Trading partner’s’ enthusiasms for 
innovation would encourage cloud adoption. 

     

 

Organisational culture Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Our decision to adopt cloud computing is 
influenced by our organisation’s culture. 

     

My organisation faces some obstacles in 
terms of organisational culture. 
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Government support for Cloud Computing 
Adoption 

Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

A government strategic plan is necessary to 
encourage adoption.  

     

My organisation does not need financial 
support from government in order to adopt 
cloud computing technology. 

     

Government support in terms of 
infrastructure necessary for cloud adoption 
would encourage the adoption of cloud 
services. 

     

 

Local content Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

It will be difficult to adopt cloud services if it 
will result in redundancy of locals. 

     

The availability of local cloud service 
providers would encourage adoption. 

     

Local IT training service providers might not 
benefit from my company adoption of cloud 
technology.  

     

 

Social instability Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

We will not adopt cloud technology if it will 
be used as a tool to monitor the industry’s 
development and be used against the 
country. 

     

We will not adopt cloud technology if it will 
be used to create chaos in the nation. 

     

 

Cloud adoption Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Overall, I am in favour of using the cloud 
computing services  

     

I feel comfortable recommending cloud 
computing technology to my organisation.  
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APPENDIX D 

The structural model in AMOS 

The CFA model after adjustment 
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Reliability Analysis (Cronbach's Alpha if Item Deleted) 

Item-Total Statistics 

 Scale Mean if 
Item Deleted 

Scale 
Variance if 
Item Deleted 

Corrected 
Item-Total 
Correlation 

Squared 
Multiple 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

oc1 249.19 938.210 .402 . .952 

oc2 249.19 936.076 .455 . .951 

T1 249.22 938.232 .394 . .952 

T2 249.32 938.473 .399 . .952 

T3 249.29 935.956 .439 . .952 

D1 249.22 936.692 .427 . .952 

D2 249.27 933.415 .450 . .951 

gs1 249.28 935.726 .457 . .951 

gs2 249.23 935.517 .448 . .951 

gs3 249.32 931.727 .458 . .951 

cr1 249.23 933.386 .500 . .951 

cr2 249.27 931.068 .528 . .951 

cr3 249.27 931.043 .537 . .951 

cm1 249.36 934.359 .463 . .951 

cm2 249.24 933.023 .504 . .951 

cm3 249.17 933.813 .470 . .951 

ia1 249.32 934.241 .442 . .952 

ia2 249.35 933.292 .438 . .952 

ia3 249.33 936.332 .413 . .952 

lc1 249.24 936.152 .428 . .952 

lc2 249.27 930.910 .569 . .951 

Ic3 249.30 929.099 .613 . .951 
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P4 249.30 928.367 .598 . .951 

et1 249.38 927.270 .610 . .951 

et2 249.30 929.905 .596 . .951 

et3 249.27 930.301 .576 . .951 

wa1 249.28 929.712 .605 . .951 

wa2 249.31 925.290 .643 . .951 

wa3 249.28 928.440 .604 . .951 

cs1 249.35 927.930 .586 . .951 

cs2 249.38 928.681 .584 . .951 

c1 249.27 928.641 .619 . .951 

c2 249.23 930.030 .599 . .951 

P1 249.35 928.041 .609 . .951 

P2 249.27 930.023 .604 . .951 

si1 249.28 927.252 .626 . .951 

si2 249.21 928.036 .634 . .951 

tp1 249.31 928.889 .577 . .951 

tp2 249.27 928.161 .628 . .951 

cc1 249.40 932.641 .447 . .952 

cc2 249.29 936.961 .424 . .952 

tm1 249.36 939.689 .348 . .952 

tm2 249.56 934.801 .380 . .952 

ut1 249.29 932.467 .491 . .951 

ut2 249.25 937.061 .437 . .952 

pp1 249.36 930.809 .513 . .951 

pp2 249.37 929.997 .515 . .951 

pp3 249.26 931.204 .489 . .951 
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pp4 249.44 948.873 .167 . .953 

tm5 249.28 949.815 .165 . .953 

tr1 249.33 934.172 .471 . .951 

tr2 249.29 932.348 .477 . .951 

tr3 249.29 932.102 .534 . .951 

tl3 249.41 934.850 .427 . .952 

tl2 249.37 930.562 .528 . .951 

tl1 249.33 929.546 .551 . .951 

S1 249.36 929.781 .549 . .951 

S2 249.33 930.095 .534 . .951 

S3 249.31 929.022 .529 . .951 

ra1 249.30 930.697 .532 . .951 

ra2 249.30 930.309 .525 . .951 

ra3 249.31 930.846 .563 . .951 

ra4 249.37 935.285 .407 . .952 

pa1 249.29 939.442 .351 . .952 

pa2 249.38 939.871 .312 . .952 

SQ_1 249.15 958.109 .040 . .953 

SQ_2 249.05 960.493 .002 . .953 

SQ_3 250.09 961.374 -.020 . .954 

 
 
 
 
 
 
 
 

 


