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Abstract 

Social media has provided a platform for people to share views and opinions they identify with or 

which are significant to them. Similarly, social media enables individuals to express themselves 

authentically and divulge their personal experiences in a variety of ways. This behaviour, in turn, 

reflects the user’s personality. Social media has in recent times been used to perpetuate various 

forms of crimes, and a narcissistic personality trait has been linked to violent criminal activities. 

This negative side effect of social media calls for multiple ways to respond and prevent damage 

instigated. Eysenck's theory on personality and crime postulated that various forms of crime are 

caused by a mixture of environmental and neurological causes. This theory suggests certain people 

are more likely to commit a crime, and personality is the principal factor in criminal behaviour. 

Twitter is a widely used social media platform for sharing news, opinions, feelings, and emotions 

by users. 

Given that narcissists have an inflated self-view and engage in a variety of strategies aimed at 

bringing attention to themselves, features unique to Twitter are more appealing to narcissists than 

those on sites such as Facebook. This study adopted design science research methodology to 

develop a fuzzy-based machine learning predictive model to identify traces of narcissism from 

Twitter using data obtained from the activities of a user. Performance evaluation of various 

classifiers was conducted and an optimal classifier with 95% accuracy was obtained. The research 

found that the size of the dataset and input variables have an influence on classifier accuracy. In 

addition, the research developed an updated process model and recommended a research model 

for narcissism classification.  

Keywords: narcissism, personality, social media, design science, fuzzy logic 
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CHAPTER 1: INTRODUCTION AND BACKGROUND OF THE STUDY 

1.1 Introduction to the study 

Social networking sites (SNSs) have become integral channels for communication and self-

expression in different people's lives (Alhabash & Ma, 2017). According to Kong, Wang, Zhang, 

Li, and Sun (2021), SNSs, also referred to as social media, present users with distinct platforms to 

interact with others to satisfy their self-expression needs. Kuss and Griffiths (2017) asserted that 

social media has grown in popularity as a medium for obtaining opinions and information about 

current events. They've become the most frequent place for people to express themselves to others 

(Ahmed, Ahmad, Ahmad, & Zakaria, 2019). Twitter users post about 500 million messages every 

day, while Facebook generates 4 petabytes of data (Shu, 2020). The intended purpose of users on 

social media varies between platforms. These purposes can be to search for knowledge (Tanrıverdi 

& Sağır, 2014), access information (Park & Kim, 2013), maintain communication with friends, 

and establish professional relationships on platforms like LinkedIn and ResearchGate (Ovadia, 

2014).  

The increasing use of social network sites has provided unprecedented opportunities for solving 

problems in various fields with information techniques (Aggarwal, 2011). For example, 

questionnaires and academic interviews were used for a long time to gather data to predict 

personality traits. However, most researchers have turned to social media to study personality traits 

(Wang, Wang, Xu, Wu, & Gia, 2013). The increasing volume of written language on social media 

provides a huge supply of psychological data with untapped potential (Park et al., 2014). 

Researchers are currently analysing social media data from the psychological point of view. 

According to Kosinski, Stillwell, and Graepel (2013), social media platforms like Facebook & 

Twitter contain a significant amount of autobiographical language and linguistic behaviour 

correlated to users' psychological traits.   

Data mining is the process of extracting raw data to get valuable insights from SNSs (Azeroual, 

Saake, Abuosba, & Schöpfel, 2018). Text mining is a data mining technique for extracting valuable 

insights to develop models or identify trends and patterns from unstructured data (Elragal & 

Haddara, 2014). The primary objective of text mining is to process unstructured (textual) data to 

obtain meaningful quantitative insights from the text using NLP techniques (Agrawal & Batra, 
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2013). According to Farnadi et al. (2016), individual personality affects individuals' behaviour and 

decision-making. This decision-making can be attributed to preferences for websites, products, 

brands, services, and content such as books and TV shows. By analysing what users post on social 

media, their personalities can be classified without requiring them to complete lengthy and time-

consuming surveys (Lukito, Erwin, Purnama, & Danoekoesoemo, 2016). Even though there are 

different techniques for analysing personality traits, the most dominant approaches are based on 

text mining, which implies that critical human personality elements are part of the vocabulary 

people use to describe themselves (Kulkarni et al., 2018). This research sought to predict 

personality traits of Twitter users. The research used text mining techniques to detect traces of 

narcissistic personality from users' behaviour and language-use habits on social network sites.  

1.2 Background  

The study of personality is regarded as a primary objective of psychology. Personality refers to a 

set of attributes that make individuals unique (Schwartz, 2020). One of the standard theories used 

to study personality is the Five Factor Model, which envelopes five essential traits: Agreeableness, 

Narcissism (Disagreeable Extravert), Conscientiousness, Neuroticism, and Openness to 

experience. Smith and Canger (2004) stated that the Five-Factor model is essential because it helps 

classify personality traits. It represents a wide range of personality qualities; each dimension 

encapsulates a huge number of different and specific personality features (John, Naumann, & Soto, 

2008).  

Narcissism is characterised by high self‐esteem, self-promotion, grandiosity, manipulation, 

assertiveness, and exhibitionism while at the same time having social withdrawal, low self‐esteem, 

and negative emotionality and rage (Miller et al., 2011). Narcissists are disagreeable extraverts 

categorised into Vulnerable and Grandiose narcissism. According to Lambe et al. (2018), people 

with a narcissistic disposition are more likely to be aggressive. Because of the exploitative nature, 

people with high narcissistic tendencies are also prone to aggressiveness. Furthermore, aggressive, 

and impulsive people, have a high likelihood of recidivism (Alsheikh & Ahmad, 2020).  

Different studies (Hepper, Hart, Meek, Cisek, & Sedikides, 2014; Lowenstein, Purvis, & Rose, 

2016) have found a correlation between narcissism and a variety of crimes, showing that 

understanding or minimising crime requires knowledge of personality traits. Eysenck's theory on 

personality and crime postulates that different types of crime are triggered by a mixture of 
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neurological and environmental factors. According to this theory, some people are more likely to 

commit a criminal act than others, and personality is a key factor in determining criminal behavior 

(Fakhrzadegan, Gholami-Doon, Shamloo, & Shokouhi Moqhaddam, 2017). According to 

Kounadi, Ristea, Araujo, and Leitner (2020), little emphasis has been placed on research into and 

monitoring crime, including incorporating individuals' online behaviour from their digital 

footprints. Therefore, collection and analysis of crime information remain weak, making it difficult 

to set a clear crime prevention agenda and establish a clear plan for crime prevention (Jean-Claude, 

2014). Traditional media may not be as accurate as social media in describing the crime in a 

country or city (Curiel, Cresci, Muntean, & Bishop, 2020). Perpetrators, victims, witnesses, or 

indirect victims may be more willing to share their feelings after witnessing a crime regardless of 

how minor the incident was (Cresci, Cimino, Avvenuti, Tesconi, & Dell'Orletta, 2018).   

Advances in computational technology have assisted researchers in representing personality 

behaviours digitally and objectively. In addition, it is now possible to collect, store, and analyse 

data efficiently using computational techniques (Chang, Kauffman, & Kwon, 2014). This use of 

computational methods helps overcome own human limitations and biases in theory development. 

The common limitations include biased self-reports and the inability to simultaneously consider 

the influence of many factors (Jolly & Chang, 2019). Hence, more substantial reliance on 

computational methods will help advance personality science and create novel, more holistic forms 

of personality assessment (Stachl et al., 2020). Therefore, this research used computational 

techniques and methods to develop a predictive model to identify traces of narcissistic behaviours 

from Twitter. The model would aid law enforcement agencies in integrating personality traits in 

preventing crime by monitoring narcissists and other prospective perpetrators based on their social 

media behaviors. Furthermore, this research raises awareness of the negative consequences of a 

narcissistic personality's possible interaction with innocent social media users.  

1.3 Research problem   

Social media has transformed the way individuals interact with one another and consequently 

affected people's ability to empathise negatively and positively (Sankaran, 2019). While social 

media network sites offer a range of advantages to users, concerns have been expressed about the 

potential harmful offline implications of exposure to online content and interactions with strangers 

(Müller et al., 2016). According to Won, Steinert-Threlkeld, and Joo (2017), young people who 
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read violent content online were more likely to commit severe crimes and had a higher risk of 

copycat violence. In the development of 'individual' behaviors, personality plays a critical role 

(Wrzus & Roberts, 2017). Individual characters continue to play a role in deciding how individuals 

behave on social media. As a vital personality factor correlated with aggression among the youth 

(Lau & Marsee, 2013), narcissism is significantly associated with various offending behaviours 

(Fan, Chu, Zhang, & Zhou, 2019). Lobbestael, Baumeister, Fiebig, and Eckel (2014), Maynard, 

Vaughn, Salas, and Wright (2016), and Li et al. (2015) have highlighted the correlation between 

narcissism and aggression. Aggression from narcissists stems from the desire to control and 

manipulate others to attain their desired goals, as well as their exploitative and un-empathetic 

nature (Lobbestael et al., 2014).   

The rapidly evolving nature of digital crime and its influence on physical crimes has prompted law 

enforcement personnel to add new ways to prevent and curb crime (Norden, 2013, Goodison, 

Davis, & Jackson, 2015). As they seek as many friends and influence as possible, narcissists thrive 

in an unmonitored atmosphere provided by social media (Buffardi & Campbell, 2008). As a result, 

the importance of social media injustice and the criminal justice system can no longer be 

overlooked. Branley and Covey (2017) assert that users' online behaviour influences their offline 

decisions and actions. The capacity of law enforcement agencies in dealing with and minimizing 

harm caused by social media is inadequate. Therefore, understanding or capping crime must 

incorporate knowledge of personality traits. Whenever there has been use of personality traits in 

crime prevention, they have not been clearly applied or expressed and thus the need to determine 

the aspect of personality traits by examining 'users' behaviour on social media (DeVito, Birnholtz, 

Hancock, French, & Liu, 2018).  

1.4 Research questions  

The main research question formed to address the problems identified in this research was: How 

can traces of narcissistic personality traits be identified among social media users?  

The following research questions contributed to the solution for the main research question:  

i. How can Twitter dataset be prepared for sentiment analysis?   
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ii. How can the pre-processed Twitter dataset be labelled into different categories of 

narcissism?  

iii. How can traces of narcissism be classified using the labelled Twitter dataset?  

iv. How can the classification of narcissism be enhanced?  

  

1.5 Research objectives 

The main objective of this research was to identify traces of narcissistic personality traits from 

social media users using the Twitter dataset. The following were the specific objectives:  

i. To prepare the Twitter dataset for sentiment analysis   

ii. To devise a labelling methodology for the pre-processed Twitter dataset   

iii. To design a classification technique to predict traces of narcissism   

iv. To enhance the classification technique for a better performance.   

1.6 Rationale of the research  

According to Majid (2012), individuals make themselves visible to potential offenders through 

their comprehensive and public self-presentation on social network sites. Furthermore, providing 

personal information (such as information about intimate connections, views and interests) 

provides potential criminals with a multitude of opportunities to exploit. Because of the two-way 

nature of communication on social networking sites, individuals become increasingly accessible 

to those who might wish to victimise them (Majid, 2012).  

Given the relationship between narcissism and specific behavioural manifestations on social 

media, the inadequacy of solely using self-report measures of narcissism, and the value of 

observing behaviour, research is warranted to support further the efficacy of predicting narcissistic 

behaviour in everyday settings (Roberts, Woodman, & Sedikides, 2018). Many studies on 

narcissism rely on the self-report methods, which provide valuable information but do not 

necessarily predict how a narcissistic individual will act in a given situation (Meagher, Leman, 

Bias, Latendresse, & Rowatt, 2015). An overreliance on self-report and neglect of behavioural 

studies creates a gap in research that needs to be filled.  
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Narcissists' negative emotions can affect the environment one is in (Zajenkowski & Szymaniak, 

2021). Thus, it is essential to recognise the psychological components of personality trait-related 

crime to raise awareness of the harmful consequences of interacting with narcissists. Law 

enforcement officials can then utilise personality trait prediction to safeguard social media users 

from narcissists. As a result, knowledge of personality is required to comprehend and handle crime. 

Therefore, it is necessary to take into account contribution of personality traits to certain criminal 

behaviors. Rising crime rates globally, coupled with perpetrations of crime from social media 

platforms, was a primary motivation for this study. Therefore, the main objective of this research 

was to extract usable, credible information to identify traces of Narcissism from Twitter and assist 

law enforcement with future crime prevention, thereby contributing to ensuring law enforcement 

work.  

1.7 Significance of the study  

People with narcissistic tendencies can use social media to market themselves and satisfy their 

attention and adoration. As a result, it's critical to identify those who exhibit high levels of 

narcissism so that strategies and interventions can be developed to mitigate the adverse effects of 

social media and make it more positive. Personality plays a crucial role in someone's orientation. 

This work on narcissism prediction is particularly interesting for social network site users who 

often interact with narcissists. The proposed method effectively identifies traces of narcissism, thus 

protecting social media users.   

Furthermore, according to Reed, Bircek, Osborne, Viganò, and Truzoli (2018), people with high 

levels of narcissism tend to use Twitter more and more over time. In addition, this study enhances 

existing literature on personality prediction and its relationship with providing solutions to current 

societal challenges. Social media instigated crime has been on the rise. Therefore, this work is 

significant for the following reasons: According to Oltmanns and Widiger (2018), prior research 

has not been successful in adequately addressing both grandiose and vulnerable narcissism. This 

research has explored and captured the two facets of narcissism and sought to identify its presence 

on social media. Lastly, this research will also benefit social media users as it exposes the 

characteristics of narcissists on social media and how to identify them.  
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1.8 Justification of the research    

For much of its history, personality research psychology has relied on various forms of assessment, 

including surveys, questionnaires, diagnostic tests, behavioural observation, and interviews which 

have been time-consuming and expensive (Kosinski, Bachrach, Kohli, Stillwell, & Graepel, 2014). 

However, these assessments have various limitations. First, according to Van Vaerenbergh and 

Thomas (2013), the assessments have non-standard response styles and memory limitations (Van 

Vaerenbergh & Thomas, 2013). However, social media presents a platform with digital footprints 

that can be used to identify personality traits easily. The platform is cost-effective compared to 

surveys and reaches a larger population (Azucar, Marengo, & Settanni, 2018). Secondly, social 

media posts capture communication among friends and acquaintances generated in a natural social 

setting and thus capture interaction among friends and acquaintances. Thirdly, social media users 

provide vast amounts of personal information about themselves; it is a common topic of 

conversation. Finally, social media users usually present themselves as they are, not as idealised 

representations of themselves (Back et al., 2010).   

With widespread social network sites nowadays, Twitter has emerged as among the widely used 

social media platforms globally. It is a global information network where users make short posts 

called tweets. A tweet is a short 280-character message (Fearnley & Fyfe, 2018). In recent years, 

Twitter has proven to be an effective resource for identifying societal interests and general opinions 

of people. Twitter has been dubbed as electronic word-of-mouth marketing platform (eWOM) 

(Zhou, Tao, Rahman, & Zhang, 2017). Therefore, Twitter provides an ideal platform for 

personality research and application.   

According to Kaye, Malone, and Wall (2017), emojis display emotional and social meanings and 

reduce the ambiguity of the message. Emojis also provide contextualisation cues, such as positive 

or negative attitudes and the organisational role of social relationships. Given the widespread use 

of emojis in everyday communication, it is vital to consider their adoption to create a safe social 

media environment. This research has recommended 5 level emoji icons for labelling the levels of 

narcissism based on digital footprints on Twitter. Through this research, a user can be forewarned 

on the type of tweet in terms of narcissism thus protecting them from further engagement. Due to 

the fact that fuzzy rule-based models require identifying sentiments through weighted voting at the 
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defuzzification stage, judgment bias on both positive and negative tweets can be effectively 

eliminated in the big data era.  

1.9 Dissertation structure  

This dissertation consists of nine chapters:   

Chapter 1 establishes the problem by presenting the research background, research objectives, 

research questions, rationale, and the significance of the study. This facilitates to understand the 

relevance of the research.  

Chapter 2 reviews studies on big data, social media, personality traits, crimes in social media and 

gaps in the literature. The chapter also reviews the existing machine learning algorithms.  

Chapter 3 discusses the design science research methodology (DSRM) approach adopted in the 

study. The DSRM was used to design the artefact (Narcissistic prediction model). In addition, the 

tools and techniques used in the study are discussed in detail.  

Chapter 4 discusses the methodology used in extracting information from social networking sites 

which form the input for machine learning classifier.  

Chapter 5 presents sentiment analysis done on the processed dataset and the process of labelling 

the dataset as narcissistic or non-narcissistic. The techniques adopted to label the data comprising 

sentiment analysis, topic modelling, and word detection are discussed in this chapter.   

Chapter 6 presents the process of classifying narcissistic personality traits using machine learning 

techniques. To find the optimal classifier, the researcher examined three machine learning 

algorithms: random forest (RF), Nave Bayes, and support-vector machine (SVM), as well as four 

ensemble classifiers.  

Chapter 7 presents how the classification of narcissism is improved using fuzzy logic.   

Chapter 8 presents the implementations of experiments undertaken to evaluate the model's 

performance under different types of datasets and attributes. In addition, the results are compared 

with existing techniques.   
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Chapter 9 concludes the thesis on this research and summarises the results. A modified process 

model is also recommended in this chapter. Finally, the chapter recommends possibilities for future 

work.  

1.10 Summary  

The use of social media for interaction and   communication is highly effective. People can reach 

a specific target population and influence others through tweets and posts on social media. Millions 

of people write, post, and share information on social media to express their instant thoughts, 

emotions, and beliefs on public platforms. Evidence also implies that user generated content on 

social media reflects the users' true personalities. Scholars and media have asserted that the success 

of social networking sites is linked to the narcissism of their users and that social networking 

behaviour reflects narcissistic tendencies (Fishwick, 2016; Buffardi & Campbell, 2008). The next 

chapter reviews related literature on personality prediction and social media.  
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CHAPTER 2: LITERATURE REVIEW 

2.1 Introduction 

Social media has emerged as an ideal platform for people to easily interact and share opinions with 

a broad community. Zivanovic, Martinez, & Verplanke (2020) believe that, in contrast to 

traditional methods of acquiring information about beliefs and behaviour, it is possible to gain 

insight from people's posts on Twitter. Consequently, Kosinski et al. (2014) posited that it is 

possible to infer personality traits from social media using machine learning techniques. 

Technology is rapidly evolving, and everyone, intentionally or otherwise, is producing data in a 

way. One of the large generators of big data is social media (Gandomi & Haider, 2015). Social 

media, phone, and server log data are being produced at an unprecedented rate (Rawat & Yadav, 

2020). This chapter seeks to give a clear understanding of personality traits identification on social 

media and how social media plays a crucial role in contributing to big data through appropriate 

references in literature. It further discusses existing personality traits and expounds on narcissism 

and its presence on social media.   

2.2 Social media and big data  

Butler and Matook (2015) defined social media as a broad set of tools and apps that allow 

individuals to communicate and share information. Furthermore, Kim and Hastak (2018) asserted 

that social media has rapidly grown as a popular source of information. The popularity of social 

media continues to soar, resulting in the emergence of new social networks, forums, and blogs 

(Gundecha & Liu, 2012). The increase in social media use and resultant increase in user generated 

content has led to the emergence of opportunities to extract and analyse this data (Stieglitz, 

Mirbabaie, Ross, & Neuberge, 2018). When a user posts on social media, they provide a glimpse 

into their lives (Blair, Bi, & Mulvenna, 2020). A study of Twitter usage in the London 

Underground analysed users' tweets at different times of the day. The study cross-referenced the 

results with their geotagging feature to determine what, where and when users were tweeting 

(Lansley & Longley, 2016). The findings prompted the researchers to create recommendation 

algorithms for the types of advertisements displayed on each station's rotating digital billboards at 

different times of day to enhance their efficiency (Lansley & Longley, 2016).  



 

11  

Big data is characterised by the five dimensions commonly referred to as 5Vs: The first V is 

“Volume” which relates to the amount of the data generated and collected (Kambatla, Kollias, 

Kumar, & Grama, 2014). The second V is “Variety” and relates to variations of data (Gandomi & 

Haider, 2015). The third V is “Velocity” and is the speed at which data is generated and how it 

should be analysed. The fourth dimension is ‘Variability,’ which refers to the variation in data flow 

rates. The last dimension is ‘Value,’ which describes big data as having low value relative to its 

volume in its original form. It is through analysis that high value can be obtained (Gandomi & 

Haider, 2015). 

Social media data are massive, noisy, scattered, unstructured, and constantly changing (Gundecha 

& Liu, 2012). The vast amounts of user-generated content on social media can be mined and 

analysed to understand social norms and model user behaviour. One of the approaches to gaining 

insights from social media big data is data mining. Data mining has three major stages: data pre-

processing, pattern discovery (identifying patterns of the targeted data), and pattern evaluation and 

presentation (Taleb, Dssouli, & Serhani, 2015).   

2.2.1 Social network sites  

According to Ahmed et al. (2019), social media permits people to share negative or positive 

thoughts on various topics. Social network sites and social media have been used interchangeably. 

Facebook, Twitter, Instagram, LinkedIn, Blogs, Wikis, and YouTube are examples of social 

networking sites that generate vast unstructured data. Because each of these platforms serves a 

different purpose and has a different audience, it is typical for users to sign up for multiple 

platforms (Langstedt & Hunt, 2017). These sites allow users to create profiles/online social 

identities and choose users to share connections. Usage of various SNSs for different purposes has 

continued to increase globally because of their value in aiding human communication (Yen, Lin, 

Wang, Shih, & Cheng, 2019). SNS allows the emergence of a different type of social structure that 

influences its members in one way or another through social relations within the platform 

(Martínez & De Frutos, 2018).  

2.2.2 Categories of social network sites  

According to Kemp (2018), there are over three billion social network users. In addition, 

Aboulhosn (2020) noted that 500 million tweets were sent every day as of 2019, and 695,000 status 
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updates have been posted on Facebook as of 2020. Although social networking sites generally 

enable people to connect with each other online, not all of them offer the same services or have the 

same objectives. (Kwak, Lee, Park, & Moon, 2010). Social network sites can be categorised into 

three main categories based on usage: social sites, academic networks, and professional sites.  

Social sites are platforms used for connection and interaction by different individuals from 

different spectrums. Facebook, Twitter, and Instagram are the most widely used social networks. 

Facebook, which has 1.79 billion active members, is a popular social site platform that allows users 

to create profiles and communicate their emotions through posts, images, and videos. Twitter has 

330 million monthly active users, and users (tweeps) can only tweet 280 characters. On the other 

hand, Instagram has 500 million users and allows users to submit photographs and videos. Users 

can link their accounts on these three major social media platforms (Lipschultz, 2017).  

Academic networks sites connect researchers and academics from various fields to exchange ideas 

on social media. ResearchGate and Academia.edu are the popular academic network sites. 

Academics can upload information, read publications from other researchers (Meishar-Tal & 

Pieterse, 2016) and share their works, thus improving scholarly communication.   

Professional sites are sites where professionals meet and discuss their careers and business 

interests. The main professional site is LinkedIn which seeks to help people network professionally 

by showing connections to individuals based on their related connections, which can be the same 

employer, schooling, and same career field (McCabe, 2017).   

2.2.3 Impact of social network sites  

Social media has increased the rate of collaboration amongst people and as a result, people’s 

behaviours and lifestyles have been transforming (Akram & Kumar, 2017). Social media 

popularity has also led to the emergence of new careers like influence marketing. This has helped 

businesses acquire new customers and reach new markets. In addition, according to Aljuboori, 

Fashakh, and Bayat (2020), social media has provided an opportunity for writers to connect with 

their clients while also uniting people on a huge platform for the achievement of specific goals.   

Although social network sites benefits are well recognised, it's sometimes easier to accept or 

overlook their drawbacks. One of the limitations is that criminals have taken advantage of these 
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unregulated, freely accessible communication channels to lure users and perpetrate different forms 

of crimes through social networks of their own interests (Fox & Moreland, 2015). Despite its 

significance in enhancing social interactions and growth, social media has created a variety of less 

suitable impacts, such as online fraud, online child grooming, and online radicalisation (Baccarella, 

Wagner, & Kietzmann, 2018). Various researchers have focused on multiple risks associated with 

SNS use. Some of these studies have dwelt on cyberbullying, children grooming, and damage to 

reputation (Ellison & Boyd, 2013). The increased use of SNS has led to vulnerability to various 

risks while also providing immense opportunities for users and companies (Metzger, Wilson, & 

Zhao, 2018). More importantly, Alloway, Runac, Quershi, and Kemp (2014) maintained that social 

networking sites have significantly changed social relationships. Most social media users 

frequently accept friends' requests from people unknown to them, which provides a gateway to 

personal information, putting users' privacy and friends at risk (Ryan, 2008).  

2.2.4 Twitter as social network site  

Twitter has 335 million monthly active users (Statista, 2018). A microblog entry is called a tweet 

on Twitter, and it has a maximum character limit of 280. Twitter is a popular platform to broadcast 

news, current events, beliefs, and user behaviours, and with a character restriction of 280 

characters, makes it useful for social monitoring. This rich user-generated data can be used to make 

sense of public opinions on contemporary issues on social media and on personality studies 

(Kursuncu et al., 2019). A tweet has various attributes. The first attribute is retweet (RT), a tweet 

reposted by another Twitter user to their followers. The second attribute is favorite where a user 

shows the creator of the tweets that they liked their tweets (Alshehri, 2019). The third attribute is 

follower. Accounts that subscribe to a Twitter user's updates and postings are the user's followers. 

Twitter users who follow another user show that they wish to keep up with what the user posts 

(Alshehri, 2019).   

Everyone can see how many followers a user has. Twitter users can choose to follow other Twitter 

users. A user can decide whether they want their tweet to be public (visible for all) or private 

(visible only to followers) (Marshall, 2018). There are two kinds of data from Twitter. The first is 

historical data and the second is streaming current data. These kinds of data can also be obtained 

either by registering as a Twitter developer account (done in this study) and completing the 

authentication process or purchasing from commercial organisations that have partnered with 
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Twitter (Hino & Fahey, 2019). Communication on Twitter happens through tweeting, retweeting, 

and leaving comments. Many users also include hashtags in their tweets (Lowe & Laffey, 2011). 

A hashtag begins with the # (hash symbol), followed by a word or a merged sentence. One way of 

finding new users to support is to search for specific hashtags (Shapp, 2014). The popular hashtags 

globally include #Blacklivesmatter #Bringbackourgirls, #Metoo, #earthday, and #feesmustfall. 

These hashtags usually refer to the person posting the tweet as a pro hashtag. Figure 2.1 below 

illustrates the Twitter users between 2014 and 2020.  

 

Figure 2.1: The number of Twitter users worldwide from 2014 to 2020 

 

2.3 Personality traits  

According to Kulkarni et al. (2018), language remains a fundamental construct in psychology as it 

enables people to express their inner thoughts and feelings in a way others can comprehend. The 

development and maintenance of addictive behaviours are all influenced by one's personality 

(Chung, Morshidi, Yoong, & Thian, 2019). Individual personalities continue to have a role in 

influencing people's online activities. According to Funder (2012), personality traits are persistent 

patterns of emotion, thoughts, and behaviours. These comprise all the traits, attributes, and 

differences that distinguish an individual from all the others. Occasionally, these digital cues are 

used to shape an impression of someone, especially if they are a stranger or a zero acquaintance 

(Hinds & Joinson, 2019). Modelling human behaviour has become more feasible owing to recent 

developments in adopting data-based techniques to social sciences. Because of the quantity of 

textual data, understanding human behaviour through analysing unstructured social media data has 

gained much attention (Davahli et al., 2020). Different models of assessing personality traits in 

psychology exist. These are), Big Five model of personality, the Myers-Briggs Type Indicator, the 
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dark triad personality traits, the Jackson Personality Inventory (JPI), and Eysenck's three-factor 

model of personality. There is still no consensus on which model is the best (Davahli et al., 2020).   

 2.3.1 Five-Factor Model (FFM) 

Researchers have employed the Five-Factor Model (FFM) to investigate personality traits on social 

media (DeYoung, Quilty, & Peterson, 2007). The Big Five model represents the variation in human 

behaviour and preferences and a framework that integrates research findings in the psychology of 

individual differences (Kosinski et al., 2014). A growing body of literature indicates that the FFM's 

five personality variables can effectively capture essential characteristics of various behavioural 

patterns (Heine & Buchtel, 2009). The Big-Five comprise of: neuroticism, narcissism 

(disagreeable extravert), openness, conscientiousness, and agreeableness. Gilpin et al. (2018) used 

supervised learning to predict Big Five personality traits by speech signals. The research examined 

how individuals look and sound and how they affect an individual's unconscious communication 

behaviour. The researchers used 640 speech corpora and 11 Big Five assessments to train the 

classifier. The prediction models were evaluated with 15 speech records, labelled with the same 

Big Five inventory. It resulted in the accuracy of Agreeableness, 90.78% of Conscientiousness, 

77.66% of Emotional Stability, 70.15% for Extraversion, 66.72%, and 78.98% of 

Intellect/Imagination. Ross et al. (2009) studied university students' big five personalities and their 

behaviours when using Facebook. According to their findings, there was a partial association 

between individuals’ personalities and their conduct on social media.  

Neuroticism is the first trait of FFM, and it is marked by emotional instability and rage. It's also 

linked to the frequency with which people utilise social media for socialising, emotional disclosure, 

and expressing personal problems (Seidman, 2013). The second trait in FFM is narcissism and is 

characterised by having a high degree of extraversion, being self-promoting in nature, and 

exhibiting extreme selfishness and admiration. In addition, narcissism is also categorised as part 

of the Dark triad personal, which includes psychopathy and Machiavellianism. In the three 

subcategories, narcissism is classified as a personality trait characterised by exploitativeness, 

aggression, entitlement, and self-focus. In addition, psychopathy involves erratic lifestyles, and 

impulsiveness. Subsequently, Machiavellianism consists of manipulation, a lack of empathy, and 

multi-dimensional behaviour (Davahli et al., 2020).  
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Openness to experience is the third trait in FFM and describes sensitive and tolerable people who 

use social media to share information but not socialisation (McElroy, Hendrickson, Townsend & 

DeMarie, 2007). They embrace change without resistance and value new ideas tremendously 

(Hughes, Rowe, Batey, & Lee, 2012).  The fourth trait in the Five-Factor Model is 

conscientiousness and refers to individual ability to control behaviour in pursuit of goals (Seidman, 

2013). Conscientiousness refers to the tendency to follow the rules, and resistance to immediate 

gratification in the interest of longer-term goals. The fifth trait in FFM is agreeableness which 

relates to people that tend to be friendly, appreciative, and sympathetic. Individuals with a high 

agreeableness score are sociable, kind, and courteous, and they use Facebook for social connection 

rather than self-promotion (Seidman, 2013).  

2.3.2 The Myers-Briggs Type Indicator (MBTI) 

Myers-Briggs Type Indicator (MBTI) is another personality assessment model. The test assigns a 

human personality type to one of 16 major categories that define personality in terms of its 

fundamental nature and preferences (Ahmad & Siddique, 2017). There are four dimensions to the 

MBTI personality theory. These are; sensing vs. intuition, judging vs. perceiving, thinking vs. 

feeling, and introversion vs. extraversion (Stein & Swan, 2019). Plank and Hovy (2015) used 

MBTI to identify correlations between personality traits and demographic and linguistic features. 

The data used in the research was collected from 1200 Twitter user profiles. Each of them had 

been previously annotated by its owner with an MBTI personality type. The authors tracked posts 

that mentioned any of the 16 categories associated with Briggs or Myers' words. They gathered 

between 100 and 2,000 of their most recent tweets from 1,500 different people (Lima & De Castro, 

2019). They analysed the attributes in each dimension using logistic regression. The study 

concluded that the data would provide enough linguistic evidence to accurately predict the 

dimensions: Feelings/Thinking and Introversion/Extroversion (Lima & de Castro, 2019).  

Alsadhan and Skillicorn (2017) devised a method for predicting the Big Five and Myers-Brigg’s 

personality types from text based on word counts. The proposed method did not need special 

lexicons and has been successfully applied to various languages. Pramodh and Vijayalata (2016) 

predicted their Big Five personality traits through the authors' articles and writings. They extracted 

two datasets: one with positive terms and the other with negative phrases corresponding to each of 

the Big Five personality traits. The authors then conducted pre-processing, which included 
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tokenization stopwords removal, stemming, scaling, and scoring on the data to predict personality 

(Pramodh & Vijayalata, 2016).  

2.3.3 Dark triad personality traits  

Dark triad personality traits are a cluster of three psychological traits at the subclinical level, 

namely Narcissism, Machiavellianism, and Psychopathy (Kraus, Berchtold, Palmer, & Filser, 

2018). Narcissism is associated with exploitative entitlement, dominance, grandiosity, and feelings 

of superiority (Wright, 2016). Psychopathy comprises individual traits such as aggression, erratic 

lifestyle, anti-social behaviour, and impulsiveness. The last category is Machiavellianism, which 

encompasses a lack of compassion, manipulative, and combative and multi-faceted behaviour 

(Davahli et al., 2020). The Dark Triad personality traits model is widely used in studies which 

explore negative and undesirable behaviours (Nowak et al., 2020). They've been linked to exposing 

others in danger for selfish gain (Jones, 2013), as well as a quest for dominance and vanity (Lee et 

al., 2013), prejudice against outgroups (Hodson, Hogg, & MacInnis, 2009) and antisocial 

behaviour such as that of bullies (Baughman, Dearing, Giammarco, & Vernon, 2012). Moreover, 

Carter, Campbell, and Muncer (2014) asserted that the extraverted behaviour of making a good 

first impression, such as a willingness to socialise and chat with friends, is universal across all 

three traits.  

2.3.4 Jackson Personality Inventory (JPI)  

The Jackson Personality Inventory (JPI–R) evaluates personality factors that are significant to an 

individual's functioning in a range of circumstances (Jackson, 1994). The settings may range from 

work-related situations to those involving educational/organisational behaviour (Jackson, 1994). 

The JPI has 15 different scales and contains 300 true-false statements. According to Jackson 

(1994), the instrument is suitable for career and vocational tests in schools and work settings.   

2.3.5 Eysenck's three-factor model of personality  

Extraversion (E), Psychoticism (P), and neuroticism (N) are the three key traits in Eysenck's three 

factor personality model (N). These dimensions represent fundamental, self-contained, and 

physiologically-based characteristics. They have various degrees of characterising all subjects and 

allow for the successful description of behavioural, emotional, and individual variations among 

adults and children (Colledani, Anselmi, & Robusto, 2018). Neuroticism specifies a trait related to 
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emotional stability and determines how often a person is to experience negative emotions 

(Eysenck, 1991). People with a high level of neuroticism are known to be worried, moody and 

irritable (Eysenck & Barrett, 2013). Extraversion is the model's second dimension, and it describes 

people who are outgoing, carefree, friendly, convivial, easy-going, and spontaneous. Introversion, 

on the other hand, characterises those who are contemplative, quiet, serious, and restrained 

(Eysenck & Barrett, 2013). The third dimension is psychoticism. It describes someone who is 

confrontational, aggressive, untrustworthy, cold, unemotional, unpleasant, devoid of human 

feelings, and unfriendly (Mor, 2020).  

2.4 Narcissism and social media  

A narcissistic personality is described by the Diagnostic and Statistical Manual of Mental 

Disorders-IV as having a pervasive pattern of grandiosity, the need for attention, and a lack of 

empathy that start early in life and appear in a range of circumstances (Sumner, Byers, Boochever, 

& Park, 2012). In addition, it is also one of the personality's dark triads are labelled exploitative 

and display ignorance to the damage they bring to others to achieve their goals (Stone, Segal, & 

Krus, 2020). Paulhus and Jones (2015) found that people with Dark Triad characteristics are 

predisposed to violence, but psychopaths appear violent even if they are not provoked. 

Furthermore, narcissistic aggression was observed to be a more predictable reaction to threats to 

one's ego and self-image (Goodboy & Martin, 2015). Goodboy and Martin (2015) further noted 

that Machiavellist’s engage in cyberbullying to gain something. Cyberbullying is used by 

narcissistic people as a kind of retaliation for image restoration, while psychopathic people may 

cyberbully without provocation (Goodboy & Martin 2015)  

In their study, Błachnio and Przepiórka (2018) showed that high levels of Fear of Missing out 

(FOMO) and narcissism are predictors of intrusive behaviours on Facebook, while a low level of 

FOMO and high levels of narcissism are related to life satisfaction. According to a study by Ryan 

and Xenos from 2011, those who use social media are more likely to be extroverted and 

narcissistic.  This study sought to identify traces of narcissism from social media building on these 

two studies. The study attempted to identify traces of narcissism from Twitter using machine 

learning techniques. Brailovskaia, Bierhoff, Rohmann, Raeder and Margraf (2020) noted that 

social media remains appealing to narcissistic individuals because it specifically satisfies the 

narcissistic person's need to engage in superficial and self-promoting behaviours. This was also 
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confirmed by the study of Grieve, March, and Watkinson (2020), in which grandiose narcissism 

predicted a high congruence between the authentic self and that presented on social media, while 

for vulnerable narcissism, there was a   large discrepancy between the authentic self and the one 

presented online.   

2.4.1 Categories of narcissism  

Narcissism is divided into two spectrums, namely vulnerable narcissism (VN) and Grandiose 

Narcissism (GN). Grandiose narcissism refers to traits related to aggression, grandiosity, and 

dominance. Vulnerable narcissism relates to defensive and insecure grandiosity (Cheiffetz, 2017; 

Miller, Lynam, Hyatt, & Campbell, 2017). Individuals with high grandiose narcissism promote 

false beliefs about themselves, repressing knowledge at the same time that is incompatible with an 

exaggerated self-image (Zajenkowski, Maciantowicz, Szymaniak, & Urban, 2018). Subsequently, 

vulnerable narcissism is correlated with psychological distress, depression, negative emotions, and 

feelings of inferiority. Furthermore, vulnerable narcissism is related to distrust, and hostility, which 

constitutes narcissistic rage (Jauk, 2019).   

While almost every user on social media shares information, the type of information exchanged is 

not identical and is dictated by the different users' personality traits (Hruska & Maresova, 2020). 

Various studies (Somerville, 2015, Fan, Chu, Zhang, & Zhou, 2019, Jones, Woodman, Barlow, & 

Roberts, 2017) have demonstrated that social media use contributes to the rising level of narcissism 

and affects users' self-esteem in detrimental ways. SNSs allow narcissists to participate in 

exhibitionism and attention-seeking activities that help them maintain their grandiose self-images 

(Wang, 2017). Since they allow users to benefit from a varied range of loose or "weak tie" 

relationships, SNSs are a great platform for narcissists to advance their agenda (Blinkhorn, Lyons, 

& Almond, 2016).  

2.4.2 Narcissism on Facebook  

One of the most popular elements on social network sites is status updates. Status updates allow 

users to express their ideas, feelings, and actions on social media contacts. A study of 555 

Facebook users by Marshall, Lefringhausen, and Ferenczi's (2015)   using the Big Five personality 

traits model discovered that narcissists' predisposition to update their achievements regularly 

explains why their posts receive so many likes and comments (Marshall et al., 2015). Narcissists 
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are more likely to be 'active' SNS users and their activities are oriented at presenting oneself 

favourably to others (Marshall, Lefringhausen, & Ferenczi, 2015). McCain and Campbell (2018) 

did a meta-analysis to e establish the correlation between social media use and grandiose 

narcissism. They investigated 62 studies and discovered a that there exists a relationship between 

narcissism and social media use. The findings revealed that narcissism was linked to more social 

media postings, time spent and having more social media followers. The more narcissistic people 

use social media, the more positive feedback they receive from their online connections, such as 

nice comments and likes, which boosts their self-esteem and makes them feel famous and respected 

(Baccarella, et al., 2018). SNSs, on the other hand, are usually just one of many sources of positive 

feedback for people who have high degrees of grandiose narcissism.  

2.4.3 Narcissism on Twitter  

  

Furthermore, Williams, Burnap and Sloan (2017) found that tweets containing keywords related 

to damaged windows were linked to reported crime rates. According to this research and the 

expanding usage of social media, there is a correlation between drug-related tweets and crime, 

which suggests that social media could be used to predict and monitor crime (Wang, Yu, Liu, & 

Young, 2019). Beiji, Mohammed, Chengzhang, and Rongchang (2016) predicted crime hot spots 

by analysing Twitter and observed that crime occurs in clusters. They proposed an approach that 

consisted of three phases: analysis of videos, prediction of crime, and crime mapping. Wang, 

Gerber and Brown (2012) used social media to predict hit-and-run incidents. The authors used 

semantic analysis, latent Dirichlet allocation (LDA), and a dimensionality reduction technique for 

model construction. The test is carried out using a real-world dataset. The proposed model 
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outperformed the baseline classifier and produced a more accurate receiver operating characteristic 

(ROC) curve than the baseline method.   

2.4.4 General impacts of narcissism   

Narcissism as a personality is beneficial when it is connected with leadership traits of dominance, 

extraversion, confidence, and power which all have a fundamental connection to narcissism. 

Because of these similarities, narcissistic people may be more likely to lead (Fatfouta, 2019). 

Furthermore, Nevicka, De Hoogh, Van Vianen, Beersma, and McIlwain (2011) observed that 

people higher on narcissistic traits emerged as leaders in team tasks. This is owing to their 

overwhelming desire for recognition, power, and the opportunity to demonstrate how capable they 

believe they are. Narcissists are driven to and thrive in high-profile leadership roles (Leary & 

Ashman, 2018).  

Whereas narcissism's ability to emerge as a leader can be a positive trait, it can also be detrimental 

to society (Hudson, 2012). This is due to the harmful elements of narcissism, such as exploitative 

tendencies, inability to tolerate criticism, and arrogance (Braun, 2017). According to Hudson 

(2012), followers, on the other hand, tend to see narcissistic people as good leaders, even though 

they may not be outstanding performers due to incompetence. Furthermore, a narcissistic 

personality's great self-confidence might be problematic since narcissistic leaders may believe that 

their followers have nothing to offer the organisation (Braun, 2017).   

In addition to having the propensity to display poor leadership, narcissistic persons are more likely 

to be guilt-free than non-narcissistic people, which leads to a high rate of immoral behaviour 

(Brunell, Staats, Barden, & Hupp, 2011). They also have a propensity for taking risks (Lakey, 

Rose, Campbell, & Goodie, 2008). These elements contribute to the emergence of addictive 

behaviors including drug use, excessive gambling, obsessive shopping, and other negative 

behaviors like criminal behavior. Studies examining the relationship between narcissism and 

addictive behaviours have discovered that narcissism is related to increased alcohol use in first-

year college students and is significantly associated with binge drinking (Luhtanen & Crocker, 

2005). The following section discusses negative impacts with a focus on crime.  
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2.4.5 Narcissism and crime   

According to Hipp, Bates, Lichman, and Smyth, (2019), the use of social media to track criminal 

activity is a rapidly developing area of personality research. To date, authorities have had to depend 

significantly on historical data to identify crime-prone areas, such as crime rates and arrest patterns 

(Schoen et al., 2013). To combat crime, law enforcement agencies ought to know not only where 

crime hotspots are but also where they will be in the future. Because of the high level of user 

interaction on social media, offenders now have an advantage that has never been seen before. 

Before the widespread adoption of the Internet, criminals' activities were limited by territorial 

boundaries. Many people are now surrounded by technology, social networks, and, as a result, 

illegal online activity (Casale & Fioravanti, 2018). Analysis of social network data can assist to 

reveal or predict illegal acts, accounts, relationships, and messages. This enables for the 

identification of crucial information regarding criminal operations, as well as their location and 

involvement. Criminals can conceal their communications using a number of methods, including 

photographs, videos, encryption, and steganography (Grijalva & Zhang, 2016).   

While narcissism is often ignored as a significant risk factor for mass shooters, it has been 

recognised as a common denominator among school shooters by government experts and scholars 

(Keatley, Mcgurk, & Allely, 2019). Several lists of risk factors for school shooters, for example, 

identify narcissism as a significant influence (Bondü & Scheithauer, 2015). Another list 

categorizes narcissism as one of the seven primary risk factors for the potential of school shooters 

(Bondü & Scheithauer, 2015). In Blinkhorn et al. (2016), participants were permitted to aggress 

anyone who threatened or praised them or an innocent third party. The highest aggression levels 

were shown by narcissists who aggressed directly against the person who offended them (Hyatt et 

al., 2018). These findings thus support the notion that human personality plays a direct or indirect 

role in the source of social problems and issues that lead to crime. Kalemi et al. (2019) asserted 

that it is the presence of narcissistic traits that indicated aggression rather than criminality. The 

study found that the scores of narcissisms among inmates were significantly greater than those of 

non-inmates, while the levels of self-esteem were comparable to those of the general population 

(Kalemi et al., 2019).  

Previous research has shown that people with an inflated ego, which is a symptom of narcissism, 

are more prone to engage in violent behaviour (Kalemi et al., 2019). In Blinkhorn et al. (2016), 
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their hypothesis further backed the notion that narcissists will have more positive attitudes towards 

aggression as they believe it is more appropriate. The perpetration of psychological abuse has been 

connected to narcissism (Gormley & Lopez, 2010), and sexual and physical abuse (Blinkhorn et 

al., 2016, Carton & Egan, 2017). The grandiose component has dominated most studies on 

narcissism and domestic violence as the central assessment of narcissism. According to Lambe et 

al. (2018), ta strong association exists between narcissism and aggression following an ego threat. 

Therefore, to understand aggression, violence, and other criminal activities, a thorough 

understanding of narcissism is relevant.  

2.5 Personality assessment approaches  

The growing availability of high-dimensional, fine-grained data about human behaviour on social 

media has changed how personality psychologists conduct research and personality assessments 

(Stachl et al., 2020). Personality impacts the formation of social relations, friends, personality 

traits, thoughts, emotions, and judgments. Self-report surveys have been widely acknowledged as 

the most accurate method for determining personality for many years (Štajner & Yenikent, 2020). 

Self-reports, on the other hand, only reflect one facet of personality: people's perceptions of 

themselves (Boyd & Pennebaker, 2017). This has then led to different approaches emerging with 

an attempt to overcome self-reported weaknesses. These current approaches include the lexicon 

and Open Vocabulary strategy, the propensity of word use, and personality processes 

measurement.  

2.5.1 Personality assessment using questionnaires  

In this method, personality is determined using language-based personality models that closely 

resemble the data found in widely used self-report surveys (Hall & Matz, 2020). It entails 

estimating how people respond to personality surveys using linguistic measures. Researchers use 

lexical features to maximise their account of variance in questionnaire scores when utilising 

estimated self-reports using language. The significance of this approach to personality evaluation 

is that the instruments created using these approaches go through numerous validation processes, 

ensuring that they are based on strong empirical evidence (Štajner & Yenikent, 2020). However, 

self-reports are likely to suffer from various limitations The first limitation is that they require 

human assessment and training of the assessors. Secondly, self-reports are subject to response 
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biases, most commonly in the form of social desirability bias. This is where participants react to 

questions in a way that makes them appear more attractive to others (Krumpal, 2013). Thirdly, the 

extent to which people's self-reported traits accurately reflect who they are has been questioned in 

self-reporting questionnaires. The last limitation is the “self-knowledge constraints and response 

biases”. Questionnaire scores, for example, are viewed as a "real thing” that can be evaluated rather 

than a collection of supporting psychological processes when calculating people's self-reported 

neuroticism from language. This paradigm treats self-reported personality as a "gold standard", 

ignoring the defects that develop during the data collection processes (Boyd & Pennebaker, 2017). 

Personality researchers have sought innovative methodologies to overcome these limitations by 

identifying implicit assessments though digital tools rather than explicit self-reports (Stachl et al., 

2020).  

2.5.2 Lexicon and open vocabulary approach   

Besides self-reports, new studies have shown that people's words in ordinary life can reveal a lot 

about their personalities. As growing number of studies suggest that people’s use of words is 

reliable over time. The use and choice of words are also consistent, predictive of a wide range of 

behaviours from person to person. According to Kern et al. (2014), language is an important 

element personality, and unlike other common personality indicators, it does not require people to 

fill out questionnaires. Open vocabulary refers to linguistic features such as words or phrases that 

are can be identified from the texts (Schwartz et al., 2013). The lexicon method suggests that basic 

personality traits are expressed in natural languages as words (Das & Das, 2017).   

To predict Big 5 self-report measures from Facebook status posts, Schwartz et al. (2013) used an 

open vocabulary method. The recent expansion of online social media has resulted in a plethora of 

new avenues for personal expression. Aside from the benefits of a large amount of data, the text is 

often unique and highlights an individual's daily concerns. Furthermore, recent research has shown 

that the populations used in online studies are very representative. According to Hezarjaribi, 

Ashari, Frenzel, Ghasemzadeh, and Hemati (2020), the most universal way of expressing human 

feelings and thoughts is via language. The lexical hypothesis argues that any language can be an 

unbiased source of various personality types in psychology. As a result, it suggests that the 

feasibility of extracting personality types and psychometric features is by examining the linguistic 

representation (Neuman & Cohen, 2014).  
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2.5.3 Propensity of word use   

This method involves counting the number of times words are used in pre-determined categories 

of language. A common word used by an individual is built into a lexicon and the personality 

identified is based on who uses more of such word-category lexica. The most widely used lexicon 

is Linguistic Inquiry and Word Count (LIWC) (Schwartz et al., 2013). Pennebaker, Chung, Ireland, 

Gonzales, and Booth (2007) used LIWC to identify personality by examining words in various 

domains. The researchers discovered that agreeable persons used more articles, introverts and 

those with low conscientiousness used more words signalling distinctions, and neurotic people 

used more negative emotion phrases. Kumar et al. (2018) looked at how to classify personality 

through the Big 5 personality traits and Schwartz's values model, which describes human values 

(Schwartz, 1992). Before the experiments, the data was pre-processed by stemming and tokenizing 

it, doing LIWC analysis, and normalising the feature vectors. The features were significant for 

which personality trait and value type were pre-analysed only to use the notable features in the 

final classifier and thereby save computation time and power (Kumar et al., 2018). N-grams were 

also added to the LIWC baseline. The classifier's performance was found to drop by nearly 10% 

on SVM with uni-grams, while with bi-grams, there were no significant changes in performance.   

2.5.4 Measuring personality processes   

Another approach to measuring personality is through measuring personality processes. According 

to Wrzus and Mehl (2015), personality processes relate to thoughts and feelings, assessed using 

physiological assessment, self-report, and behavioural observation. Physiological assessment 

entails assessments of physical activity or eye movement which could serve as indicators of 

attentional focus during conversations (Boyd & Pennebaker, 2017). According to Wrzus and Mehl 

(2015), behavioural observation entails assessment methodologies that allow for the direct, 

observation of behaviours in naturalistic settings.   

2.6 Data preparation   

Data cleaning involves identifying and eliminating anomalies found in a dataset that may 

negatively impact prediction (Kalra & Aggarwal, 2017). Data cleaning is necessary because real-

world data often contains missing values, noisy and inconsistent data preparation (Panda, 2018). 

Data cleaning in text pre-processing involves transforming the raw data into an understandable 
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structure (Nhlabano & Lutu, 2018). There are various techniques of data pre-processing. These 

include data normalisation, stemming, tokenization, lemmatization, and stopword removal 

(Haryanto & Mawardi, 2018). The order in which these techniques are applied is of utmost 

importance in some cases. Stemming techniques work by removing the suffix of the word. 

Stopwords removal eliminates the frequent words that do not influence text classification (Ayedh, 

Tan, Alwesabi, & Rajeh, 2016). Stopwords are words that usually occur most frequently in a text. 

Words like a ’the’, ‘and’ and ‘for’ are stopwords (Kaur & Buttar, 2018). In tokenization, sentences 

are broken down into words/terms, and word vector known as bag-of-words is constructed 

(Kadhim, 2018). Lemmatization determines the part of speech of the word. The purpose of 

lemmatization is to find the lemmas of the terms by removing the prefixes and suffixes based on 

morphological analysis (Yüksel, Türkmen, Özgür, & Altınel, 2019).  

Saif, Fernández, He, and Alani (2014) examined whether removing stopwords improves or hinders 

the accuracy of Twitter sentiment classification techniques. The study used Twitter data from six 

separate datasets to test six different stopword identification methods. The study observed that 

using pre-compiled lists of stopwords has a negative impact on the performance of sentiment 

classification approaches. According to Deniz and Kiziloz (2017), stemming had little effect on 

most classification instances, including n-gram models at the character and word levels, as well as 

author and gender classification.   

Srividhya and Anitha (2010) examined Stopwords removal, stemming, and document frequency 

on the Reuters dataset. The research found that removing stopwords can help to expand words, 

increase document discrimination, and improve classification performance. Haddi, Liu, and Shi 

(2013) used two data sets of movie reviews to study the role of text pre-processing in sentiment 

analysis. To reduce the dataset noise, they applied various pre-processing techniques like 

alphanumeric characters removal, Uniform Resource Locator (URL) removal, white space 

removal, negation handling, stemming and stopwords removal (Haddi et al., 2013). The study 

indicated that by utilising proper pre-processing methods and, sentiment analysis could be 

significantly improved.  

Uysal and Gunal (2014) studied the impact of pre-processing on TC using four pre-processing 

methods: stopwords removal, tokens, lowercase conversion, and stemming. They investigated four 
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datasets: Turkish e-mails, English e-mails, Turkish news, and English news, utilising all 

conceivable combinations of the pre-processing methods. They only used the SVM machine 

learning (ML) approach with 10, 20, 50, 100, 200-, 500-, 1,000-, and 2,000-word unigrams as 

feature sizes. Their primary insight was that the proper combination of pre-processing tasks can 

significantly increase classification accuracy, depending on the domain and language. 

Inappropriate combinations, on the other hand, can reduce accuracy. According to Uysal and Gunal 

(2014), regardless of the domain or language, lowercase conversion enhances classification 

success in terms of accuracy and dimension reduction. However, for each domain and language 

analysed, there is no one-size-fits-all combination of pre-processing tasks that yields successful 

classification results.   

Text classification methods have been used extensively to solve a variety of natural language 

processing (NPL) challenges. These classifiers are highly reliant on the size and quality of the 

training dataset. Poor performance will result from insufficient and unbalanced datasets 

(Sharifirad, Jafarpour, & Matwin, 2018). The percentage of decreased noise in the datasets 

determines the efficiency of pre-processing. Also, according to Mehanna and Mahmuddin (2021), 

some studies consider pre-processing as a standalone process, while others consider it at data 

preparation and the filtering stage. Depending on the sentiment extraction methodologies used, 

pre-processing approaches may differ greatly. Text representation systems also have an important 

role in determining pre-processing approaches (Naseem, Razzak, & Eklund, 2020). In NPL, the 

impact of the optimal mix of pre-processing techniques is not established in the literature. 

Experiments by Uysal and Gunal (2014) revealed that selecting the right combination of text pre-

processing techniques can enhance classification accuracy significantly.   

2.7 Identifying personality traits on social media: A review  

Personality psychologists have long attempted to define essential features that differentiate people 

while often clustering through groups of people to uncover consistent behavioural trends (Kulkarni 

et al., 2018). Although there are a variety of approaches to analysing individual differences, the 

most common is lexical analysis, which proposes that key characteristics of human personality 

would become part of the vocabulary used to describe ourselves (Uher, 2013; Kulkarni et al., 

2018). Several studies have looked at Facebook posts, text messages, and Twitter, to establish 
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correlation between the Big 5 and other individual characteristics with language (Alsadhan & 

Skillicorn, 2017). There are two main approaches that exist regarding the identification of 

personality from social media. These main spectrums are a text-based and image-passed 

personality inference approach.   

2.7.1 Text-based personality inference  

Yarkoni and Westfall (2017) asserted a relationship between people's personalities and the 

language they use. This means that the language people use to disclose their personality qualities 

and the words people use online to coincide with their personalities. Gitari, Zuping, Damien, and 

Long (2015) employed a lexicon-based technique in online conversation, to 'detect' race, 

nationality, and religious speech. Existing lexical resources and corpora supported this technique. 

After combining the retrieved data and the annotation results, a hate speech lexicon was created 

(Esra’M, 2019).    

2.7.2. Image-based personality inference   

The study of the personality expressed by photos has been used to infer user personalities, as well 

as to examine how brands express and shape their identities through social media (Rodriguez, 

Gonzàlez, Gonfaus, & Roca, 2019). According to Cristani, Vinciarelli, Segalin, and Perina (2013), 

used aesthetics and content features of 300 Flickr inferred their personality. Ginsberg (2015) used 

Instagram photos to define each brand's identity along five personality dimensions of honesty, 

excitement, competence, sophistication, and roughness. The study examined at the photo elements 

utilized in the top five food businesses' Instagram feeds. Quantitative content analysis was used to 

look at the frequency of certain qualities and elements in the images.  

2.8 Text-based annotation for personality identification  

Text annotation is the process of tagging and labelling a dataset to specific categories. The 

annotation's aim is to create new attributes and expand the corpora. One of the crucial approaches 

to text annotation is lexicon detection. According to Kolchyna, Souza, Treleaven, and Aste (2015), 

lexicon-detection comprises two steps. i) creating a list (bag-of-words) ii) check which words of 

the list are also included in the lexicon. The quality of the lexicon determines the correct 

classification of text to sentiment categories (Jurek, Mulvenna, & Bi, 2015).    
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Xiang, Fan, Wang, Hong, and Rose (2012) used an unsupervised approach to detect tweets related 

to offensive topics. Several supervised learning methods were used.  LR achieved slightly better 

results than other supervised algorithms by 5.4% improvement over the keyword matching 

baseline method. Research in Putri, Sitepu, Sihombing, and Silvi (2019) was done on Indonesian 

news sites to identify hoax content. Different machine learning techniques were used to compare 

the efficacy of the findings after several pre-processing. The stochastic gradient descent (SGD) 

classifier got the highest accuracy, with an accuracy of 86% over 100 hoaxes and 100 non-hoax 

websites.   

Various attempts have been made to detect themes and identify various personalities using lexicon-

based approaches. Warner and Hirschberg (2012) utilised web-based datasets to create a hate 

speech detection classifier. To identify linguistic hate speech features, they manually analysed 

chosen paragraphs including anti-feminism, anti-black, anti-Semitism, and anti-Muslim rhetoric. 

The results were then analysed in order to develop a hate speech model that captured the common 

characteristics of seven hate speech categories. The model was used to train a parser tool, which 

analyses text and automatically recognises hate speech (Warner & Hirschberg 2012). The 

prevalence of more hate words than those recorded by the model was revealed in tests of the 

model's validity in a corpus. As a result, the study suggested that the model's coverage be increased.  

Data labelling is the categorisation and annotation of data before subjected to machine learning 

classifiers. Cluster-then-label methods are a series of methods that use clustering and classification 

to label data (Jan, 2020). They use an unsupervised or semi-supervised clustering method on all 

data available to generate clusters and guide the classification process (Ji, Henriques, & Vedaldi, 

2019). With the labelled data contained in each cluster, a classifier is subsequently trained 

individually for each cluster (Ji et al.,2019). Clusters refer to groups of data with common 

characteristics which differentiate them from other groups (Ibrahim, Zeebaree, & Jacksi, 2019). 

Therefore, utilising the classifiers for their respective clusters, the unlabelled data points are 

categorised.  

2.9 Levels of sentiment analysis  

Sentiment analysis is the process of categorising people's opinions expressed in a text as positive, 

negative, or neutral. To find topics with diverse feelings, various sentiment models have been 
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developed. According to Sharma, Hara and Hirayama (2017), sentiment analysis allows predicting 

opinions and attitudes or groups of people or individuals. According to Jain (2017), opinion mining 

will become a necessary and crucial part of big companies and organisations. A sentiment analysis 

result plays a big role in any significant institutional change, product updates, reviews, launches, 

strategic planning, and investments (Jain, 2017). There are three primary classification levels of 

sentiment analysis. These approaches are sentence level, document level and word phrase-level 

sentiment analysis (Almatarneh & Gamallo, 2018).   

2.9.1 Document level  

A document is taken into account in document level sentiment analysis. It is classified depending 

on the paper's overall tone. As a result, it is categorised based on the overall sentiment of the 

documents (Saberi & Saad, 2017). The main limitation when using document level is that all the 

sentences that express opinions are subjective (Al-Shabi, 2020). Khan et al. (2016) noted that it is 

more precise to look at each sentence individually to obtain more accurate results after sentence 

level analysis. Only the objective sentences are eliminated, whilst the subjective sentences are 

extracted for sentiment analysis. The entire document, including the text, is regarded as a basic 

unit of data. It is considered that the document has a single opinion about a single object (Shirsat, 

Jagdale, & Deshmukh, 2017). This method is ineffective if the document contains opinions on a 

variety of topics, such as Twitter or Facebook.  

2.9.2 Sentence Level 

Sentiment analysis at the sentence level entails assessing if each sentence represents a positive, 

negative, or neutral sentiment. This format approach is used for one-sentence reviews and 

comments made by the user (Kharde & Sonawane, 2016). Each sentence is treated as a separate 

unit in the sentence-level classification, which posits that each sentence should only include one 

point of view. Because each sentence is considered an independent entity, and each sentence can 

have a different perspective, polarity is determined for each sentence (Kolkur, Dantal, & Mahe, 

2015).   

2.9.3 Word/Phrase level  

This is a sentiment analysis approach that considers words or phrases at the word or phrase level. 

This type of sentiment analysis is where a word is the smallest unit with meaning available in a 
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text. Word lexicons of sentiment analysis include adjectives (happy, cruel. amazing, awesome, sad, 

annoying), adverbs (poorly, horribly), and some verbs (hate, love, despise) (Saberi & Saad, 2017)   

2.10 Lexicon detection approaches 

The lexicon-based technique, also known as the dictionary approach, is based on a predefined 

polarity lexicon or dictionary. This is sometimes described as an unsupervised machine learning 

approach. The lexicon-based approach's classification quality is exclusively determined by the 

lexicon's quality. There are four approaches to text lexicon. These are keyword-based detection, 

rule construction approach, learning-based approach, and hybrid-based approach (Akram & Tahir, 

2018).  

For lexicon-based approaches, dictionaries are built using human or automatic processes, with seed 

words serving as the basis for creating more words in the list of terms (Kaity & Balakrishnan, 

2020). Most studies that used a lexicon-based method used adjectives to indicate the text's semantic 

orientation (Ramanathan & Meyyappan, 2019). Adjectives are stored in a dictionary with their 

polarity and weight values in such circumstances. The dictionary is then utilised to annotate the 

adjectives collected from the input text data. Enhancements to statistical approaches and the 

genetic algorithm utilised for dynamic lexicon creation were proposed by Mowlaei, Abadeh, and 

Keshavarz (2020). The generated vocabulary is combined with static lexicons like SentiWordNet, 

and the resulting lexicon is used in sentiment analysis. Das and Das (2017) extracted the unique 

words and phrases associated with each of the Big Five personality types using a frequency-based 

N-gram approach. In addition to the terms, they introduced a new element to the lexicon: corpus-

based probability of occurrence. A small YouTube personality dataset was used to test the lexicon. 

Their classification experiment achieved 78.52% accuracy with logistic regression and 62.26% 

with SVM (Das & Das, 2017).    

2.10.1 Keyword-based detection   

In this approach, lexicon detection is done by extracting keywords related to the study from the 

text. These keywords are matched with the knowledge base or the dictionary such as Thesaurus to 

find their relation. The most used and most essential words and expressions are extracted from a 

text. Through this, various themes and topics are identified from the data. According to Hasan and 

Ng (2014), a semantic generalization of a paragraph or document, as well as an accurate 
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representation of the document's content, is a topic keyword retrieved from a document. 

Documents can be given a certain label based on the topic keywords. Natural language processing 

(NLP) tasks are influenced by the extraction accuracy of topic keywords (Liu, Huang, Huang, & 

Duan, 2020).   

2.10.2 Rule-based construction approach  

Rules-based techniques use rules for knowledge representation. A rule-based system is made up 

of rules, memory for storing states, a schema to match rules, and a conflict resolution schema if 

there is more than one rule (Nguyen, Do, Tran, & Pham, 2020). By using a rule-based method, 

rules needed to extract information from the dataset are developed. A rule-based system's primary 

goal is to collect and encapsulate the knowledge of a human expert in a specialised domain into a 

computer system (Golshan, Dashti, Azizi, & Safari, 2018). The rule-based method entails creating 

and using grammatical and logical rules to find themes in texts. Keyword recognition and lexical 

affinity methods are used in the rule construction process. The keyword recognition technique is 

concerned with the creation and application of emotion lexicons using 'IF' rules (antecedent) THEN 

effect approach (Aubaid & Mishra, 2020).  

Seal, Roy, and Basak (2020) sought to detect emotions using emotion keywords and rules with 

particular focus on phrases. They gathered information from the ISEAR database, pre-processed 

it, then evaluated it for phrasal verbs. They discovered certain phrasal verbs that may have been 

associated with emotion terms but weren't. As a result, they compiled a list of phrasal verbs and 

built a database with the verbs and their synonyms. They identified keywords and phrasal verbs 

linked with specific emotions and categorised them using the WordNet emotion lexicon (Seal et 

al., 2020). Although they reported a 65 percent accuracy rate, they acknowledged that their 

approach did not solve problems with current systems, such as a lack of emotive keywords and a 

disregard for word semantics based on context (Seal et al., 2020).  

2.10.3 Learning-based detection  

In this approach, machine learning models are trained to identify the lexicon. Learning-based 

techniques are probabilistic and use statistical models rather than rules to make decisions. 

Although the machine learning approach involves less manual work, it does necessitate prelabelled 
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data and adaption retraining (Rana & Cheah, 2017). The majority of machine learning algorithms 

rely on supervised categorisation, which detects sentiment in binary terms.   

The key disadvantage is the scarcity of labelled data in many domains, limiting the method's 

applicability to new data and domains (Alessia, Ferri, Grifoni, & Guzzo, 2015).  Unsupervised 

learning is frequently utilized since it doesn't need a lot of human-annotated training data to provide 

usable results. Khang and Zhou (2017) proposed an unsupervised rule-based method that extracts 

subjective and objective features from online consumer reviews. They identified accurate features 

by incorporating relation and review-specific patterns (Khang & Zhou, 2017). Yo and Sasahara 

(2017) used machine learning algorithms to predict personal attributes from the text of tweets, such 

as gender, occupation, and age groups. The findings revealed that the machine learning algorithms 

could accurately predict the three personal qualities of interest by 60– 70%.   

2.10.4 Hybrid Method 

In a hybrid method, rule-building and machine-learning approaches are combined into a single 

model. As a result, this technique has a better possibility of outperforming the other two options 

individually by combining the strengths of both while masking their related shortcomings. 

According to El Alaoui, Gahi, Messoussi, & Chaabi (2018), a hybrid approach uses both 

knowledge based and statistical methods for detection. Hung and Chen (2016) adopted a hybrid 

approach to develop movie-based SWN lexicon from the general-purpose SWN. They used an 

SVM, Naive Bayes and Decision tree to combine unigrams and bigrams with vector space 

modeling, and the findings showed that a WSD-based SWN lexicon improved performance (Hung 

& Chen, 2016).  

Priyanta, Hartati, Harjoko, and Wardoyo (2016) used rule-based and machine-learning models to 

compare the classification of sentence subjects. For rule generation, the authors used opinion 

patterns. They evaluated sentence subjectivity in Indonesian news to determine if a sentence was 

a subject or an objective. Two machine-learning models were used to obtain this classification. 

The results of the evaluation and analysis revealed that the rule-based classifier outperformed SVM 

(74%) and NBC (71%) with an accuracy of 80.36%.   
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2.11 Lexicon detection for narcissism  

According to Darwich, Mohd, Omar, and Osman (2019), lexicons can be created using either a 

dictionary-based approach or a corpus-based approach. The dictionary-based approach is 

constructed by developing a list of seeds-related words manually, while in a corpus-based 

approach, seed words are collected using statistical and semantic methods. The quality of the 

dictionaries and lexicons used in the classification process is one of the most important variables 

in the lexicon-based method.  For instance, Kundi, Khan, Ahmad, and Asghar (2014) developed a 

scoring system for sentiment prediction and created a slang dictionary containing a set of slangs 

annotated with scores and orientations using a weighted threshold value obtained based on the 

SWN lexicon.  

According Liu, Burns, and Hou (2017), the linguistic content of social media posts has been 

demonstrated to be valuable since it displays a user's topics of interest and gives information about 

their lexical usage that may be predictive of specific user types, and the correlation between 

linguistic clues and personality traits has been identified to discover how to conduct research in 

the area of automatic personality classification (Kaushal & Patwardhan, 2018). To develop the 

dictionary, different criteria and measures used in psychology literature were used. The frequency-

based N-gram approach is used to extract the unique words as well as phrases concerning 

narcissistic personality classes. These approaches are discussed in the next sections.  

2.11.1 Use of swear words  

According to a study by Golbeck (2016), respondents with high levels of narcissism used swear 

words much more frequently than those with lower levels of narcissism. This was consistent with 

prior findings, which showed that narcissists curse more (Holtzman, Vazire, & Mehl, 2010; 

DeWall, Buffardi, Bonser, & Campbell, 2011). According to Kern et al. (2014), a narcissist gets 

irritated easily and one linguistic marker of their disagreeableness is swearing. This is also 

motivated by the fact that narcissistic people tend to draw attention to themselves by all means. 

Furthermore, to create a sexualised environment, narcissistic persons often utilise sexual words 

(Holtzman et al., 2010). Therefore, the developed narcissistic dictionary included all the 

swear/curse words that were found in the tweets. These include hate, f*ck, hell, etc.  
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2.11.2 Social processes and affective processes  

Social processes contain words that are pronouns and verbs that reflect social interaction 

(Pennebaker, Francis., & Booth, 2001). According to Golbeck (2016), people with high scores of 

narcissisms use many more words about social processes than people with low scores of 

narcissism. LIWC consists of sub-categories of words that describe ‘Family’, ‘Friends’, and 

‘Humans’. Narcissists pursue social status through the same self-regulatory processes (Grapsas, 

Brummelman, Back, & Denissen, 2020).  

Affective processes contain words that describe positive and negative emotions. Emotional ability 

relates to people’s ability to adapt to life’s changes through rational and emotional coping skills. 

According to Lopes et al. (2011), the ability to deliberately regulate emotions in oneself and others 

is a critical component of emotional intelligence hostility, social avoidance, and a lack of empathy 

characterises vulnerable narcissists' social behaviour. Furthermore, Czarna, Zajenkowski, and 

Dufner (2018) stated that in the event of provocation, vulnerable narcissism exacerbated reactive 

and misdirected hostility. According to Golbeck (2016), individuals with high narcissistic traits 

the tend to use significantly fewer positive emotion words and more negative emotion words than 

those with low narcissistic traits. Therefore, the dictionary also included words that represented 

negative emotion in the text. These include hate, evil, kill, murder.  

2.11.3: Antisocial Word Use Index 

DeWall et al. (2011) created the Antisocial Word Use Index, which combines the frequency counts 

for swear words and angry terms. After analysing the data, Golbeck (2016) discovered that the high 

narcissism group used many more antisocial phrases. Some of the tweets in the dataset contained 

antisocial words, and these were also included in the dictionary. Examples of antisocial words were 

evil, brat. DeWall et al. (2011) noted that narcissists tend to use either offensive language or first-

person singular pronouns as a means of grabbing attention. Narcissistic persons adopt antisocial 

word use and offensive words with a goal to get attention (Adams et al., 2014) 

2.11.4 Self promotion   

Hart, Adams, and Burton (2016) contended that narcissists are more likely to speak in the first 

person singular while delivering impromptu monologues and to talk about their accomplishments 
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in conversation. Because pronouns provide extensive information about how people relate to 

others, first-person pronoun use is one instrumental variable to consider when considering 

narcissism. First-person singular pronouns are therefore used by narcissists to draw attention to 

themselves. In cases where narcissists used a less first-person singular pronouns, they call more 

attention to themselves by using antisocial words (Rathner et al., 2018).  

In research, I-talk has been regularly utilized to implement narcissistic self-focus (Ireland & Mehl, 

2014). DeWall et al. (2011) looked into how narcissists use social media to communicate 

information about themselves. First-person singular pronouns, which are thought to be an implicit 

indicator of narcissistic self-focus, are thought to be used in the two studies. Narcissistic people 

who didn't use them made up for it by using other attention-getting self-presentation techniques, 

such as posting provocative photos or using more profanity and verbal aggression in their online 

self-descriptions. 

In addition, according to Carey et al. (2015), narcissists change their linguistic style based on how 

many first-person singular pronouns they use in an online self-description activity. When 

narcissists utilise a limited quantity of first-person singular pronouns in tales about themselves, 

they draw attention to themselves by using more profane and harsh language. However, narcissists 

did not use more profane and hostile language in their narratives when they had already brought 

attention to themselves by using an increased frequency of first-person singular pronouns. As a 

result, narcissistic participants showed symptoms of implicit compensation as a way of attracting 

attention to themselves when it wasn't available (DeWall et al., 2011). Therefore, if there are more 

pronouns or negative words, then that would show traces of narcissism (Van der Linden & 

Rosentha, 2016). From the literature review, the use of pronouns was found to be synonymous 

with a grandiose narcissist. Narcissists use pronouns to self-promote themselves and therefore the 

dictionary included pronouns like; I, my, we, etc.  

2.12 Text classification using artificial intelligence  

Text classification is a text mining task of which the primary goal is to discriminate or characterise 

a piece of text into a specific format value (Billal, Fonseca, Sadat, & Lounis 2017). Such value can 

vary from number to labels and classes. Supervised, unsupervised, and semi-supervised algorithms 

are commonly used to classify text (Jiang, Wang, Wang, & Ding, 2018). The supervised methods 
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use training data to build a model that gives the required prediction for an unknown instance (i.e., 

using labelled/annotated data). As a result, unsupervised algorithms are frequently utilised for 

clustering problems because they do not require labelled data. Personality identification is deemed 

a classification problem (i.e., categorising an instance as narcissistic or non-narcissistic). Studies 

on personality detection have mainly been based on supervised algorithms often with performance 

comparisons among them (Chatzakou et al., 2017; Huang, Ryan, Zabel, & Palmer, 2014).   

Text classification relies on labelled data for training. However, labelling a subset of these data is 

a time-consuming and tedious process that usually has to be done manually (Chen, Yang, & Yang, 

2020). The time and effort spent manually labelling an increased amount of data X versus the 

increase in classification accuracy Y is a trade-off – given the ease with which enormous amounts 

of unlabelled data are available in most fields. There are large quantities of unlabelled data that are 

easily accessible in most domains, and the gain in accuracy is low compared to the costs of 

labelling. The question arises of how to use unlabelled data to improve learning algorithms (Bekker 

& Davis, 2020). There are two approaches to text classification using artificial intelligence. These 

are, machine learning-based classification and fuzzy-based classification  

2.12.1 Machine learning-based classification   

Machine learning is a branch of artificial intelligence based on the premise that computers can 

learn from data, recognize patterns, and make conclusions s with little to no human involvement 

(AbdulHussien, 2017). Arjaria, Shrivastav, Rathore, & Tiwari (2019) questioned a person's 

uniqueness from written text in the Big Five model. The study applied to stem in the pre-processing 

stage, stopword removal, and normalisation to the written datasets. Frequency values were 

assigned to the datasets, and the vector space model was used to represent them. Finally, they used 

the Multi-label Nave Bayes algorithm to estimate the outcomes and identified the personality traits 

derived from the human writing assignment.  

Gonçalves, Araújo, Benevenuto, and Cha (2013) averaged the sentiment analysis methods based 

on their classification performance, demonstrating that combining them results in a higher 

coverage of correctly classified messages. Existing lexical resources and sentiment analysis 

approaches were similarly incorporated as meta-level characteristics for supervised learning. The 

results of the experiments showed that mixing different resources improves polarity and 
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subjectivity classification accuracy significantly. To categorize diseases based on clinical texts, 

Yao, Mao, and Luo (2019) classified clinical literature by finding trigger phrases, utilising trigger 

phrases to predict classes with few samples, then training a knowledge-guided convolutional neural 

network for classes with more examples (Yao et al., 2019). A related study by Ranganathan, 

Hedge, Irudayaraj, and Tzacheva (2018) sought to detect emotions on Twitter using decision tree 

classification. They built a corpus of tweets and related fields where each tweet is classified with 

respective emotions based on lexicon and emoticons.  

Furthermore, Carducci, Rizzo, Monti, Palumbo, and Morisio (2018) suggested a supervised 

learning strategy for computing personality traits based solely on public tweets. In this study, they 

segmented tweets in tokens to feed the machine learning classifier. Their dataset had a sample of 

24 Twitter users with total tweets of 18473 and 250 Facebook users from the myPersonality 

dataset. After tokenization, they utilized a supervised learning classifier to train word vector 

representations as embeddings (Carducci et al, 2018).  

Tadesse, Lin, Xu, and Yang (2017) used the Big 5 model to predict users' personality based on the 

myPersonality dataset. Using the LIWC and SPLICE dictionaries, textual features were retrieved 

from comments that represent language usage and have expression and subject count. Second, they 

used aspects of social interaction such as connectedness, network size, and so on. Pearson's 

correlation assesses the “strength of the relationship between the variables” and extracts key 

characteristics. XGBoost is used as a classifier along with three baseline algorithms as Gradient 

Boosting, and SVM. The study applied Label Distribution learning. The feature extraction was 

divided into three categories: static features with minor change over time, such as gender and name; 

dynamic features with major changes over time, such as gender and name; and dynamic features 

with major changes over time, such as followers.  Last but not least was content features like blogs, 

linguistic and psychological features (Tadesse et al., 2017).  

2.12.2 Fuzzy-based text classification   

The third approach to text classification is through fuzzy logic. Fuzzy logic is one of the artificial 

intelligence approaches/techniques in which intelligent behavior is obtained by constructing fuzzy 

classes of certain parameters (Shailaja, Seetharamulu, & Jabbar, 2018). Fuzzy logic-based 

classification includes reasoning that is approximate rather than fixed and exact (Manivannan & 
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Ramakanth, 2018). Variables in fuzzy logic may have a truth value that ranges in degree between 

0 and 1, and it has been extended to handle the concept of partial truth. The truth value may range 

between completely true and completely false (Vashishtha & Susan, 2019).  

According to Lee, Choi, and Kim (2017), fuzzy inference systems include rule output aggregation, 

input variable fuzzification, rule evaluation, and defuzzification. To forecast the level of polarity 

of reviews, rules are examined after crisp sentiment and subjectivity values obtained from all text 

reviews are converted into fuzzy values using a fuzzifier. Ekong, Ekong, Uwadiae, Abasiubong, 

and Onibere (2013) did a study on an effectiveness of fuzzy logic in forecasting risk levels of 

depression. The authors proposed a Fuzzy Inference System (FIS) model for medical diagnostics 

in psychology and psychiatry. Based on expert knowledge encoded in fuzzy rules and provided 

physiological and psychological characteristics, the system predicts depression risk severity levels. 

The study noted that fuzzy logic is an ideal technique for medical diagnosis and disease 

management. Kavuri, Kumar, and Rao (2012) used a fuzzy similarity approach to classify text 

documents where the terms in the feature set were grouped into clusters based on membership 

function. Then by deriving the membership functions for each extracted feature of each cluster, 

close matching is done to describe the real distribution of the training dataset. Wilges, Mateus, 

Nassar, Cislaghi, and Bastos (2016) developed a fuzzy classification approach in which the 

variables demonstrate the ability to analyse the similarity and accuracy of a text document. This 

was accomplished with the aid of a database compiled from a selection of text documents that had 

been previously grouped into different categories.  

Using fuzzy membership degrees, Jefferson, Liu, and Cocea (2017) developed a fuzzy rule-based 

approach for sentiment analysis that provide more precise results. The experimental results showed 

that the fuzzy-based technique outperforms the other algorithms by a slightly better margin.  

Furthermore, the fuzzy approach eliminates the need for a large number of classes to define distinct 

degrees of sentiment. Furthermore, the fuzzy technique allowed for the formulation of various 

degrees of sentiment without the need of a large number of classes (Jefferson et al., 2017). The 

approach adopted for this research is different from all the above studies in the sense that it 

proposes the use of fuzzy sets to estimate the level of narcissism given the polarity of a tweet and 

predicted class.   
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2.13 Positioning the research   

Research has shown that individuals inadvertently leave their ‘behavioural residue’ in their 

physical and virtual environments. The potential benefits of social media for personality 

researchers go beyond using large sample sizes. A user's behaviour on social media is reflected in 

their tweets, status updates, comments, and interests, which reveal traits of their personality. As 

shown in the above literature on personality detection with machine learning techniques, utilising 

data from social network sites, it is possible to predict personality automatically, which is simpler, 

more cost-effective, and more efficient than conventional methods (Dandannavar, Mangalwede, 

& Kulkarni, 2018).   

A growing body of research has investigated the link between of narcissism and motives for using 

Twitter (Hughes et al., 2012) and the content of tweets. However, few studies have studied the 

identification of traces of narcissism from social media and specifically Twitter using a fuzzy-

based machine learning approach. It is this gap that motivated this research to identify traces of 

narcissism amongst users on Twitter. In social network sites, the users’ post on social network 

does not always contain complete information. Social media text is characterised by informal 

language, short context and noisy sparse contents (Virmani, Pillai, & Juneja, 2017). Extraction of 

this information involves identifying relevant, precise and useful data from the informal and noisy 

textual data. Users are faced with the difficulty of extracting precise information from social media 

without effective techniques that can extract only the facts that match their interest. Processing 

social media data is often challenging as data structure is informal, noisy and short (Derczynski, 

Maynard, Aswani, & Bontcheva, 2013).   

Therefore, this research adopted a rule-based text pre-processing approach to perform data 

cleaning. Rules-based techniques use rules as the knowledge representation. Rule-based systems 

solve problems by taking inputs and then combining together with a set of rules from the rule base 

to arrive at a solution. When given the same exact problem situation, the system will follow the 

same approach to come up with the solution (Ahmed, Alfonse, Aref, & Salem, 2015). Text data is 

split into segmental blocks after pre-processing in preparation for feature selection and analysis 

through tokenization. Tokenization is a process of splitting sentences into small parts called 

“tokens”. Lemmatization is performed on tokens after tokenization (Khan & Ratha, 2016). 

Lemmatization seeks to eliminate inflectional endings from words using vocabulary and 
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morphological analysis, reverting words to their dictionary form. The text analysis begins with the 

extraction of relevant sentences, which are then utilised in the text analysis.  

Several efforts of personality detection have been made using well-known lexicons such as 

WordNet, SentiWordNet, and SenticNet, etc. However, a lexicon solely devoted to classifying 

different personalities is rare (Das & Das, 2017). In this research, a set of seed words were created 

manually and extended using psychology description of narcissism. Synonyms and antonyms of 

narcissistic-related terms that are likely to appear on social media posts were identified and added 

to the seed list. A hybrid approach was adopted to construct the lexicon. This was done by applying 

unsupervised machine learning to the data where top keywords that describe each topic were 

generated.  

A lexical dictionary was created that contains top words representing the appearance of narcissism 

in the text. Because words usually have semantic orientations that are the same as their synonyms 

and the opposite of their antonyms, new words can be added to the lexicon in stages. In literature, 

few works have attempted to use fuzzy aspects in systems of personality classification. According 

to Liu, Burnap, Alorainy, and Williams (2019), there is a small percentage of studies in NLP that 

have focused on fuzzy classification. Social media datasets are naturally unstructured, thus 

requiring the capability of fuzzy logic in dealing with fuzziness and uncertainty in opinion mining.    

2.14 Summary  

The use of social media has increased at a faster rate than ever before. More than half of the globe 

already utilizes social media, with the overall number of users increasing by more than 10% from 

2019 to 2020, bringing the total to 3.96 billion by the beginning of July 2020.This indicates that 

the social media user base rose by more than one million people on average every day in 2020, or 

over 12 new users every second. Twitter use has soared over the past decade. With this literature 

review, existing gaps in studying Twitter as a social media platform for personality identification 

were identified. As evident from the existing literature, there is much need and scope for exploring 

the potential of the currently unmonitored public stream of Tweets. Twitter users express distinct 

personality qualities through their tweets and the tweets they like, making it the perfect platform 

for studying personalities. Besides, existing techniques related to personality prediction have not 

been studied comprehensively on narcissism. While previous studies emphasize the use of social 
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network sites data to monitor people's thoughts and feelings in order to identify personality, the 

approaches in Chapters 3-6 of this thesis look into various psychometric and linguistic features 

that have not been examined in previous studies in relation to narcissism personality trait 

classification.  
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CHAPTER 3: RESEARCH METHODOLOGY 

3.1 Introduction  

Research methodology refers to the procedures and methods used in the research study to collect 

and analyse data (Kassu, 2019). It also examines the tools the researcher must use to complete the 

study. This chapter presents the methodology that was used to assist in answering the research 

questions. A summary of existing methods and their limitations are presented and justification is 

provided for the chosen approach. The chapter also discusses the existing social media 

methodological frameworks. The frameworks are reviewed, and the modified methodological 

framework (Iterative CUPP) suitable for the research problem is developed. A process model based 

on the design science research methodology and CUPP framework are also discussed. Finally, the 

methods of data collection, analysis, reliability, and validity are discussed. The final section 

summarises the ethical considerations underpinning the study.  

3.2 Types of research methodologies   

According to Nabukenya (2012), there are five research methodologies. These are: case study 

research, action research methodology, grounded theory research methodology, survey research 

methodology, and design science research methodology.   

Case study research (CSR) is an empirical investigation into current phenomena in their real-life 

setting, particularly when the distinction between phenomenon and context is unclear. It is 

qualitative and observational, with predetermined research questions (Cronin, 2014). CSR is 

important when investigators wish to gain a more in-depth look at a topic of interest. On the other 

hand, CSR has some drawbacks: First, a CSR study must be designed and scoped to guarantee that 

the research question(s) can be correctly and adequately addressed (Deigh, Farquhar, Palazzo, & 

Siano, 2016). Secondly, because corporations and other organisations are not always willing to 

participate in CSR, the availability of appropriate case study locations may be limited.   

Action research (AR) inquires how people design and implement action concerning one another. 

Action research is described as research that results from an investigator's interaction with 

members of an organisation on a topic of genuine concern to them (Ivankova, 2014). AR aims to 
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increase understanding of the social situation, emphasising the complex and multivariate nature in 

the information system domain (Dresch, Lacerda, & Miguel, 2015).   

Grounded theory (GT) is a methodology that allows researchers to establish a theoretical 

description of a topic's general characteristics while being grounded in empirical evidence (El 

Hussein, Hirst, Salyers, & Osuji, 2014). GT uses qualitative methodologies to collect data on a 

topic, and a theory develops from the facts rather than collecting data to test a theory or hypothesis. 

The theory is founded on the data's representation of reality (Flick, 2017).   

Survey research (SR) relates to surveys carried out to increase scientific understanding 

(Nabukenya, 2012). The basic concept underneath survey methodology is to measure variables by 

asking people questions and looking at their relationships (Ghazi, Petersen, Reddy, & Nekkanti, 

2018). According to Nabukenya (2012), SR suffers from two main limitations. The first 

disadvantage of SR is reactivity, which occurs when respondents give socially acceptable 

responses that make them look good or appear to be what the researcher wants. The second 

drawback of SR is that of obtaining the exact number and type of persons required for a 

representative sample of the target population.  

Design science research (DSR) is a problem-solving approach that aims to develop new ideas, 

practices, technical skills, and products. It entails analysing the usage and output of constructed 

objects to comprehend, clarify, and enhance information system behaviour (Baskerville, Baiyere, 

Gregor & Rossi 2018). The design science research methodology (DSRM) seeks to solve problems 

by introducing into the environment new artefacts. Construction and evaluation are the two main 

activities in DSRM: Construction is a problem-solving, creative process in which artefacts are 

developed for a specific objective, whereas evaluation involves determining the usefulness of 

developed artefacts (Zafar, Harle, Andonovic, & Ashraf, 2007). According to Vom Brocke, 

Winter, Hevner, and Maedche (2020), DSR establishes a systematic strategy to designing and 

developing artefacts that solve problems, making it extremely useful in the real world.  

3.3 Design science research   

According to Baskerville, Kaul, and Storey (2018), DSR has two primary activities.  The first task 

entails the creation of novel artefacts to generate new knowledge. The second activity relates to 
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the study of the artefact's usage and output through reflection and abstraction. Although DSR is a 

problem-solving approach, it does not seek an ideal solution but rather a satisfactory one to the 

issues under consideration (Dresch et al., 2015). In addition, solutions obtained from DSRM's 

conduct must be generalised to a particular class of problems (Lacerda, Dresch, Proença, & 

Antunes Júnior, 2013).  

3.3.1 Choice of design science research methodology 

Because of the explorative nature of this study, DSRM was adopted. DSRM focuses on developing 

artefacts for business and its environment in information systems (IS). Artefacts are considered 

research outputs or the end objectives of DSR projects (Hevner & Chatterjee, 2010). Artefacts can 

be instantiations, methods, models, constructs, or instances.    

Table 3.1: Research methodologies: Comparison  

 

The fundamental objective of this research was to develop a prediction model. Because of its ability 

to support the development and evaluation of the model, DSR was chosen as most appropriate 

methodology for this research. As shown in Table 3.1, the DSR methodology provides defined 

research outputs in the form of IT artefact. The artefact is evaluated with different datasets and 

attributes in Chapter 8, and a modified process model based on the developed artefact is presented 

in Chapter 9. The research approach was problem-driven, meaning that the study's outcome would 
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solve the research problem and fulfil the business needs through a recommended research model 

for predicting narcissistic personality traits.  

3.3.2 Relevance of DSRM in this research   

DSRM ensures that the development of the narcissistic prediction model is done through a rigorous 

process. Feedback and communication form an integral part, thereby providing an application of 

high quality and standard. The development of the prediction model, in the form of an artefact, is 

critical to assess its effectiveness in solving an existing problem. The objective this research was 

to develop an artefact that can identify of traces narcissism from social network sites.  

Figure 3.1 shows the DSR framework, which serves as a data collection and analysis guideline. 

The framework outlines the design process in response to an identified problem and is 

conceptualised based on evidence from existing DSR publications. Problem-solving is now widely 

recognised as a process in which the problem solver conducts a solution search to find a path to a 

solution (Peffers, Tuunanen, & Niehaves, 2018). The result of the design is a form of design 

contribution that can range from abstract artefacts (e.g., theories) to material artefacts. The nominal 

process models for design science consider six standard processes. Figure 3.1 shows the DSRM 

proposed by Peffers et al. (2018).  

 
Figure 3.1: Design science research methodology stages 

3.3.3 Design research phases  

The first stage in DSRM is the identification of the problem which was determined in section 1.3. 

Design science research must provide solutions to problems faced by people, organisations, and 

technology (Peffers et al., 2018). The relevance of the problem serves as both a requirement and 

an evaluation criterion for research and research deliverables. The insights into the problem are 
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discussed and highlighted in sections of Chapter 1. The evaluation provides feedback on the quality 

and efficacy of the product (Hevner & Chatterjee, 2010). The artefact is evaluated using various 

metrics in this research, namely F1-score, precision, accuracy, and recall.   

The second stage in DSRM is the formulation of objectives of a solution as determined in section 

1.5. The objectives could be quantitative, such that the proposed solution is better than present 

ones, or qualitative and the new artefact provides solutions to problems that have not been 

addressed previously (Peffers et al., 2020). The objectives ought to follow logically from the 

problem description. Knowledge of the current state of issues, existing solutions, and their efficacy, 

if any, are resources needed for all of this. 

The third stage in DSRM is the actual design and the development of the artefact as determined in 

section 6.7. The real artefact is the result of this phase. Through well-executed evaluation 

techniques, the artefact's reliability, efficacy, and quality must be carefully evaluated (Dresch et 

al., 2015).  

The fourth stage in DSRM is the “demonstration” of the efficacy of the artefact to solve a problem. 

These include case studies, proofs, experiments, simulations, and other appropriate activities 

(Braun, 2017). Effective understanding of how to use the artefact to address the problem is one of 

the resources required for the demonstration (Peffers et al., 2018).   

The fifth stage of the DSRM process is evaluation, which involves comparing a solution's goals to 

real results gained by the demonstration's use of the artefact (see section 8.4). It involves 

understanding of key measurements and analysis techniques (Venable, Pries-Heje, & Baskerville, 

2012). A functional comparison of the artefact with the solution goals could be included. It also 

includes performance indicators like response time or availability (Venable et al., 2012). Once 

evaluation is completed, the researcher can choose whether to return to the design and development 

stage to increase the artefact's effectiveness, or to go on to communication and leave additional 

improvements to future studies. (Deng & Ji, 2018).  

The last stage in DSRM is the communication of the research results (section 9.6, 9.7). Research 

in DSRM ought to be effectively presented to both technical and non-technical audiences (Peffers 

et al., 2018). This communication also includes information on how the organisation can obtain, 
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build, and use the artefact and a description of the artefact's construction (Hevner, March, Park, & 

Ram, 2004). This research implemented this last phase of DSRM by means of a written thesis as 

the primary communication target towards the academic audience. In addition, a journal and 

learning materials are also used to communicate this research.   

3.4 Social media methodological frameworks   

According to Zeng, Chen, Lusch, and Li (2010), social media analytics involves applying 

frameworks and tools to collect, analyse, summarise, and visualise social media data. There are 

various methodological frameworks in social media analytics. These are discussed in the next 

section, and then the methodological framework that was adapted for this study from existing 

frameworks is discussed.  

3.4.1 Social media and forecasting  

The first framework reviewed in social media was the Forecasting framework by Schade (2015). 

The framework provides an overview and a guideline for analysing consumer-generated social 

media data to forecast customers’ needs, market trends and changes.  The generated framework 

consists of three phases, namely, organizational background, preparation, and data analysis. In 

the framework, the initial step of the process is concerned with the organizational background. 

The study noted that organisations must position themselves and become aware of necessary 

change so exploit social media data (Schade, 2015). These preparations can include acquiring new 

technology to either store or analyse the data. It also entails hiring specialised human resources 

with experience processing complicated social media data, building a new management 

framework, and enacting new legislation, such as privacy laws to prevent personal information 

from becoming public (Schade, 2015).  

The second phase of preparation begins after the organisational processes have been put in place. 

In the preparation phase, organisations have to decide what they would like to know, i.e., the goal 

of the process. Organisations may, for example, concentrate solely on Twitter data or employ social 

media data from a certain sector. This step also involves data pre-processing to eliminate noisy 

from the core analytical process (Schade, 2015). The last phase in the framework is the data 

analysis phase which also contains two activities. The first activity is data pre-processing and 

choosing a suitable data analysis approach. Organisations can use one or more data analytics 
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approaches to make sense of the vast data to uncover trends and patterns concerning their 

customers. The second activity in data analysis involves with interpreting and evaluating analytics 

performances.  

The purpose of the evaluation is to assess the results of the data analytics activity. Following 

evaluation, interpretation is carried out to gain understanding of the findings and put the 

organisation's acquired knowledge to good use. In regard to this research, the social media 

forecasting framework could not be adopted because of two limitations. The first is concerned with 

organisational background. As per the framework, this step requires the acquisition of new 

technology for data handling, recruitment specialised human resources to handle complex data and 

introducing new regulations. These requirements could be costly to establish at once for large firms 

and small firms may not also afford them. The second limitation is that the framework not only 

lacks the iteration within the steps but also the framework ends with data analysis. The 

communication of social media analysis findings is not captured. The framework is shown in 

Figure 3.2.  

 

Figure 3.2: Social media framework (Schade, 2015)  

3.4.2 CUP framework   

Fan and Gordon (2014) developed a social media analytics framework that comprises three stages: 

capture, understand, and present (see Figure 3.3), the CUP framework. Capture refers to the 

process of extracting social media data from various social media channels and relevant data. It 
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can be carried out in-house or by a third-party vendor. The capture stage aids a in identifying 

interactions on social media sites relevant to an organization’s activities and interests. Capturing 

is accomplished by extracting data from social media sites using various tools and techniques 

(Holsapple, Hsiao, & Pakath, 2018).   

After ‘capture’, the next stage is to understand where relevant data for analysis is selected while 

removing noise from the data, using various text processing methods, and gaining insight from 

them. When a company gathers discussions about its goods and processes, it must determine what 

they mean (Fan & Gordon, 2014). According to Fan and Gordon (2014), the understand stage is 

the integral process in social media analytics. Its outcomes can directly impact current data and 

indicators and the progress of future business decisions and actions. Depending on the 

methodologies employed and the research objective, specific analyses can be pre-processed offline 

(Fan & Gordon, 2014).  

The present stage is concerned with presenting the insights from the understand stage in a 

comprehensive manner. The findings of various analytics are compiled, analysed, and presented 

to users in understandable format (Fan & Gordon, 2014). Information can be presented using 

visualisation techniques (Fan & Gordon, 2014).   

Overlap exists between some stages; for example, the understanding stage generates models that 

aid the capture stage. In addition, visualisation supports human judgments that complement the 

understand stage and enhances the present stage. The stages are carried out sequentially. If the 

models developed in understand stage fail to uncover meaningful patterns, additional data is 

captured to increase their predictive power (Fan & Gordon, 2014). If the results lack predictive 

power, parameters can be modified on understand or capture stages.  

For this research, the CUP framework was further modified because, as it is, the aspect of 

‘prediction’ is not focused in the framework. While the framework is iterative within the three 

steps, this research noted the need for the inclusion of prediction just before summarising and 

presenting the findings.  
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Figure 3.3: CUP framework (Fan & Gordon, 2014)  

3.4.3 ICUP framework   

Oh, Sasser and Almahmoud (2015) modified the CUP framework proposed by Fan and Gordon 

(2015) to include the identity stage to identify tweets before the capture stage. The researchers 

noted that the proposed ICUP framework would be beneficial for both scholars and practitioners 

in the social media advertising context.  The framework could be used specifically in systematic 

analysis and measurement of ad performance on Twitter (Oh et al., 2015).  Thus, the four stages 

of the modified CUP framework are as follows: identify, capture, understand, and present and are 

illustrated in Figure 3.4 below.   

The first stage is to identify tweets by determining associated keywords. Whereas some keywords 

are specific, others are implicitly gathered from other entities. The keywords are then classified 

into four categories: 1) ad-specific keywords, 2) ad-generic keywords, 3) brand keywords and 4) 

event keywords (Oh et al.,2015). 

The second stage is capture which involves two tasks, i.e., downloading and pre-processing of 

tweets. Keywords extracted in the first stage are used to search for relevant tweet messages. 

Filtering and removing irrelevant tweets are also done in this stage. Tweets are filtered in three 

levels. The first level (1) used ad-specific keywords. The second level (2) used ad-generic 

keywords. The third level (3) filtered brand messages by using brand keywords (Oh et al.,2015).  
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The third stage is the understanding stage and it involves extracting of relevant measures for each 

tweet and data analysis. These measures consist of tweet likeability characteristics and social media 

measures. In addition, the sentiment of the tweets is extracted using LIWC. The second task in the 

understand stage involve classification using machine learning classifiers. The last phase of the 

framework is present. It involves the process of summarisation and reporting of the findings in the 

SMA framework.  

The major drawback of the ICUP framework is the lack of iteration within the steps. Social media 

analysis is a continuous and iterative process because of the nature of the dataset. Techniques 

adopted do not always necessarily result in cleaned data or better classifier accuracy. Thus, there 

is a need for iteration to ensure better classification results.  

 

Figure 3.4: ICUP framework (Oh et al., 2015)  

3.4.4 Iterative CUPP framework  

This research formulated an Iterative CUPP framework for social media analysis. This framework 

was developed based on the shortcomings of the reviewed frameworks and the nature of social 

media data. Social media data is informal and noisy, which implies that a one-way approach to 

pre-processing and classification of data is not ideal. This means the need for iteration to further 

refine the data until optimal results are obtained from the data.  

After reviewing the existing social media analytics methodological framework, the Iterative CUPP 

framework was adapted from the CUP framework. The acronym CUP stands for capture, 

understand, and present (Fan & Gordon, 2014). The capture stage gathers applicable data from 

social network sites. After collection, the data is preliminarily processed to obtain useful 
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information using feature extraction (Fan & Gordon, 2014). Through various pre-processing steps, 

the data is then delivered to the understanding stage.  

After capture, the next stage is to understand the collected data through data cleaning and network 

analysis. Social media data often consists noise which need to be removed before conducting any 

analysis. Therefore, NLP techniques are applied to pre-process the data (Fan & Gordon, 2014). In 

addition, interesting trends and insights concerning users are discovered, covering users' 

backgrounds, interests, concerns, and relationship networks. According to Fan and Gordon (2014), 

the results of understand stage have substantial influence on the insights and metrics in the present 

stage. This stage is critical to the whole social media analysis process since it determines if the 

present stage will be successful.  

The last stage of the CUP framework is the present stage. In this stage the results of the different 

analyses are summarised, appraised, and shown to the users (Oh et al., 2015). Various visualisation 

techniques can be used to present useful information. This stage marks the ends at social network 

analysis and further analytical process and predictions can be made.   

Therefore, the modified CUP framework has four stages – capture, understand, predict, and 

present (CUPP). In addition, there is iteration at every stage as shown in Figure 3.5. Data from 

Twitter that fits within the research objective are collected extracted and pre-processed (capture). 

After pre-processing, sentiment analysis topic modelling and data labelling are done in the 

understand stage. This stage prepares the data for classification, and after that, prediction happens 

in the predict stage. After the understand stage is completed, classification is done. Classification 

tasks culminate into a prediction model represented in the predict stage. The predict stage relies on 

labelled data from the understand stage. Once classifiers are trained, the model can now be used 

to perform predictions (predict). The findings are then summarised and presented in the present 

stage.   
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Figure 3.5: Iterative CUPP framework (Author)  

 

3.5 Process model  

The main objective of the research was to identify traces of narcissism from social media using a 

machine learning prediction model. The Iterative CUPP framework was selected as a 

methodological framework to be able to achieve the research objective. Design science research 

was presented in Section 3.3, was chosen as the research methodology. Figure 3.6 illustrates the 

research process model used to implement the four stages of the CUPP framework. The first block 

indicates a raw dataset that relates to the capture stage of the Iterative CUPP framework, where 

data from Twitter was extracted. The ‘understand’ stage is implemented through data cleaning, 

tokenization, labelling, and sentiment analysis in the process model. This process prepares the data 

for the prediction stage in the Iterative CUPP framework. In Figure 3.6, the application of 

classifiers and fuzzy logic represent the prediction stage of the Iterative CUPP framework. The 

output of predictions is presented, which aligns with the last set of the Iterative CUPP framework.   
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3.5.1 Process model components   

The process model consists of five main steps that seek to implement the Iterative CUPP 

framework. The processes are data cleaning, tokenization and lemmatization, sentiment analysis 

and labelling, classification and lastly fuzzy logic classification.  

Tokenization and lemmatization are the second phase in the model. Tokenization involves the 

splitting of tweets into words symbols, or some other meaningful element called tokens using a 

tokenizer. These tokens are form inputs for stemming and lemmatization process. The third phase 

is data labelling involves adding classes to raw data. This is done through sentiment analysis, topic 

modelling and lexicon detection. These classes/labels form a representation of what class of objects 

the data belongs to and is used by machine learning classifiers to identify that particular class of 

tweets when given new unseen data.   

The fourth phase is machine learning classification. This is the training of the labelled data by 

different classifiers. The predefined categories in this study were grandiose, empath and vulnerable 

narcissism. The results are a trained classifier that can be used for prediction.  

The fifth phase is the prediction of narcissistic personality traits using fuzzy logic. Fuzzy logic is 

a computation approach based on degrees of truth rather than machine learning prediction, which 

is based on true or false (1 or 0) logic. Fuzzy logic is incorporated to enhance the prediction of 

narcissistic personality traits. 



 

 

  

  

Figure 3.6: Process model for ICUPP framework (Author) 
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3.6 Data collection   

Data collection is an essential component of research (Maxwell, 2012). The effectiveness 

of data collection is decided by whether or not the purpose of data collection has been 

identified. The development of the data collection process and the mode in which the data 

can be evaluated can be aided by defining and understanding this purpose. In the DSR 

context, the term artefact implies a construction that applies information technology (IT) 

to organisational tasks. For this study, Twitter was used to gather the primary data. The 

data was purposively sampled Twitter users. Users had to have at least 20 followers and 

more than 1000 tweets in their profile. Rtweet package in R studio was used to extract 

tweets from 250 users on Twitter. The researcher used a Twitter developer account which 

was granted as described in Section 3.9. The access allowed the researcher to access tweets, 

retweets, likes, favourites, and tweet counts. The prediction model was developed using 

tweets collected from 15 September 2018 to 15 November 2018, and again retested using 

tweets collected in April 2021. The experiments conducted in this research study were 

carried out on a PC, running Windows 10 Enterprise operating system with an Intel(R) 

Core (TM) i7-470 CPY @ 3.60GHz and 16 GB RAM. A total of 238,317 tweets belonging 

to 250 users were extracted.  

3.7 Data Analysis 

In design science research, data analysis entails the use of a set of analytical techniques and 

methods. However, how the data is analysed and the graphical approaches used to portray 

the data for better and simpler understanding are all influenced by the researcher's 

interpretation of the data (Vehkalahti & Everitt, 2018).  Exploratory data analysis is done 

to get an overview of the data before performing data pre-processing. Data analysis in this 

research was implemented using various Python libraries. Scikit learn was used for 

classification tasks in the study. Matplotlib library was used to visualise the results. To 

establish the degree of narcissism, the Fuzzy Logic tool in MATLAB was used.  

3.8 Reliability and validity  

According to Mohajan (2017), reliability is the degree to which data analysis results can be 

duplicated with consistency, stability and repeatability. Validity is the accuracy with which 

a method measures what it is designed to measure (Mohajan, 2017). Cross-validation was 

used in this study to confirm the validity and reliability of the data. From the literature 
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review, stratified -k-fold cross-validation is a reliable method of estimating the accuracy of 

datasets (Hosseini et al., 2020).   

3.9 Ethical Considerations 

Ethics refers to a set rules of conduct that a researcher should follow in the research process 

to avoid any misconduct (Resnik, 2015). This research used Twitter datasets that were 

anonymised by omitting usernames, and Twitter handles during the data cleaning phase to 

ensure the privacy and confidentiality of the users. Permission and access to the dataset 

were obtained from Twitter, and ethical clearance was obtained from the University of 

KwaZulu-Natal’s Ethics Committee (See Appendix A). The developer account allows 

researchers (developers) to get consumer keys and search keys to extract Twitter data 

(public tweets).    

The researcher applied for the permission to use Twitter dataset through a Twitter 

developer account and permission was granted. To gain access to Twitter data, a researcher 

has to apply and register a developer account. Application requires a verified phone number 

and email address, as well as a detailed description of how the API will be used. Use of the 

Twitter API requires agreeing to Twitter’s Developer Agreement and Policy, as well as 

their related policies. Once a developer account has been established, a developer’s Twitter 

application needs to be registered by providing a name, description and domain. This 

application authenticates the end user for the application of the Twitter API and gives the 

user the necessary access key and access token through the app management dashboard. 

The following script shows the authentication process used in R to register the developer 

account.   

Code listing 3.1: Twitter API authentication process 

## load rtweet package 

library(rtweet) 

## create authentication token 

create_token( 

 app = < APP NAME>, 

 consumer_key = < CONSUMER API KEY> 

 consumer_secret = <CONSUMER API SECRET KEY>, 

access_token = < ACCESS TOKEN>, 

 access_secret = < ACCESS TOKEN SECRET>) 
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3.10 Summary  

Since the rise of social media usage, the need to extract information from the social media 

platforms as an additional source to traditional media has been increasing. Social media 

networks offer a massive public database of textual data from which vital information can 

be obtained. This chapter has presented the research design and research methodology used 

in this research to extract social media data. Social media analytics frameworks were 

reviewed and an Iterative CUPP framework was developed. While existing frameworks are 

useful to social media analytics research, they do not offer guidance on how to iterate the 

processes when evaluation and review of previous steps must be done. Therefore, an 

Iterative CUPP framework was developed which formed the basis of developing the 

process model. 
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CHAPTER 4: RULE-BASED TEXT PRE-PROCESSING 

4.1 Introduction  

This chapter describes the data processing task, a phase in extracting information from the 

Twitter dataset. According to Hickman, Thapa, Tay, Cao, and Srinivasan (2020), pre-

processing involves transforming text by determining which units (e.g., words and phrases) to 

use (i.e., tokenize), removing content that is irrelevant for some tasks (i.e., remove 

nonalphabetic characters and stopwords), and agglomerating semantically related terms to 

reduce data sparsity and increase predictive power. Therefore, appropriate text pre-processing 

techniques have to be considered based on the research objective. In this research, text pre-

processing was modelled as a rule-based information extraction process to prepare tweets for 

sentiment analysis and classification. Therefore, the information extraction process comprised 

rules that would aid in achieving the objective of robust and accurate data ready for a machine 

learning classifier. Data pre-processing approach adopts an unsupervised rule-based technique 

approach for information extraction. Tweets were cleaned using a rule-based approach and 

tokenized using TweetTokenizer. The pre-processed data formed the input for the machine 

learning classifiers. 

4.2 Data extraction  

There are three possible ways to extract Tweets for research from Twitter. The first 

approach is by getting data from open-source repositories like UCI Machine Learning 

Repository (Nair, Shetty, & Shetty, 2018). The second approach is through APIs (Nair, 

Shetty, & Shetty, 2018). The search API and the stream API are two types of APIs offered 

by Twitter and are used acquire Twitter data based on hashtags and stream Twitter data in 

real-time. Lastly, data can also be obtained from companies that sell Twitter data for 

commercial purposes like Audience, Risetag, or Tweetdeck. Kasture (2015) extracted 

1,313 posts from Twitter to conduct a study on cyberbullying detection. Squicciarini, 

Rajtmajer, Liu, and Griffin (2015) extracted 16,000 posts for use to detect cyberbully on 

Twitter and identify cyberbullying interactions. For this research, approximately 240,000 

tweets were extracted from 250 users from Twitter. This research chose Twitter API 

through a Twitter developer account (see Section 3.6) to extract data. The study used the 

rtweet package on R statistical software to extract the data into CSV format. During 

extraction, a set of users were randomly selected based on three conditions. The first 
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condition was that a user must have had at least 1000 tweets by the time of extraction. The 

second condition was that a user account must have been in existence for at least one year. 

The last condition was that a user must have at least 20 followers.   

4.2.1 Dataset choice  

Psychologists postulate that social media provides a simple way to fit in with others 

(AbdelKhalek, 2016). According to Dandannavar et al. (2018), a user's behaviour on social 

media is reflected in their tweets, status updates, comments, and interests. Therefore, it is 

feasible to predict personality automatically using social media data, which is cost-effective 

and more efficient than traditional methods (Dandannavar et al., 2018). On social media, 

practically everyone shares content, however the nature of content shared varies depending 

on the user's personality (Hruska & Maresova, 2020). Therefore, Twitter was selected as 

the primary data source, as it has been proven to be suitable for analysing personality traits 

on social media. In addition, Twitter was chosen because Twitter users generate short 

messages, limited to 280 characters. Secondly, Twitter is a convenient platform to access 

and collect data. Lastly, Twitter is an instant day-to-day micro-blogging platform and is 

widely considered to have an advantage over other social network sites like Facebook 

which not only consists of text but also has videos and photos which make it challenging 

to study personality with such different variables of data (Park, Park, & Chong, 2020). On 

the other hand, Twitter provides chronologically ordered posts from each user, making it 

easy to analyse the data referring to narcissism.  

Given the prevalence of social networking sites today, Twitter has emerged as one of the 

most widely used social networking services worldwide (Fearnley & Fyfe, 2018). Twitter 

emerged to be an effective instrument for gauging societal interests and popular sentiment 

in recent years. Twitter has been labelled as a type electronic word-of-mouth marketing by 

organisations (Zhou et al., 2017). It has also been utilised as an online monitoring platform 

to gauge public opinion on public health concerns such as immunizations. Twitter has also 

served as an online surveillance platform about public health issues like vaccines and track 

public health trends on influenza outbreaks (Zaldumbide & Sinnott, 2015). Therefore, 

Twitter is an excellent online forum for personality research and application. Personality is 

essential in various situations; it can predict job happiness, professional and personal 

relationship success, and even interface preferences.  
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Since narcissists have inflated self-esteem and use a number of techniques to draw attention 

to themselves; elements unique to Twitter are more attractive to them than other social 

media channels like Facebook (Davenport, Bergman, Bergman, & Fearrington, 2014). 

Furthermore, McKinney, Kelly, and Duran (2012) found a link between user volume and 

narcissism, leading them to conclude that Twitter might be the favoured social media site 

for narcissists and called for more research. Davenport et al. (2014) noted the association 

between active Twitter usages is expected, and a closer analysis of the reasons for social 

media usage and motives users should reveal other strong connections with narcissism. 

Furthermore, according to Reed et al. (2018), people with high degrees of narcissism tend 

to use Twitter frequently. However, those who used Facebook grew more narcissistic over 

time.  

4.2.2 Nature and the structure of the dataset   

According to Kwon and Sim (2013), previous research classified dataset attributes into 

three categories. The first category is concerned with the features of the dataset's structure. 

The second category relates to the attributes of the data set's value of features and target 

class. The last category is contextual, and it refers to the data set's domain characteristics 

where the classifier effectively distinguishes one class from the others (Kwon & Sim, 

2013). Dataset characteristics are vital in determining the classifier performance. The 

effectiveness of the classifier may also be affected by interactions between the features in 

the data set. The purpose of the data extraction task was to extract variables from the Twitter 

dataset and store extracted dataset in a defined template. The downloaded dataset is in CSV 

format and contains user_id, created at, screen_ name, text, hashtags, description, user 

followers, friends count, status count, favourites count, and account_ created at and date 

when the tweet was created (Table 4.1). The text attribute is pre-processed and used in 

classifiers. In addition, the status count which shows the frequency of tweeting by 

individual is also used in training the classifiers.   
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Table 4.1: Dataset attributes   

 

 4.3 Data cleaning  

Data cleaning is an essential process in natural language processing tasks. Extracted raw 

tweets are naturally noisy and contain numbers, slangs, missing values, noise, or 

redundancies (Desai & Mehta, 2016). Data cleaning is a crucial step in the prediction 

process. By its very nature, Twitter data is noisy, full of typos, informal language, slang, 

and unwanted content such as URLs and idioms (Pereira, 2017). As a result, effective data 

cleaning is essential to gain deeper insight and develop great models (Ridzuan & Zainon, 

2019). In this step, data cleaning was conducted to convert the tweets to lowercase, remove 

URLs, hashtags, @, and alphanumeric characters in the tweets that do not provide much 

semantic meaning to the study.   

Regex library in Python was used to eliminate special characters in tweets, such as retweet 

(RT), users (@), URLs (http://url), and punctuation. According to Elbagir and Yang (2019), 
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hashtags (#) are frequently used to explain a tweet's topic and provide relevant information 

about a topic. As a result, they are included in the tweet, but the "#" symbol has been 

omitted. The tweets were then converted to lowercase, stopwords were removed, and the 

tweets were tokenized into tokens using NLTK methods (See Procedure 4.2).    

4.3.1 Data cleaning rule and algorithm  

Data pre-processing is critical in generating insights and knowledge discovery from 

unstructured data (Srividhya & Anitha, 2010). Therefore, extracting useful information 

from the data required comprehensive data cleaning. By nature, social media text is 

informal language, short context, and noisy, sparse contents (Virmani et al., 2017). 

Furthermore, Twitter has its metadata, such as "RT," which denotes Tweets that other users 

have retweeted, "#," which denotes hashtags, and "@," which denotes other Twitter users. 

(Liza, 2020). In this research, Key Tweet characteristics were considered when pre-

processing the Tweets, and rulebased text pre-processing approach is adopted. A rule for 

data cleaning was created, and a procedure for implementing the rule is presented. Rule 4.1 

was developed to pre-process the data as shown in Procedure 4.1.  

Rule 4.1   

A clean tweet can only be lowercase and should not have URL (http) links, user handles 

(@user), special characters, numbers, and punctuations (^a-zA-Z).  

Sub rules under 4.1   

Rule 4.1: A Clean Tweet is a Tweet with  

Rule 4.1.1: Only lowercase  

Rule 4.1.2: No URL  

Rule 4.1.3: No @user handles  

Rule 4.1.4: No special characters  

Rule 4.1.5: No numbers or white spaces  

Pre-processing is a critical step that has an impact on accuracy of learning models. Rule 4.1 

sought to remove usernames, link punctuations, and numeric values from tweets. Punctuation 

like hashtag symbols, affect classifier interpretation and are thus eliminated.  Consequently, 

all words are transformed to lowercase. In addition, URLs links are removed since the content 
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of the links is not analysed as it does not provide any helpful information. Rule 4.1 is 

implemented using Procedure 4.1. 

        Table 4.2: Pre-processing variables  

 

The above two variables in Table 4.2 are used in Procedure 4.1. Raw tweet is the input 

variable while pre-processed tweet is the output variable.  

Procedure 4.1: Data cleaning 

___________________________________________________________________________ 
Input: Raw Tweet 

Output: CleanTweet (Pre-processed Tweet) 

______________________________________________________________ 

 

Process:  
1. For each Raw Tweet 

1.1 Initialize temporary column CleanTweet to store the 

output 

1.2 If a tweet is uppercase Then 

1.2.1 Convert the tweet to lowercase 

1.3 If a tweet has URLS (for example https://ukzn.ac.za 

Then 

1.3.1 Replace all URLs or https:// links with the 

word ‘URL’ using regular `expression methods and 

store the result in CleanTweet  

1.4 If a tweet has @username Then 

1.4.1 Replace all with the word ‘AT_USER’ and store 

the result in CleanTweet. 

1.5 If a tweet has #hashtags and RT Then 

1.5.1 Filter all and store the result in CleanTweet  

1.6 If a tweet has any additional special characters ((: 

\ | [ ] ;  {} - + ( ) < > ? ! @ # % *,) Then 

1.6.1 Remove the special characters 

1.7 Remove the word ‘URL,’ which was replaced in step 1, 

and store the result in CleanTweet. 

1.8 Remove the word ‘AT_USER,’ which was replaced in 

step 1, and store the result in CleanTweet.  

1.9 Return CleanTweet 

Endif 

EndFor 

______________________________________________________________ 
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Table 4.3: Tweet pre-processing for labelling  

Dataset attribute  Sample data  

Raw Tweet  If you’re calling those South African farm murders a 

conspiracy theory you’re an actual rape apologist and 

child murder lover. These murders are happening (to all 

races and farm workers) and the details are horrific.   

https://t.co/L0i2g0ngLF  

Lowercased 

Tweet   

If you’re calling those south african farm murders a 

conspiracy theory you’re an actual rape apologist and 

child murder lover. these murders are happening (to all 

races and farm workers) and the details are horrific.   

https://t.co/l0i2g0nglf  

  

URL  removed  

from tweet  

https://t.co/l0i2g0nglf  

  

Pre-processed 

tweet  

(#,@,URL,special  

characters 

removed) 

if you’re calling those south African farm murders a 

conspiracy theory you re an actual rape apologist and child 

murder lover these murders are happening to all races and 

farm workers and the details are horrific.  

Recognised 

tokens  

['if', 'you', 're', 'calling', 'those', 'south', 'African', 'farm', 

'murders', 'a',  

'conspiracy', 'theory', 'you', 're', 'an', 'actual', 'rape', 

'apologist', 'and', 'child', 'murder', 'lover', 'these', 'murders', 

'are', 'happening', 'to', 'all', 'races', 'and', 'farm', 'workers', 

'and', 'the', 'details', 'are', 'horrific'].  

  

The output of Procedure 4.2 is shown in Table 4.3 above which shows how raw tweet is pre-

processed till its tokenized.  

4.4 Tokenization and Lemmatization  

After pre-processing, the tweets are broken down into tokens in preparation for feature 

extraction and classification (Allahyari et al., 2017). Lemmatization is another significant 

NPL task. It is the process of replacing a given token with its corresponding lemma. The 

main idea behind lemmatization is to reduce sparsity, as different inflected forms of the 

same lemma may infrequently occur during training (Balakrishnan & Lloyd-Yemoh, 2014).  
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4.4.1 Tokenization rule and procedure  

The tokenization process divides the text data into pieces (or tokens) and often removes 

special characters such as apostrophes, commas, and periods (Procedure 4.2). The tokens 

are typically made up of a single word or an N-gram (Purnamasari & Suwardi, 2018). N-

grams are sequences of adjacent items, which in this case are words (Mullen, Benoit, 

Keyes, & Selivanov, 2018). Tokenization helps the classifiers to learn more accurately and 

efficiently from the dataset. Tokenization aims to split sentences into words to represent 

each tweet as a feature vector (Elbagir & Yang, 2019). In this study, TweetTokenizer, a 

python library was used to split pre-processed tweets into tokens and is implemented using 

Rule 4.2.  

The tokens aid in interpreting the context or developing an NLP model (Hapke, Howard, &  

Lane, 2019). For this research, individuals’ words/terms were considered tokens. White 

space, line breaks, and any other token that is not a word are discarded and not recognized 

as tokens (Procedure 4.2). The next stage after tokenization is sentiment analysis which 

relies on words to get a sentiment score. Thus, white spaces could not be considered tokens. 

Recognised tokens were then lemmatized as shown in Procedure 4.3.  

Rule 4.2  

For each clean tweet, recognise tokens  

Table 4.4: Tokenization and lemmatization variables  

Variables Description 

Pre-processed 

tweet 

This relates to cleaned tweet which has been pre-

processed as per Rule 4.1 

Recognised 

tokens 

This relates to valid tokens recognised as per Rule 4.2 

Recognised 

lemmas 

This relates to valid lemmas recognised as per Rule 4.2 

 

The output of Procedure 4.1 (pre-processed tweet) serves as the input variable for 

Procedure 4.2. The output of Procedure 4.2 becomes the input for Procedure 4.3. The 

variables are described in Table 4.4.  

  



 

68  

Procedure 4.2: Tokenization 

___________________________________________________________________________ 
Input: Pre-processedTweet 

Output: RecognizedTokens  

____________________________________________________________________ 

1. For each Pre-processedTweet; 
1.1 Initialize an empty string RecognizedTokens to store the 

result of output. 

1.2 Check if pre-processedTweet has complete words 

1.3 If the Pre-processedTweet has complete words 

1.4 Split the Pre-processedTweet into tokens 

  Else Remove white spaces 

1.5 Return RecognizedTokens 

endif 

     End For 

____________________________________________________________________ 

Procedure 4.3: Lemmatization 
__________________________________________________________________________________ 

Input: RecognizedTokens 

Output: RecognizedLemmas  

__________________________________________________________________________________ 

1. For each Token; 

1.1 Initialize an empty string RecognizedLemmas to store the 

result of output. 

1.2 Perform Lemmatization on RecognizedTokens 

Else Remove white spaces 

1.3 Return RecognizedLemmas 

     End For 

____________________________________________________________________ 

 

Figure 4.1 shows the process of tokenization to obtain valid tokens and transforming the 

tokens into lemmas. Lemmatization takes the recognised tokens and reduces them to their 

base form through morphological analysis (Maisto, Pelosi, Polito, & Stingo, 2019).  
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Figure 4.1: Tokenization and lemmatization flow  

The output of tokenization and lemmatization is shown in Table 4.5 below.  

Table 4.5: Tokenization and Lemmatization output  

Output  Sample data   

Pre-

processed 

Tweet  

if you re calling those south african farm murders a conspiracy 

theory you re an actual rape apologist and child murder lover 

these murders are happening  

to all races and farm workers and the details are horrific  

Recognised 

tokens  

['if', 'you', 're', 'calling', 'those', 'south', 'african', 'farm', 

'murders', 'a', 'conspiracy', 'theory', 'you', 're', 'an', 'actual', 

'rape', 'apologist', 'and', 'child', 'murder', 'lover', 'these', 

'murders', 'are', 'happening', 'to', 'all', 'races', 'and', 'farm', 

'workers', 'and', 'the', 'details', 'are', 'horrific']  

Recognised 

lemmas  

['if', 'you', 're', 'call', 'those', 'south', 'african', 'farm', 'murder', 

'a', 'conspiracy', 'theory', 'you', 're', 'an', 'actual', 'rape', 

'apologist', 'and', 'child', 'murder', 'lover', 'these', 'murder', 'be', 

'happen', 'to', 'all', 'race', 'and', 'farm', 'worker', 'and', 'the',  

'detail', 'be', 'horrific']  

  

4.5 Summary  

Data pre-processing relates to cleaning methods applied to raw data to prepare it for 

analysis (Paulauskas & Auskalnis, 2017). Data pre-processing methods transform the data 

into a format ready for classification. Figure 4.2 shows the summary of text-pre-processing 

steps.   
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Figure 4.2: Rule-base tweet pre-processing  

Machine learning models are only as good as their data, and no matter how good the trained 

model is, the ultimate problem may lie in the data itself (Tae, Roh, Oh, Kim, & Whang, 

2019). According to HaCohen-Kerner, Miller, and Yigal (2020), applying different pre-

processing methods can improve text classification results. Knowledge discovery may 

yield incorrect results if the data is noisy or contains irrelevant and redundant information. 

Consequently, not all pre-processing techniques are suitable for all text classification 

problems as some might influence the classification results. In this chapter, three primary 

data pre-processing methods were discussed, and justification for the choice of each 

technique was highlighted. The output of this chapter becomes the input of Chapter 5, 

where the pre-processed data undergoes sentiment analysis and data labelling.  
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CHAPTER 5: TWEET SENTIMENT ANALYSIS AND DATA 

LABELLING 

5.1 Introduction   

Sentiment analysis or opinion mining is the process by which text is analysed to extract 

opinion and assign a relevant sentiment. The sentiment can be positive, negative or neutral 

(Bonta & Janardhan, 2019). On Twitter, sentiment analysis involves identifying and 

categorising the polarity of a tweet made by a user where the goal is to establish whether 

the tweet is either positive, neutral, or negative. Sentiment analysis of text presumes that 

lexical items found in the text carry attitudinal loading or the affective state of the author 

(Diamantini, Mircoli, DiaPotena, & Storti, 2019). Subsequently, data labelling, or data 

annotation, is the process of segmenting and assigning labels to a dataset before training 

using supervised machine learning techniques (Cruz-Sandoval et al., 2019). This chapter 

presents the sentiment analysis that was undertaken to detect the emotions and sentiment 

of users from their tweets. The data was then labelled for classification using a combination 

of topic modelling and lexicon detection. Lexicon detection involves utilising the created 

dictionary (see Section 5.6). In the dictionary, lexicons related to narcissism were selected 

based on psychology literature, as discussed in Chapter 2, to identify the relationship 

between narcissism and sentiment in the virtual environment. VADER sentiment analysis 

tool was chosen over other existing tools because of its suitability to analyse social media 

data and short text compared to other sentiment analysis tools (Sim, Miller, & Swarup, 

2020).   

5.2 Sentiment analysis   

As discussed in Section 5.1, sentiment analysis relates to a computational way of 

identifying and classifying the views expressed in a line of text to determine if the writer's 

attitude toward a specific subject is positive, negative, or neutral (Raghuwanshi & Pawar, 

2017). Attitude is usually based on two aspects. First, the individual’s judgment and the 

evaluation of events. Secondly the individual’s affective state. Affective state relates to the 

author's emotional state when writing a review. Sentiments are the thoughts triggered by 

the feelings associated with events and they are often classified as positive, neutral, or 

negative (Zhao, Quin, Liu, & Tang, 2016). There are two standard techniques for 

identifying sentiments from texts: lexicon-based technique and machine learning 



 

72  

techniques. According to Almatarneh and Gamallo (2018), the lexicon-based technique 

involves extracting opinion-based lexicons from the text and then determining the polarity 

of those lexicons. According to Desai and Mehta (2016), lexicons are a collection set of 

predefined sentiment terms. The lexicon-based approach assigns specific weights to each 

text based on its polarity of association (negative, positive or neutral). This methodology 

can be performed using SentiWordNet or VADER, among others (AlShabi, 2020).    

Machine learning approach involves using trained data to find sentiments in new data. With 

the use of tagged corpora, supervised learning techniques construct a sentiment classifier 

utilising feature from text data (Pavan & Prabhu, 2018). The lexicon-based sentiment 

analysis approach was chosen for this research because the dataset is not yet labelled at this 

stage. The pre-processed dataset in Section 4.5 is not labelled; thus, lexicon-based 

sentiment analysis was chosen. There are different types of open-source lexicon tools. 

These include, Textblob, LIWC, SentiWordNet and VADER  

5.2.1 TextBlob  

 

5.2.2 LIWC  

LIWC has over 4,500 words divided into 76 categories, with 905 terms in two types (Gilbert 

& Hutto, 2014). Though LIWC has been widely used to find sentiment analysis in social 

media text, it excludes acronyms, initialises, emoticons, and slang, all of which are 

important components in sentiment analysis of social media text.   

5.2.3 SentiWordNet   

SentiWordNet is a sentiment analysis tool based on a WordNet Lexicon (Hardeniya & 

Borikar, 2016). To identify the text's sentiment, SentiWordNet combines three scores with 

a WordNet dictionary synset: positive, neutral, and negative. A semi-supervised machine 

learning technique is used to generate the scores in the range [0, 1] that sum up to 1. 

SentiWordNet has 117,374 synsets with positive, neutral, and negative scores (Kou & 

Peng, 2015).  
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5.2.4 VADER  

VADER is an open-source application for sentiment analysis in the English language. 

VADER contains a systematically built sentiment lexicon and some syntactic rules to 

improve further sentiment analysis (Bonta & Janardhan, 2019). VADER was constructed 

especially for tweets and contains both abbreviations and emojis. Emojis are emotional 

tokens often used on the Internet (Pano & Kashef, 2020). VADER uses four rules to handle 

sentiments in a social media text. The first rule is the exclamation and interrogation marks. 

According to Gilbert and Hutto (2014) rules, these marks can increase or decrease the 

sentiment intensity. The second rule is capitalisation rule. As per VADER, if a word is 

capitalised while others are not, the sentiment intensity increases for this word. The third 

rule is the rule on negators. This rule states that, if a word is preceded by a negator such as 

“not”, this reverts the sentiment. A positive sentiment turns negative and vice versa. The 

last rule is ‘Booster Words’, such as “extremely”, which if positioned before the word 

“good” will increase the sentiment of this word.  

According to Gilbert and Hutto (2014), VADER performs well in the social media domain. 

VADER retains the benefits of traditional sentiment lexicons like Linguistic Inquiry and 

Word Count (LIWC) (Bonta & Janardhan, 2019). VADER’s sentiment lexicon was built 

for Twitter, and the VADER application also includes an emoji lexicon with 3570 emojis 

with their textual description. Therefore, VADER was chosen over TextBlob because of 

the above rules and approach to sentiment analysis. The VADER sentiment lexicon consists 

of 7,517 entries in the English language, including abbreviations and slang words. The 

researchers used methods of monitoring the labelling of words to heighten the lexicon's 

quality. Using Vader, the pre-processed tweets were classified as positive, negative and 

neutral. VADER puts into consideration slang, capitalisation, and the way words are 

written, as well as their context in sentiment analysis (Newman & Joyner, 2018). It 

considers up to three exclamation marks that add additional positive or negative intensity 

(Gilbert & Hutto, 2014). VADER also supports emoji sentiments. As a result, VADER was 

chosen since its better option for analysing tweets and their sentiments.  

5.3 Experiment setup: Sentiment analysis  

The first step of the sentiment analysis was to determine each tweet's sentiment. Sentiment 

analysis was done using the VADER library in Python. This research aimed at extracting a 

dataset for the prediction of narcissistic personality traits. This experiment consisted of 
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input variables and output variables. The input variable is clean tweet (Procedure 4.1). The 

sentiment analysis tool of VADER was used. VADER recommends an aggregated 

sentiment polarity >= 0.5 as high positive, neutral between [-0.5, +0.5], and high negative 

for sentiment polarity < 0.5 (Saldaña, 2018; Sarkar, 2016). A threshold of >= 0.5 for 

positive and < -0.5 for negative was used in the dataset. The output variable for this 

experiment was TweetPolarity. Three polarities were considered, namely: Positive Polarity 

-PosP. This relates to tweets that have a sentiment polarity of between +0.5 and +1. The 

second polarity is Neutral Polarity denoted as NeuP. These are tweets that have a sentiments 

core of -0.5 to +0.49. The last polarity considered was negative polarity denoted as NegP. 

These are tweets that have a sentiment polarity of -0.5 to -1. Sentiment analysis was 

implemented following as Procedure 5.1.  

Procedure 5.1: Sentiment analysis 

___________________________________________________________________________ 
Input: CleanTweet 

Output: Polarity 

______________________________________________________________ 

Process:  

1. For each CleanTweet; 
1.1  Initialize temporary column TweetPolarity to store 

the tweet sentiments 

1.2 Calculate the polarity of each Tweet at sentence 

level 

1.3 If sentiment polarity is between 0.5 and 1 Then 

1.3.1 Label the sentiment as Positive Polarity (PosP) 

Else If sentiment score is between +0.5 and -0.5 Then 

1.3.1 Label the sentiment as Neutral Polarity (NeuP) 

Else 

1.3.1 Label the sentiment as Negative Polarity (NegP) 

Endif 

        EndFor 

______________________________________________________________ 

 

5.3.1 Sentiment analysis results 

In Table 5.1, most of the tweets were positive, followed by neutral and negative tweets 

respectively. Only 25% of the tweets seem to reflect some form of negativity. The whole 

dataset had 238,317 tweets from approximately 250 users.  
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Table 5.1: Sentiment distribution of the dataset  

 

 

The distribution of various words in the respective sentiment category is shown in Figures 

5.1, 5.2, and 5.3 in the form of word clouds. A group of words presented in various sizes is 

called a word cloud. The more frequent a word occurs in the dataset, the larger and bolder 

it appears (Heimerl, Lohmann, Lange, & Ertl, 2014).   

 

 Figure 5.1: Positive polarity word cloud 

  

Figure 5.2: Neutral polarity word cloud 

Sentiment Value count 

Positive (PosP) 90321 

Neutral (NeuP) 88869 

Negative (NegP) 59127 
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Figure 5.3: Negative polarity word cloud 

 

 5.4 Experiment setup: Data labelling  

According to Dilmegani (2021), classifiers learn to recognise repetitive patterns in labelled 

data. After a significant portion of labelled data is processed, machine learning classifiers 

can identify the same patterns in data that have not been labelled (Dilmegani, 2021). In this 

research, once sentiment analysis was done, the next step was to label data. The creation of 

labelled data for training a classifier is one of the essential prerequisites for successfully 

applying supervised machine learning classifiers (Namatevs, Sudars, & Polaka, 2019). 

According to Lee, Gan, Tan and Abdullah (2019), manual data labelling is slow and cannot 

cope with the enormous amount of data. For this research, semi-automatic labelling or semi 

supervised learning was adopted to label the data. To do so, unsupervised learning 

techniques of topic models were used to cluster the data into topics. Thereafter a dictionary 

of lexicons related to narcissism was generated from the topic models. The dataset was then 

annotated using sentiment analysis and word detection from the dictionary developed. 

Topic modelling techniques of LDA (Procedure 5.2) and CorEx (Procedure 5.3) were used 

to extract topics. Topic modelling is based on two basic assumptions. The first assumption 

is that each dataset is made up of a variety of topics, and the second assumption is that each 

topic consists of a set of words. As a result, the topic modelling purpose is to find the latent 

topics that influence the dataset's meaning. Therefore, data labelling was done in two steps. 

In the first stage, data was annotated as ‘Narcissistic’ or ‘Non-Narcissistic’ using topic 

modelling. In the second step, data was annotated into ‘Grandiose’, ‘Empath’ and 

‘Vulnerable’ narcissism using narcissistic dictionary and sentiment analysis. The labelled 
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data was then used in classification. Grandiose narcissism refers to words that relate to 

aggression, grandiosity, and dominance. Empath personalities refers to words that describe 

more empathy than the average person (Lannin, Guyll, Krizan, Madon, & Cornish, 2014). 

These words used by empaths are usually more accurate in recognising emotions. They are 

also more likely to recognise emotions earlier than grandiose and vulnerable individuals. 

Vulnerable narcissism relates to words that describe defensiveness, psychological distress, 

anxiety, depression, negative emotions, and feelings of inferiority (Krizan, 2018).  

5.5 Semi-supervised topic modelling  

To build topics related to narcissism, tokens were grouped into similar relations based on 

their semantic relatedness (Allahyari et al., 2017). Relation refers to words or groups of 

words that convey information deemed to be closely related. To cluster the relationships 

between tokens, the unsupervised learning algorithm of Latent Dirichlet Allocation (LDA) 

(Procedure 5.2) and CorEx Topic algorithm (Procedure 5.3) are used. After clustering, top 

words per cluster are generated. If the clusters generate incoherent relations, a further 

cluster refinement is performed by manipulating the topic word representations. This is 

done through choosing anchor words, i.e., words that have the highest mutual information 

with the cluster (Gallagher, Reing, Kale, & Ver Steeg, 2017). Topic modelling approaches 

are used to find groups in a set of data that are more similar to one another than to those in 

other groups (Gupta, Banerjee, & Rubin, 2018).  

5.5.1 Latent Dirichlet Allocation (LDA) 

LDA is an unsupervised machine-learning technique that takes whole documents (tweets 

of users) as input and finds topics as output (Blei, Ng, & Jordan 2003). It extracts themes 

from a corpus based on word frequency (Procedure 5.2) (Liu, Preotiuc-Pietro, Samani, 

Moghaddam, & Ungar, 2016). The model also generates the percentage of what each 

document talks about each topic (Onan, Bulut, & Korukoglu, 2017). LDA posits that texts 

are made up of a variety of topics of which generates words based on their probability 

distribution (Wood, Tan, Wang, & Arnold, 2017). The three basic parameters of LDA are 

the number of words per theme, the number of themes, and the number of subject matters 

per document (Maier et al., 2018).  Topic modelling using LDA had two main variables. 

The input variable was ‘Documents/Corpus’. This relates to a dataset consisting of different 

tweets that as a whole form a document. The parameters used were k=7. This relates to the 
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number of topics to be generated by the algorithm. The output variable was ‘Topics’. This 

relates to the distribution of related words in a document. 

Procedure 5.2: LDA Algorithm 

__________________________________________________________________________________ 
Input: CleanTweet [] 

Where CleanTweet is an array of Tweets which is 

referred to as Corpus 

Output: Topics & Topic Keywords 

____________________________________________________________________ 

Process:  

1. For each tweet in corpus 

1.1 Initialize the number of topics to be generated 

(k) 

1.2 Count number of occurrences of each word 

1.3 Find the word has maximum count. 

1.4 Generate the top words per each topic (k)  

1.5 Choose the most probable topic from the top words 

generated 

1.6 Given a topic, choose a likely word that belong to 

a topic  

1.7 Generate Topics and Topic Keywords 

EndFor 

_________________________________________________________________ 

 

5.5.2 Correlation explanation (CorEx)  

The CorEx model allows the incorporation of domain knowledge through user-specific 

anchor words which guide the model towards the topics of interest. This enables the model 

to represent topics that do not naturally emerge and provides the ability to separate 

keywords allowing distinct topics to be identified (Gallagher et al., 2017). The anchor 

keywords are sets of keywords assigned to each topic. The CorEx model also has a strength 

parameter that defines the bias of the topics generated towards the anchor keywords. This 

value should always be above 1 and higher values indicate a stronger bias towards the 

anchor keywords.  

5.5.2.1 Anchoring in CorEx  

CorEx has an extension called ‘anchoring’, where words are anchored to specific topics. 

CorEx seeks to optimise the mutual information between a word and the anchored topic 

while anchoring it to a topic (Ver Steeg, 2017). Anchoring provides a way to guide the 

topic model towards specific subsets of words that the user wants to explore. Anchored 
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CorEx permits a user to associate certain words to topics in a semi-supervised manner, 

therefore allowing identification of otherwise elusive topics (Gao, Brekelmans, Ver Steeg, 

& Galstyan, 2018). For this research Corex was implemented using selected parameters. 

The first parameter was “n_hidden”. This relates to number of hidden latent topics. This 

was set to three. The second parameter was “seed” which refers to the random number seed 

to use for model initialisation.  

Procedure 5.3: CorEx Algorithm 

___________________________________________________________________________ 
Input: CleanTweet [] 

Where CleanTweet is an array of Tweets which is 

referred to as Corpus 

Output: Topics & Topic Keywords 

______________________________________________________________ 

 

Process:  
 

1. For each tweet in corpus 

1.1 Initialize the number of latent topics to be 

generated (n_hidden) and a random seed number 

1.2 Initialize the anchor words that represent each 

topic  

1.3 Count number of occurrences of each word 

1.4 Find the word has maximum count. 

1.5 Generate top words that represent topics as per 

the anchor words in 1.2  

1.6 Return Topics and Topic Keywords 

EndFor 

______________________________________________________________ 

 

5.6 Narcissistic lexicon construction  

According to Darwich, Mohd, Omar, and Osman (2019), lexicons can be created using 

either a dictionary-based approach or a corpus-based approach. The dictionary-based 

approach is constructed by developing a list of seed-related words manually, while in a 

corpus-based approach, seed words are collected using statistical and semantic methods. 

One of the most crucial aspects in the lexicon-based method is the quality of the dictionaries 

and lexicons utilized in the categorization process (Bonta & Janardhan, 2019). Some 

research focuses on the creation of lexicons to address concerns such as domain 

adaptiveness (Wang & Xia, 2017), while some focus identifying universal sentiment 

lexicons and constructing a proper scoring system based on the lexicons. Kundi, Khan, 

Ahmad, and Asghar (2014) developed a scoring system for sentiment prediction and 
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created a slang dictionary containing a set of slangs annotated with scores and orientations 

using a weighted threshold value obtained based on the SWN lexicon.  

According to Liu, Burns and Hou (2017), linguistic content of social media posts reveals a 

user’s topic of interest and provides information about their lexical usage which may be 

predictive of specific user types. The link between linguistic clues and personality traits 

has been established as a crucial component of automatic personality classification 

(Kaushal & Patwardhan, 2018). To develop the dictionary, different criteria and measures 

used in psychology literature were used. The unique words and phrases describing 

narcissistic personality types were extracted using a frequency-based N-gram technique. 

The narcissistic lexicon is the key to identifying traces of narcissism through the lexicon-

based approach. Previous research has shown that unsupervised approaches to constructing 

a dictionary rely on the context of words. The construction of the dictionary was done in 

two steps. The first step was seed term collection and entailed collecting seed terms related 

to narcissism from literature. The second step was value assignment. This involved 

assigning the narcissism orientation value to the lexicon. The last step was evaluation 

which involved evaluating and refining the narcissistic lexicon.  

5.6.1 Seed term collection  

In this research, narcissistic seed terms refer to words conveying information related to 

grandiose and vulnerable narcissism, as discussed in Section 2.11. The narcissistic lexicon 

consists of both universal and domain-specific terms. Prior studies suggest that the domain-

specific lexicon contributes to improved classification rather than sentiment since opinions 

differ greatly across different domains (Qin & Petrounias, 2017). The use of domain-specific 

words can make it easier to spot explicit and implicit opinions in a writing. In a subjective 

sentence, a text with an explicit opinion expresses a positive or negative opinion, whereas a 

text with an implicit opinion implies objective sentence (Liu, Christiansen, Baumgartner, & 

Verspoor, 2012).  

5.6.2 Value assignment  

In this stage of lexicon construction value is assigned to the terms based on the two 

categories of narcissism. This is because each individual word's semantic orientation can 

be expressed as a numerical value (Qin & Petrounias, 2017). Khan et al. (2016) adopted 

this approach in their sentiment lexicon construction. A numerical value is added to a 
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lexicon to indicate the strength of the word and the orientation of the word category in the 

dictionary, which is vulnerable to grandiose narcissism. Thus, in this research, grandiose 

lexicons were assigned value 1 and vulnerable lexicons were assigned value 2.   

5.6.3 Evaluation of narcissistic lexicon   

The evaluation stage in the design science research is crucial because feedback from the 

evaluation process helps in refinement of the design artefact. In this research, the performance 

of the classifiers largely depended on lexicon development. Therefore, additional domain 

corpora were analysed by updated terms during extraction and were added into the lexicon.   

5.7 Topic modelling experiment  

This section discusses the practical implementation of the topic modelling. Each user tweet 

was converted into vectors. Thereafter, k number of topics were declared as part of LDA 

parameters. After the LDA model had been run, top keywords for each topic were 

generated, as shown in Table 5.2. LDA was used to get an overview of possible words for 

different topics from the dataset. Thereafter tweets were categorised into two topics by 

supervising/guiding topic generation using the CorEx topic model. A tweet is considered 

narcissistic if the dominant words are deemed to be narcissistic.  Topic model techniques 

were used to categorise tweets based on their semantic relatedness into narcissistic (1) or 

non-narcissistic based on keywords.  

Figure 5.4 shows how topic modelling is carried out.  

 

Figure 5.4: Topic modelling workflow  

 

5.7.1 LDA topics  

The LDA topic modelling technique was implemented using Gensim package in Python. 

The number of topics k was set to 7 to be able to give an overview of topics present in the 

dataset. According to Zhou, Zhao, Rizvi, Bian, Haynos, and Zhang (2019), the number of 

topics is critical in uncovering the hidden themes from the tweets.  A high number of topics 

may lead to irrelevant and redundant topics. To select the optimal number of topics, a 
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coherence score for each topic was calculated. The model with optimal number of topics 

was further examined, and topics generated related semantically were grouped together. 

Table 5.2 shows the distribution of LDA topics. Top keywords are shown in each topic 

based on semantic similarity.  

Table 5.2: LDA topics 

No. of 

Topics 

LDA top words per topic 

1 (0, 

  '0.035*"think" + 0.023*"must" + 0.019*"death" + 0.019*"wrong" + 0.018*"rape" '+ 

0.017*"guy" + 0.017*"person" + 0.017*"good" + 0.016*"pay" + 0.015*"right"  

  + 0.014*"police" + 0.013*"family" + 0.012*"watch" + 0.012*"last" + ' 

  '0.012*"student" + 0.011*"friend" + 0.011*"video" + 0.010*"victim" + ' 

  '0.010*"hear" + 0.009*"twitter" + 0.009*"become" + 0.008*"week" + ' 

  '0.007*"next" + 0.007*"long" + 0.007*"care" + 0.007*"place" + 0.007*"enough"  

  + 0.006*"away" + 0.006*"protect" + 0.006*"follow"'), 

2 (1, 

  '0.051*"black" + 0.034*"white" + 0.020*"would" + 0.018*"look" + ' 

  '0.018*"fight" + 0.017*"try" + 0.017*"steal" + 0.015*"attack" + ' 

  '0.014*"african" + 0.014*"ever" + 0.014*"world" + 0.013*"fail" + ' 

  '0.012*"start" + 0.012*"girl" + 0.008*"end" + 0.008*"job" + 0.008*"power" + 

  '0.008*"point" + 0.008*"new" + 0.007*"real" + 0.007*"news" + 0.006*"part" + 

  '0.006*"business" + 0.006*"read" + 0.006*"history" + 0.006*"send" + ' 

  '0.005*"listen" + 0.005*"suck" + 0.005*"matter" + 0.005*"better"'), 

3 (2, 

  '0.051*"make" + 0.032*"stop" + 0.031*"never" + 0.030*"thing" +   0.022*"find" + 

0.021*"leave" + 0.015*"land" + 0.014*"blame" + 0.012*"hard" + ''0.010*"home" + 

0.010*"run" + 0.009*"hurt" + 0.009*"fake" + 0.008*"war" +  

  '0.008*"young" + 0.008*"continue" + 0.008*"learn" + 0.008*"farm" + ' 

  '0.007*"alone" + 0.007*"relationship" + 0.007*"mind" + 0.007*"lead" + ' 

  '0.007*"seem" + 0.007*"claim" + 0.007*"angry" + 0.007*"full" + ' 

  '0.007*"stupid" + 0.006*"force" + 0.006*"system" + 0.006*"little"') 

4 (3, 

  '0.049*"kill" + 0.037*"man" + 0.031*"woman" + 0.025*"murder" + 0.023*"sad" + 

'0.021*"day" + 0.020*"today" + 0.018*"much" + 0.017*"many" + 0.016*"crime" + 

'0.015*"arrest" + 0.013*"always" + 0.012*"may" + 0.012*"mean" + ' 

  '0.011*"violence" + 0.011*"could" + 0.010*"abuse" + 0.009*"destroy" + ' 

  '0.009*"high" + 0.008*"leader" + 0.037*"man" + 0.007*"kid" + 0.007*"suspect" + ' 

  '0.007*"love" + 0.007*"member" + 0.007*"idea" + 0.007*"great" + ' 

  '0.006*"poverty" + 0.006*"accuse" + 0.006*"beat" + 0.005*"weak"'), 

5 
(4, 

  '0.033*"know" + 0.032*"take" + 0.032*"bad" + 0.028*"even" + 0.027*"want" + 

''0.023*"life" + 0.022*"need" + 0.019*"shit" + + 0.019*"tell" + 0.018*"lose" + 

''0.016*"live" + 0.014*"child" + 0.014*"problem" + 0.013*"way" + 0.012*"keep" '+ 

0.011*"break" + 0.010*"help" + 0.010*"money" + 0.009*"fuck" + '0.008*"show" + 

0.008*"change" + 0.008*"big" + 0.007*"medium" + '0.006*"struggle" + 0.006*"actually" + 

0.006*"report" + 0.006*"forget" + '0.006*"understand" + 0.006*"whole" + 0.006*"ass"'), 

6 (5, 

  '0.089*"people" + 0.028*"die" + 0.022*"give" + 0.020*"racist" + 0.017*"work"  '+ 

0.015*"government" + 0.015*"use" + 0.015*"really" + 0.014*"feel" + '0.014*"criminal" + 

0.014*"back" + 0.013*"racism" + 0.017*"ask" + 0.012*"talk" + '0.012*"lie" + 0.009*"well" 

+ 0.009*"dead" + 0.008*"case" + '0.008*"support" + 0.007*"vote" + 0.007*"speak" + 

0.007*"name" + '0.007*"farmer" + 0.006*"word" + 0.006*"already" + 0.006*"protest" + 

'0.006*"hand" + 0.006*"fear" + 0.005*"threaten" + 0.005*"political"'), 

7 (6, 

  '0.049*"go" + 0.040*"say" + 0.037*"get" + 0.026*"see" + 0.024*"call" +  

  '0.021*"time" + 0.020*"still" + 0.019*"year" + 0.019*"shit" + 0.018*"come" + 

'0.013*"poor" + 0.013*"happen" + 0.011*"damn" + 0.010*"fire" + 0.010*"also" '+ 

0.009*"put" + 0.008*"face" + 0.008*"state" + 0.007*"school" '+ 0.007*"believe" + 

0.006*"first" + 0.006*"economy" + 0.006*"fact" + '0.006*"can" + 0.006*"remember" + 

0.006*"cry" + 0.005*"suffer" + '0.005*"turn" + 0.005*"old"')] 

 



 

83  

5.7.2 Topic coherence  

After the topics had been generated, topic coherence was calculated to identify the optimal 

topics from the model. The top keywords were then used as anchors in CorEx topic 

modelling. Topic coherence is the degree of semantic similarity between terms in a single 

topic (Yazdavar et al., 2017). The higher the topic coherence score, the higher the quality 

of the topics. Given that the purpose the experiment was to extract meaningful themes 

associated with narcissism, topics with a high coherence score were chosen. As shown in 

Figure 5.5, the optimal number of topics as per LDA was 5 with a coherence score of 0.25.   

 
Figure 5.5: Topic coherence  

 

5.7.3 CorEx topics  

Using the CorEx technique, three topics were derived in the first instance. This first 

instance of CorEx modelling without anchoring (i.e., completely unsupervised) was done 

to discover topics spontaneously emerging from the data. Thereafter, selected keywords 

from each topic were used as anchors to fine-tune the topics regarding their semantic 

relationship. The study used CorEx’s anchoring technique to improve topic separability 

and lexicon detection since the study was exploring for narcissistic-related words.  

CorEx top words  

Topic 1#Vulnerable narcissistic words: black, damn, kill, court, capture, dagga, weed, 

smoke, killshot, shit, violent, victim, criminal, attack, lie, die, fuck, hate, weak, beat, suck  

Topic 2 #Empath-related words: retweets, follower, gain, school, player, score, turn 

notification, like, notification, gain follower, fast, retweets, follower, turn, like, take, grow 

account,  
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Topic 3#Grandiose narcissist words: life, love, great, watch, best, happy, song, brilliant, 

great, daily, happy birthday, life, really, birthday, new song, leader, relationship, live, history  

After generating the top keywords, selected anchor words were chosen to further narrow 

down the topic distributions of the dataset into two, i.e., those with narcissistic-related 

words and those not related. The anchor words used for the two topics are shown below. In 

defining the anchor stage, anchors (set of words) were used in one topic and to help extract 

a topic that did not come naturally initially. Table 5.3 shows the defined anchors.   

Table 5.3: Topics and anchor words  

Topic   Anchor words  

1  

'my', 'mine', 'crazy','happy','kill', 

'bullshit','fuck','racist','hate','brilliant'  

2  'follow','government','cape','thank','retweets','gain','education','dear'  

Table 5.4 lists the top keywords based on the anchor words listed in Table 5.3. As shown, the 

topics are categorised into narcissistic and non-narcissistic words based on semantic 

similarity. After the application of the anchor words, two main topics were generated as 

shown in Tables 5.5 and 5.6. The topics consist of keywords that relate to all the words in the 

topic. The dataset is then labelled based on these two topics.  

Table 5.4: Anchor words and related words   

Anchor words  Related words  

'my', 'mine', 'crazy', 'happy',  

'kill', 'bullshit', 'fuck', 'racist',  

'hate', 'brilliant', ’best’  

my’, ‘happy’, ‘racist’, ‘hate’, ‘kill’, ‘fuck ‘, ’crazy’ ‘mine’, ‘brilliant’, 

‘bullshit’, ‘on my’, ‘in my’, ‘me’, ‘violent’, ‘my life’, ‘with my’, 

‘damn  

'follow', 'government', 'thank',  

'retweets', 'gain', 'education',  

'dear'  

  

follow’, ‘government’, ‘thank’, ‘cape’, ‘dear’, ‘retweets’, ‘gain’, 

‘education’, ‘thank you’, ‘follow back’ ‘follow everyone’, ‘the’, 

‘follow everyone’ ‘the’, ‘cape town’, ‘followers’, ‘retweet’ ‘likes’  

 

Tables 5.5 and 5.6 show the top words and associated mutual information. Mutual 

information is a metric indicating how comparable two labels on the same data are (Onan, 

Bulut, & Korukoglu, 2017).  
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Table 5.5: Topic 1 Keywords  

Top words  Mutual information  

‘my’  0.23543547311349738  

‘happy’  0.029746948940105968  

‘racist’  0.0226683468272996  

‘hate’  0.017492366089102557  

‘kill’  0.011114543387142803  

‘fuck’  0.006966174009169974  

‘crazy’  0.005648598503413456.  

‘brilliant’  0.00392533525681853  

‘bullshit’  0.012441019772974583  

‘suck’  0.011663166733752365  

‘damn’  0.011663166733752365  

‘me’  0.011506874412556694  

‘shit’  0.010840370910136156  

‘my life’  0.006238972418612966  

‘with my’  0.005149384911680893  

‘is my’  0.005376262314217887  

Table 5.6: Topic 2 Keywords  

Top words   Mutual information  

‘follow’  0.052414605479735144  

‘government’  0.044429666207309655  

‘thank’  0.040771516644581035  

‘dear’  0.024973795804116176  

‘retweets’  0.021449259654409768  

‘gain’  0.01871348183566067  

‘education’  0.016032269062716525  

‘thank you’  0.03512996746433948  

‘watch’  0.01880452575532225  

‘follow everyone’  0.016304531047168943  

‘birthday’  .015628828306896225  

‘notification’  0.016667688870065242  

‘the’  .015628828306896225  

‘followers’  0.013246765993018227  

‘retweet’  0.01313798702742559  

‘likes’  0.012167943964177955  
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5.8 Lexicon detection   

In this experiment, words that relate to narcissism were extracted from the output of the topic 

model experiments. The dictionary was created as follows: after topic modelling, lexicons 

about narcissistic discourse from Tables 5.2, 5.4 and 5.5 were extracted from the training 

data. These were then grouped into three different categories (grandiose, vulnerable & 

empath) of narcissism. The grandiose category contains mostly pronouns, social and affective 

words. Furthermore, one of the ways narcissists call attention to themselves is by utilizing 

first-person singular pronouns. The vulnerable category contains words deemed anger words, 

swear words and belong to the category of antisocial word use index.  

Tweets with any lexicon present in the dictionary were given more weight than the other 

tweets and were labelled as ‘1’ while the rest were labelled as ‘0. A tweet was annotated to 

have traces of narcissism based on the presence of at least one word from the narcissistic 

lexicon dictionary. In total, a dictionary of 50 lexicons was developed as shown below in 

Table 5.7. In total, nine terms were generated related to grandiose narcissism and 41 terms 

were generated related to vulnerable narcissism. Each dictionary was assigned numerical 

value to represent narcissistic orientation. Empath personality dictionary was not 

considered in generating the lexicons as the focus was on narcissism in tweets. Thus, the 

tweets that did not contain lexicons for grandiose and vulnerable dictionary were 

categorised as empath.  

Table 5.7: Lexicon table  

Category  Lexicons  

Grandiose 

dictionary  

['i','my', ‘me', ’myself’,’I’m’, mine', ’oneself’, 'happy', 'brilliant’]  

Vulnerable 

dictionary  

['worthless','worst','worse','weird',’brat’,'vulnerable','violently','violent 

','useless','ugly',;'terribly','terrible','sucks','sucker','stupidity','fuck''stupi 

d','sickening','shocking','shocked','shit','bullshit','selfish','scary','sadly',' 

sad','rude','ridiculous','retarded','retard','pity''pathetic','utrageous','outra 

ged','hell','crap','suck','heck','mad','damn','crazy'].  

 

5.9 Data labelling  

The data labelling experiment was done with the objective of labelling the dataset into the 

three main categories of grandiose, empath and vulnerable narcissism. The input variable 
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for this experiment was the pre-processed tweet that had be cleaned as per Rule 4.1. The 

second input variable was the polarity score of the tweet, as obtained in Section 5.3. The 

third input variable was the lexicon presence which was 1 if lexicon was present and 0 if 

lexicon was absent. The output variable was labelled tweets which is a tweet label based 

on the sentiment score and presence of tokens in the lexicon dictionary. Figure 5.6 shows 

how labelling was conducted.  

 

Figure 5.6: Data labelling approach  

 

Procedure 5.4 shows the labelling steps. After the topic modelling experiment had been 

conducted, data was annotated into three different labels: ‘grandiose narcissist (GN)’, 

‘empath (EP)’ and ‘vulnerable narcissist (VN)’. The annotation incorporated the output of 

sentiment analysis and topic modelling. The GN label relates to tweets containing at least 

one lexicon/word from the GN dictionary and has a sentiment greater than +0.5. The label 

VN relates to tweets that contain at least one lexicon/word from the VN dictionary and has 

a sentiment less than -0.5. The label EP relates to tweets that do not contain at least one 

lexicon/word from any VN & GN dictionary and has a sentiment between -0.5 & +0.5.  

Procedure 5.4: Labelling process   
__________________________________________________________________________________ 
Input: CleanTweet 

Output: LabelledTweet 

____________________________________________________________________ 

Process:  

 

1. For each Clean Tweet 

1.1 Initialize temporary column LabelledTweet to store 

the label of the tweet 

1.2 Calculate the presence of Grandiose and Vulnerable 

narcissism lexicon in the tweet 
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1.3 If tweet has at least one lexicon from Grandiose 

Dictionary and the Sentiment polarity is greater 

than +0.5; 

1.3.1 Label the tweet as Grandiose 

Narcissism (GN)  

Else If tweet has at least one lexicon from 

Vulnerable Dictionary and the Sentiment polarity 

is Less than -0.5;  

1.3.1 Label the tweet as Vulnerable Narcissism 

(VN)  

Else 

1.3.1 Label the tweet as Empath Personality (EP) 

  1.4 Return LabelledTweet 

Endif 

EndFor 

____________________________________________________________________ 

 

5.10 Summary  

In this chapter, the process of identifying the labels required to establish if a tweet is 

positive, negative, or neutral was discussed. VADER sentiment analysis tool was chosen 

for sentiment analysis over Textblob, LIWC, and SentiWordNet because of its ability to 

handle informal social media text. In addition, the narcissistic lexicon that was constructed 

based on the literature review was discussed. The chapter presented how the lexicon 

construction had started with key terms extraction to construct different dictionaries; how 

the value had then been assigned to denote the different dictionaries created from the seed 

terms; and thereafter that seed words related to narcissism had been extracted from the 

literature. Lastly, it was explained that the lexicons had been put into three dictionaries and 

evaluated. The output of this task in the process model is annotated data that was used to 

train selected machine learning classifiers – as discussed in Chapter 6.  
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CHAPTER 6: MACHINE LEARNING ENSEMBLE CLASSIFIER FOR 

NARCISSISTIC PERSONALITY PREDICTION 

6.1 Introduction   

This chapter discusses the techniques and approaches used to classify individuals as either 

narcissistic or non-narcissistic based on their tweets. The chapter presents the efforts to 

model narcissism using the features extracted in Chapters 4 and 5. According to Liu, Wang, 

and Jiang (2016), the combination of various social network usage features can help to 

predict a narcissistic personality more accurately. Selected supervised classifiers are used. 

Supervised classifiers techniques depend on training data to perform classification. 

Classification is done in two phases, namely training and testing. Classifiers are fed training 

data during the training phase to learn and develop knowledge about data patterns. The 

trained classifier is subsequently used to predict test data labels during the testing phase. 

The classifiers were chosen because of their suitability to the research problem and nature 

of the data. Data was split into training and test data in an 80-20% proportion to perform 

classification. In training, the classifier is trained to recognise the correct label of the tweets.  

6.2 Text classification tools  

In this research, libraries and packages were chosen to help achieve the research objective. 

Potential tools were explored to determine how they would enhance or hinder the research. 

Python 3.7 was selected because of its widespread use in data analytics and machine 

learning communities. The data analysis and evaluation processes were the two critical 

factors considered when selecting a language. NumPy, Panda, and Scikit-learn were used 

for data analysis. Panda provided the required data representation and allowed for quick 

attribute modifications. The Panda data frames were converted to arrays using NumPy. The 

data was divided into training and test datasets using Scikit-learn (Renström, 2018). Scikit-

learn is a machine learning toolkit that provides a collection of algorithms for applications 

such as classification, regression, and clustering (Raschka, Patterson, & Nolet, 2020). 

Because of its powerful classification of models and pre-processing functionality, this 

library was chosen for this study (Tohid et al., 2018).   
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6.3 Classification   

Classification is a subset of supervised machine learning tasks that predict an element's 

class based on data attributes (Nikam, 2015). This research employed multiclass text 

classification in an attempt to identify traces of narcissism based on their text samples. In 

this research, supervised learning for classification was used for training. The dataset had 

three predefined labels. The first label was Grandiose, the second label was Empath, and 

the last label was Vulnerable Tweets. The training data was fed into the model in batches 

(size dependent on optimisation method) which learns the weights. The error in predictions 

was minimised across the training data. The trained model could then be used to make 

predictions on unseen feature vectors.   

6.3.1 Dataset description   

The raw dataset that was used comprised 238,317 tweets belonging to 250 users. From 

Table 6.1 it is clear that the size of the dataset was reduced by 24.3% after various pre-

processing techniques compared to the initial raw uncleaned data.   

Table 6.1: Dataset characteristics  

 

 

 

 

 

 

6.3.2 Feature extraction  

Machine learning classifiers work only with numeric feature vectors that the classifiers can 

understand; therefore, text data has to be transformed into feature vectors in a process 

referred to as text vectorization (Singh & Shashi, 2019). Feature vectors are n-dimensional 

vectors that represent individual objects. Machine learning techniques require numerical 

data to perform statistical analysis.  Two feature extraction techniques were adopted in this 

research. These are n-grams and Tfidf.  

Variables Value count 

  Number of users 250 

Number of tweets before pre-

processing 

238,317 

Number of tweets after pre-processing 180,389 

Number of tokens before pre-

processing 

4,401,672 

Number of tokens after pre-processing 4,031,554 
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6.3.2.1 N-grams 

N-grams are a set of n-consecutive tokens from a given tweet or text (Ahuja, Chug, Kohli, 

Gupta, & Ahuja, 2019). In text classification, features can be unigrams, bigrams, trigrams 

and more. Because n-gram features represent more distinct text information than unigrams, 

n-gram features are extracted from text documents (Wan & Gao, 2015).  

6.3.2.2 Term frequency-inverse document frequency (TF-IDF)  

TF-IDF is a variant of bag-of-words models and utilises character n-grams. It converts 

tokens into feature vectors containing (weighted) frequencies of the ngrams present in each 

token sample (Sidorov, Velasquez, Stamatatos, Gelbukh, & ChanonaHernández, 2014). 

TF-IDF gives weighted features to a document using the product of Term Frequency (TF) 

and Inverse Document Frequency (IDF). The frequency of a term in a document is 

measured in terms of TF, which is proportional to the text's length (Shahmirzadi, Lugowski, 

& Younge, 2019).   

To prepare the training and testing tweets, Scikit-learn’s Tfidfvectorizer feature extraction 

library was used. TFidfvectorizer converts all of the tweets into a feature matrix weighted 

by TFIDF term weighting (a weight calculated by term frequency). The use of n-gram 

frequency for text classification can be challenging. Both prevalent and very rare words are 

not adopted for classification since they provide little information that can be used to 

anticipate class labels. The TF-IDF algorithm helps to overcome this problem. TF-IDF 

provides insight into the true importance of a term, whereas word counting techniques just 

provide information on its frequency in the present document. It assigns a value to each 

term's frequency that represents the term's overall importance in the corpus. The TF-IDF 

algorithm is shown in Equations 6.1, 6.2 and 6.3 shows how TFIDF scores were calculated 

as shown Procedure 6.1. 

𝐓𝐅 =
𝐍𝐭

𝐓𝐃
............................................................................................................................. ..................... (Eq. 6.1), 

where 

t-Token 

Nt- Number of times a token, t appears in Individual tweets 

D-Training dataset 

TD- total number of tweets in the training dataset (D) 
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𝑰𝑫𝑭 = 𝐥𝐨𝐠(
𝑻𝑫

𝑻𝑫𝒕
)...................................................……………………………………………………… (Eq. 6.2), 

where 

TDt-Number of tweets in the training dataset D, a token t appears 

TFIDF = 𝐓𝐅 x  𝐈𝐃𝐅….……………………………………....................................................................(Eq.6.3) 

The basic idea behind the TF-IDF term is to reduce the weights of the unnecessary terms 

which occur frequently and do not contribute much to meaning of the text. Thus, the more 

frequent the term, the higher the denominator of the IDF ratio, and hence the less the value 

of IDF is, which satisfies the condition of giving less weights to the frequently occurring 

terms. 1 is added in the denominator to avoid divisions by zero for an unseen word and thus 

acts as a smoothing parameter.  

Procedure 6.1: TFIDF algorithm 

__________________________________________________________________________________ 
Input: Training Dataset (TD) 

Output: TFIDFscore 

____________________________________________________________________ 

Process: 

1. For each tweet in a training dataset (TD) 

1.1 Initialize temporary column TFIDFscore to store the 

term frequency stores 

1.2 Count the number of times a token appears in an 

individual tweet in the Dataset (TD) 

1.3 Get TF(Nt/TD) where: 

TF is Number of times token t appears in the 

individual tweets Nt (Eq6.1) 

1.4  Get IDF where: 

total number of tweets in the dataset)/(Number of 
tweets in the training dataset a token appears) (Eq. 

6.2) 

1.5 Get TFIDF where: 

TFIDF is TF*IDF (Eq.6.3) 

1.6 Return TFIDFscore 

 End For 

____________________________________________________________________ 

 

6.3.3 Training and testing   

Training and testing are vital parts of the machine learning process. Training is the process 

of selecting a batch of input data and feeding a classifier to learn and recognise the data 
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patterns (Pirina & Çöltekin, 2018). During training, the model adjusts its weights to 

improve upon its output. When training a model, the training data must consist of an 

example of an object to classify and the correct classification of the object. The first step in 

building a classification model is to properly prepare the training set of data, and the second 

step is to set the parameters of the designated machine learning algorithms. In this research, 

the training sets used in this study involved different combinations of various sets of 

features (tokens, sentiment, number of tweets, and tweeting frequency). The dataset was 

divided into training and testing on an 80-20% basis based on the Pareto principle. In the 

testing phase, a tweet without a class label was provided which means that the tweet was 

unseen before.   

6.4 Learning classifiers  

The classifiers that were used to classify the dataset are described in this section. Only 

supervised learning methods were employed in this study, as previously stated. Training 

and testing are the two fundamental processes that all classifiers go through. Classifiers are 

provided training data during the training phase. The model will then forecast test data 

labels based on the knowledge acquired. Three supervised machine classifiers were 

considered for this research. These (Random Forest, Support Vector Machines & Naïve 

Bayes) classifiers were chosen because of their suitability in text classification experiments.   

In addition, four ensemble classifiers emanating from the combination of the three core 

classifiers were also trained. The objective was to obtain a classifier that could achieve 

optimum performance from the dataset. The variables used in the classifier procedures were 

N-grams and Labels. When the size of n is 1, it is a unigram, and n-grams when the sizes are 

greater than 1. Labels refer to the assigned class (C) of the tweets and they were categorised 

into three, namely grandiose narcissism (GN), emphath personality (EP) and vulnerable 

narcissism (VN).  

Table 6.2: Classifier variables  

Variables Description 

D Training dataset consisting of pre-processed Tweets and N-grams 

n-grams (1,2) A sequence of N words 

Labels (Y) This relates to the target class variable the classifier will learn the 

data from. GN, EP, VN are the labels in this chapter 

Trained classifier This is the trained classifier 



 

94  

6.4.1 Naïve Bayes  

This classification technique is based on Bayes’ Theorem with an assumption of independence 

among predictors (AbdulHussien, 2017). The Naive Bayes classifier assumes that the presence 

of one feature in a class is unrelated to the presence of any other feature. Naïve Bayes presume 

that every feature (in this research ‘Label’ attribute) is considered independent from all other 

features in the given class (Procedure 6.2). As a result, to compute Bayesian probability, it will 

multiply all members of the feature vector in the specified class. A dataset with a given class 

(Label) C (GN, VN and EP), where X is n-gram defined by a feature vector {X1, X2… Xn} 

with n being the number of features in the dataset. Therefore, given class C with an instance X 

can be computed Bayesian probability is P(C|X) as shown in Eq. 6.4. 

𝑷(𝑪|𝑿) =
𝑷(𝑿|𝑪)𝑷(𝑪)

𝑷(𝑿)
...................................................……………………………… (Eq. 6.4) 

where  

P(C) = prior probability of class.   

P(X) = prior probability of predictor.  

     P(C|X) = posterior probability of class (target/label) given predictor (n-gram).  

P(X|C) = likelihood which is the probability of the predictor given class.   

The input variables are pre-processed tweets split into tokens/n-grams, the tweet frequency, 

lexicon presence and sentiment of the tweet. The target variables are classification of 

narcissism which can either be GN, EP or VN. The output of this algorithm is a trained 

classifier with knowledge to identify the target variables of GN, EP and VN. The parameters 

are tfidf and additive smoothing.  
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Procedure 6.2: Naïve Bayes algorithm 
__________________________________________________________________________________ 
Input: DT (n-grams, Labels)-Training Dataset 

Output: NB trained classifier 

____________________________________________________________________ 

Process:  

 
1.For each n-gram in DT 

1.1 Compute TFIDF for n-grams in each label 

1.2 Using Bayesian rule, calculate the probability of 

each n-gram in the tweets against each label as per 

Eq. 6.4 

1.3 If a tweet has maximum likelihood for an n-gram in 

GN 

1.3.1 Label the tweet as GN 

Else If it has maximum likelihood for an n-gram in 

VN  

1.3.1 Label the tweet as VN 

Else 

1.3.1 Label the tweet as EP   

1.4 Return Trained classifier 

  EndFor 

____________________________________________________________________ 

6.4.2 Support-vector machine 

Support-vector machine (SVM) is a supervised learning classifier that attempts to discover 

the best hyperplane based on the labelled data (training data) that can be used to categorise 

new data points (Procedure 6.3). The hyperplane is a simple line in two dimensions. Each 

text document is represented as a vector in SVM, with the dimension being the number of 

different keywords. These support vectors represent data points of the classes and define 

the position and the margin of the hyperplane. SVM does not use all the training data points 

like RF or NB to make classifications but uses only the support vectors (Ahire, Kolhe, 

Kirange, Karale, & Bhole, 2015).   

The objective of SVM in this research was to find an optimal hyperplane ‘h’ that best 

distinguishes the three labels in the study, i.e., GN, EP and VN. The hyperplane establishes 

decision boundaries that aid in data classification. The different classes are represented by 

data points on either side of the hyperplane (Ahire et al., 2015). The main goal is to identify 

a hyperplane that provides a greater margin between the hyperplane and the nearest data 

points/vectors. The support vectors are the document representatives closest to the decision 

surface (Nalepa & Kawulok, 2019). There are three labels/classes of the dataset. The first 
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label is grandiose narcissism denoted as GN. The second label is empath personality 

denoted as EP. The last label is vulnerable narcissism denoted as VN in this research.  

Procedure 6.3: SVM algorithm  
__________________________________________________________________________________ 
Input: DT (n-grams, Labels) Training dataset 

Output: SVM trained classifier 

____________________________________________________________________ 

Process:  

 
1.For each n-gram in DT  

1.1 Divide the associated n-grams into three set of data 

items based on the associated labels  

1.2 If a tweet has a corresponding label of 1 Then 

1.2.1 Label the tweet as GN 

Else If it has corresponding label of 2   

1.2.1 Label the tweet as VN 

Else 

1.2.1 Label the tweet as EP  

1.3 Construct a hyperplane to separate the feature 

vectors    based on the three labels 

1.4 Add the feature vectors into support vectors set V 

1.5 Classify n-grams as GN, VN, or EP 

1.6 Return trained classifier  

  EndFor 

____________________________________________________________________ 

 

6.4.3 Random Forest 

Random forest (RF) is an ensemble classifier that comprises a group of decision trees. RF 

is a bagging-based ensemble model. It creates numerous trees and votes among them to 

reach a majority decision (Li, Yan, Liu, & Li, 2018). As the number of trees grows, so does 

the accuracy of the prediction. In addition, Random Forest was selected as it reduces the 

problem of over-fitting through the use of bootstrap sampling technique. The sample is 

picked at random in RF, and a decision tree is constructed for the random sample 

(Procedure 6.4). The process is repeated, with a different sample picked at random each 

time (Reis, Baron, & Shahaf, 2018). A result is generated from various tress with a different 

sample which results in different predictions. Each tree is built on a sample of objects drawn 

with replacement from the original dataset; thus, each tree has some objects that it hasn't 

seen (Daho, Settouti, Lazouni, & Chikh, 2014).  As pointed out, this research had the three 

labels GN, EP, and VN. Seven parameters in random forest classifier were used in this 

research. The first one is n estimators which are number of trees in the forest. In a random 
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forest, using more trees boosts accuracy, but at a certain point, the classifier accuracy 

reduces.   

Various sizes of trees were experimented, and an optimal accuracy was achieved with 180 

trees. The second parameter is max features. The third parameter is gini criterion. This is 

the function that determines the purity of each decision tree node. Gini was chosen because 

it is computationally faster than the alternative metric, entropy. The fourth parameter used 

was bootstrap. This relates to the use of trees as samples with replacement. The fifth 

parameter is the node which indicates the beginning of a tree, in this case the beginning of 

the tweet classification to determine whether it is GN, EP or VN. The sixth parameter is 

Arc which splits the classification further into nodes. The seventh parameter is the leaf node 

which refers to the tweet classification which can no longer be split further into any 

category. The last parameter is the branch which links the three classifications of tweets.  

Procedure 6.4: Random Forest Classifier 

Input: DT (n-grams, Labels)-Training Dataset 

       DTs – Training Data size 

  DT-Boostrap sample,subset of DT 

   Dts-Boostrap sample size of Dt 

       Decision Trees (Di) where i=1 to 180 

Output: Random trained classifier(s) 

Process:  

1. N <-DTs/Dts ;n=0 

2. Dt <-Subset(DT) 

2.1 If n=N and DT !Empty 

     Dt <- Balance(DT) 

    Else 

      Break 

2.2 Randomly sample the training data DT with 

replacement to obtain bootstrap sample 

2.3 Train the bootstrap sample using first Decision 

Tree Di(D) with replacement 

2.4 N= n+1 

2.5 Repeat steps 2.2 N+1 times 

3. Obtain majority votes of decision trees for each 

tweet  

3.1 Form the ensemble classifier by combining the 

decision trees results using majority voting 

3.2 If the Majority for the tweet is 1,  

3.2.1 label the tweet as GN 

Else If the Majority for the tweet is 2, 
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3.2.1 label the tweet as VN 

Else 

3.2.1 Label the tweet as EP 

3.3 Return Trained classifier 

  EndFor 

 

6.4.4 Voting ensemble classifier  

Voting ensemble classifier (VEC) combines different machine learning classifiers and 

makes predictions based on a voting mechanism. The VEC is divided into hard and soft 

categories (Shahzad & Lavesson, 2013). The final class prediction in hard voting is 

determined by a majority vote – the estimator selects the most appearing among the base 

models. The final class prediction in soft voting is based on the average probability 

(weighted) generated from all of the base model predictions (Zhu, Moh, & Moh, 2016). 

Multiple classifiers are used to perform a classification task using an ensemble learning 

approach. The ensemble approach is based on the majority voting of different classifiers 

that have learned various features from dataset to perform classification. (Catal & Nangir, 

2017). In this ensemble classifier, support vector machine, random forest, and Naive Bayes 

classifiers were used to create different combination ensemble classifiers (Procedure 6.5).   

Procedure 6.5: Voting ensemble classifiers 

Input: Dt (n-grams, Labels)-Training Dataset 

       DTs – Training Data size 

  DT-Boostrap sample,subset of DT 

   Dts-Boostrap sample size of Dt 

       Base Classifiers (Bci) where i=1 to 3(RF, SVM, NB) 

Output: Ensemble trained classifier(s) 

Process:  

1. N <-DTs/Dts ;n=0 

a. Dt <-Subset(DT) 
2. If n=N and DT !Empty 

     Dt <- Balance(DT) 

    Else 

      Break 

2.1 Train the bootstrap sample using first base 

classifier Bci(Dt) 

2.2 Train the bootstrap sample using second base 

classifier Bcii(Dt) 

2.3 Train the bootstrap sample using third base 

classifier Bciii(Dt) 
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2.4 N= n+1 

2.5 Repeat steps 1 N+1 times 

3. Obtain majority votes of base classifiers for each tweet  
3.1 Form the ensemble classifier by combining the base 

learners using majority voting 

3.2 If the Majority for the tweet is 1,  

3.2.1 label the tweet as GN 
Else If the Majority for the tweet is 2, 

3.2.1 label the tweet as VN 

Else 

3.2.1 Label the tweet as EP 

3.3 Return Trained classifier 

      EndFor 

 

6.5 Experiment parameters   

Four parameters were used to evaluate the performance of the classifiers. The parameters 

are precision score, recall score, accuracy and F1- score. Accuracy refers to the proportion 

of correct predictions. Accuracy and F1-score are converted into percentage for 

presentation purposes. Classifiers were trained using 80% of the dataset and evaluated 

using 20% of the dataset.   

All parameters were calculated per class, resulting in three multiclass classification 

problems using GN, EP, and VN samples. For every class, true positives (TP), false 

positives (FP), true negatives (TN) and false negatives (FN) were calculated, as described 

in Table 6.3.  In addition, Confusion matrix which is table that shows how well a classifier 

performs was used (Visa, Ramsay, Ralescu, & Van der Knaap, 2011). By comparing the 

actual and predicted classifications, the confusion matrix shows how accurate a classifier 

is. Confusion matrix table consists of recall, precision, F1-score and accuracy. The 

maximum score for Recall and precision is 1 and minimum is 0. The maximum score for 

F1-score and accuracy is 100% and minimum is 0%.  

Table 6.3: Confusion matrix parameters  

Parameter Description 

True Positives 

(TP) 

The number of correct positive predictions of a class made by the 

model. 

True Negatives 

(TN) 

The number of correct negative predictions of a class made by 

the model. 

False Positives 

(FP) 

The number of incorrect positive predictions of a class made by 

the model. 
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False Negatives 

(FN) 

The negative outcomes that the model predicted incorrectly. 

Precision is the proportion of successfully predicted positive observations to total expected 

positive observations. It displays how close the predicted values are to the actual values. It is 

derived by the number of TPs divided by the sum of TPs and FPs. 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =
𝐓𝐏

𝐓𝐏+𝐅𝐏
 ……………………………………………...………….……………………… (Eq. 6.5) 

The number of positive outcomes that are accurately labeled as positive is known as recall. 

The recall also reveals how accurate the model is at predicting class membership, so it 

covers the quantitative part of classification success.  In sentiment analysis, if a dataset is 

annotated in two sentiment polarities: positive and negative, there are two recalls: positive 

recall and negative recall. The example of positive recall calculation formula is shown 

below:  

𝐑𝐞𝐜𝐚𝐥𝐥 =
𝐓𝐏

𝐓𝐏+𝐅𝐍
 ………………………………………………………………........................................... (Eq. 6.6) 

 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =
𝐓𝐏+𝐓𝐍

𝐓𝐏+𝐅𝐏+𝐅𝐍+𝐓𝐍
 ………………………………………………………................................. (Eq. 6.7) 

 

𝐅𝟏 𝐒𝐜𝐨𝐫𝐞 =
𝟐∗𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧∗𝐑𝐞𝐜𝐚𝐥𝐥

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐑𝐞𝐜𝐚𝐥𝐥
 ………………………………………………..…………………………. (Eq. 6.8) 

Cross-validation  

Cross-validation is a machine learning evaluation technique that attempts to approximate 

the model's effectiveness on data that it has never seen before. It is very beneficial when 

working with a small dataset and identifying a strong predictor (Ramezan, Warner, & 

Maxwell, 2019). The number of groups that a dataset should be split into in k-fold cross-

validation is determined by k (Ramezan et al.,2019). This method is performed k times, 

with each iteration evaluating the model using a different fold. Increased generalisability 

on unknown data and a lesser likelihood of overfitting are two advantages of this method. 

In comparison to the traditional train-test split technique, it usually produces less biased 



 

101  

estimates. The gold standard for evaluating a model's performance is k-fold cross-

validation, which usually outperforms the alternatives (Ramezan et al., 2019).   

This research used a variation k-fold cross validation called “stratified k-fold”. Since the 

distribution of each type of narcissism in this dataset is imbalanced, stratified k-fold was 

the most suitable validation technique. Stratified k-fold solves this problem by maintaining 

the same dataset distribution throughout all folds.  The parameters of stratified k-folds are: 

n splits. This relates to the number of folds used. In this research, different 5, 10 and 15 

folds were experimented with and optimal accuracy was achieved with 10 folds. The 

second parameter is shuffle. It refers to the data prior to creating the folds. The strength of 

the techniques is the enhanced generalisability on unknown data and a reduced risk of 

overfitting (Szalma & Weiss, 2020). According to Zhang et al. (2016), a k value of 5 or 10 

is appropriate as it reduces the possibility of variance and biasness. The number of samples 

that can be obtained is limited by a larger k value, whereas bias is increased by a lower k 

value. 

6.6 Experiment setup: Classification  

This section presents the experiments undertaken and how the optimal classifier was built and 

evaluated using the labelled data. As explained in Section 6.1, the objective of the experiment 

was to train a classifier to predict whether a tweet has traces of narcissism or not. That is 

whether a tweet is narcissistic or not narcissistic. The prediction model was developed using 

three input variables and one target variable. As noted in Section 6.4, three classifiers were 

chosen in this research. The three classifiers were then combined to create four ensemble 

classifiers using the majority voting approach. Four different combinations of the classifiers 

were experimented with, and performance comparison was made. The ensemble classifiers 

experimented with the aim of getting the classifier with optimum performance from the data. 

An ensemble of classifiers is a group classifier of which the decisions are combined by voting 

(Liu & Ge, 2018). Each classifier was evaluated using accuracy, precision, F1-score, and 

confusion matrix and classification report.  
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Table 6.4: Classification variables  

Variable Description 

Clean tweet: 

(Input variable) 

Pre-processed tweet. 

Tweet frequency (Tf): 

(Input variable) 

Number of tweets (statuses posted) made by the user.  

Sentiment polarity 

(Sp) (Input variable) 

This refers to the sentiment of each tweet and can be positive, 

neutral or negative. 

Lexicon presence 

(Lp):(Input variable) 

This relates to presence or absence of narcissistic-related 

word/clean tweet based on the narcissistic dictionary. 

Label (GN, EP, VN): 

Target variable) 

This refers to the target variable which is label/class to be learned 

and predicted.  

 6.6.1 Input and target variables  

Tweet frequency (Tf)-: Number of tweets (statuses posted) made by the user. The rate at 

which users’ tweets are classified into three categories to enhance the training of the 

classifiers, as shown in Figure 6.1. The first category was users with Tweets less than 

50,000. The second category was users with tweets above 50000 but less than 100,000. The 

last category was users with tweets more than 100,000.  

 

Figure 6.1: User categories based on TF  

6.6.2 Vectorization  

The data is transformed into feature vectors before being trained with machine learning 

classifiers. For this research, a data frame mapper library in Python was used. DataFrame 

Mapper is a python library for mapping DataFrame columns to transformations, then later 

recombined into features, as defined in Figure 6.2.  
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Table 6.5: Vectorization parameters  

  

  

Figure 6.2: Vectorization parameters  

 

6.6.3 Data split  

After transformation, the dataset was split in an 80-20 basis. This was done in accordance 

with the Pareto principle, which argues that 20% of all causes (or inputs) result in 80% of all 

outcomes (or outputs) for any particular occurrence (Koch, 2011). According to Liu and 

Cocea (2017), the classifiers use training dataset set to discover any new patterns, and the test 

set is then used to validate the degree to which the patterns truly exist and are trustable. In 

addition, machine learning classifiers could learn what they needed to know from the data in 

the training set. It then used what it had learned to generate a prediction about the data in the 

test set. The prediction could then be compared to the actual target variables in the test set to 

determine how accurate the classifier was. The data was divided into four primary variables. 

The first variable was X_ Train which was the 80% of the training dataset. The second 

variable was X_Test which was the test dataset. The third variable was Y_Train which was 

the target variable of the training dataset. The last variable was Y_Test which was the target 

variable of the test dataset. The variables were transformed into four parameters. The first 

parameter was feature which was the transformed input variables of X_Train and X_Test. 

The second parameter was categories. These were transformed to X_Train and Y_Test 

variables. The third parameter was test size which was 0.2 or 20%. The last parameter was 

train size which was 0.8 or 80%. As shown in Figure 6.3, the training and test datasets 

consisted of 144,460 tweets and 36116 tweets respectively split on the 80-20% basis.  
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Figure 6.3: Data split (train and test dataset)   

 

6.6.4 Classifier training: Naïve Bayes  

Three classifiers and four ensemble classifiers were used in this study. The three classifiers 

were combined differently to create different ensemble classifiers using the majority voting 

approach. Four different combinations of the classifiers were experimented with, and a 

performance comparison was made.   

Table 6.6: Naïve Bayes confusion matrix 

 

As shown in Table 6.6 above, Class GN achieved a precision of 0.90 or 90% and a recall 

of 0.37 or 37%. The precision for Class EP was 0.83 and a recall of 0.99. Class VN achieved 

a precision of 0.90 and a recall of 0.27. Class EP had a high F1-score of 0.91, followed by 

class GN and lastly class VN. The low F1-score of VN can be attributed to less size of 

training and test data for the class. Cumulatively, the classifier achieved an accuracy of 

83.83 and an F1score of 81%.  

6.6.5 Support-vector machine   

Table 6.7 shows the confusion matrix of SVM. Class GN achieved a precision of 0.64 and 

a recall of 0.01. Class EP achieved a precision of 0.86 and a recall of 1. This implies that 

SVM identified all proportions of EP instances correctly. Class VN achieved a precision of 

0.67 and a recall of 0.01. Class EP had a high F1-score of 0.92, while class GN and class 
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Table 6.12: Ensemble 4 confusion matrix  

 

 6.7 Results and comparison  

In this section, the parameters used to evaluate the classifiers are compared. Section 6.71 

compares the classifier accuracy and F1-score (Fscore). Section 6.7.2 compares the 

precision score of the classifiers, and Section 6.7.3 compares the recall score of the 

classifiers.  

6.7.1 Comparison of accuracy and F1-score  

Figure 6.4 below shows the comparison between the average accuracy and F1-scores for 

each algorithm and it can be seen that that the accuracy scores are slightly higher than the 

F1-scores. As can be seen, random forest (RF) had better accuracy than the rest of the 

classifiers. In addition, RF had a high F1-score followed by an ensemble of the three 

classifiers. Support vector machine (SVM) had both lowest accuracy and F1-score followed 

by Naïve Bayes. According to Gustafsson (2020), F1-score can be a good metric for 

imbalanced data, because it takes into consideration both axis of the confusion matrix.    
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Figure 6.4: Accuracy versus F1-score comparison  

 

Figure 6.4 shows that scores differ greatly depending on the classifier, from average F1-

scores of 79 for SVM to 88% for RF. This corresponds to a performance gain of almost 

+9% and confirms that comparing and selecting the most suitable supervised model is 

critical to increase the efficiency of the prediction and ranking process. This may be due to 

the ensemble nature of the two classifiers. Random forest uses a bagging approach form of 

ensemble learning to perform prediction. Moreover, it can be seen that the three ensemble 

classifiers remain stable even if retrained and iterated over different random state values. 

Indeed, the learning process of these models does not imply random sampling from data, 

unlike NB, and SVM. The results of this experiment indicate that predicting an individual’s 

narcissistic traits from text is possible with reasonable accuracy.   

6.7.2 Comparison of precision  

Out of the total number of components that the classifier asserts belong to that class, 

precision shows how many were accurately identified as belonging to that class 

(Gustafsson, 2020). A high precision shows that the classifier gave more accurate results 

than approximate results (Kunte & Panicker, 2019). Figure 6.5 shows the Precision of 

various classifiers for the three classes.  
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Figure 6.5: Precision comparison  

 

  

6.7.3 Comparison of recall  

Recall is a metric that indicates how well a classifier can recognize relevant data (Kharde 

& Sonawane, 2016). As shown in Figure 6.6, all the classifiers had a higher recall for class 

EP and a low recall for class VN. According to Gustafsson (2020), a high recall can mean 

that most tweets were labelled neutral, in this case class EP. The low recall in class VN 

may be as a result of the size of the training dataset in the class, VN.   
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Figure 6.6: Recall (sensitivity) performance comparison  

 

6.8 Summary  

Linguistic tweet patterns have been demonstrated to be strong predictors of personality on 

social media in previous studies. The use of social media is increasing, and the data 

provided by users can be utilized to better understand their personalities and preferences, 

as well as recommend services and facilities or predict their behavior. This chapter 

discussed how to predict narcissism personality traits based on twitter datasets. To 

determine the best model for classifying a narcissistic personality type, different classifiers 

were trained and compared using the features described in Section 6.7.1 and based on their 

suitability for text classification. Before modelling, the data was split into a training set 

(80%) and a test set (20%), using stratified sampling to preserve the relative ratio of classes 

across sets. The results from the analyses showed that accuracy was highest (88.19%) for 

the random forest (RF) classifier and lowest for the Naïve Bayes classifier (83.83%). An 

ensemble classifier of RF had the highest score of 88% followed by an ensemble 4 of Naïve 

Bayes and RF. The high accuracy by RF classifiers may be due the ensemble nature of the 

two classifiers. Random forest uses a bagging approach form of ensemble learning to 

perform prediction which leads to higher performance when compared to individual 

classifiers.  
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 CHAPTER 7: FUZZY-BASED NARCISSISM CLASSIFICATION 

7.1 Introduction  

This research models the uncertainty of narcissism classification using fuzzy-based 

approach. Machine learning-based classifiers treat text classification in a "black-and-white" 

approach, whereas text classification is rarely that simple (Madani, Erritali, Bengourram, 

& Sailha, 2019). Furthermore, Jefferson et al. (2017) asserted that previous works on text 

classification focused on deterministic algorithms' methods without considering the text's 

fuzziness. Sentiment keywords in text categorization are ambiguous since even words in 

the same context might have different sentimental orientations. In addition, human 

sentiments are often fuzzy as one may use one word to express more than one feeling 

simultaneously (Jefferson et al., 2017). Fuzzy logic is a technique for obtaining a decision 

from input data that is unclear, unreliable, noisy, or incomplete (Molina-Gil, Concepción-

Sánchez, & Caballero-Gil, 2019). Incorporating fuzzy logic in narcissistic classification 

helps to handle the imprecision of knowledge coming from gaps and blanks presenting the 

model classifications. In this research, fuzzy logic was used to summarise the results of a 

classification considering two inputs (sentiment and class) into an output with a level of 

relevance. The fuzzy inputs to the model are classifier predicted class and sentiment 

analysis scores. The model utilises a Triangular membership function for the fuzzification 

of user data.   

7.2 Theory of fuzzy logic system (FLS)  

Fuzzy logic is a problem-solving control method that uses a simplistic methodology to 

reach a definite conclusion based on unclear, messy, or incomplete input data 

(Madhusudhanan & Moorthi, 2019). FLS consists of three main steps: Fuzzification, and 

inference engine using rules, and defuzzification. Figure 7.1 illustrates a standard fuzzy 

logic system.  
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Figure 7.1: Block diagram of a general fuzzy logic system 

 

The first process in FLS is fuzzification and involves the transformation of crisp input, 

deriving the membership functions for input, and representing them with linguistic 

variables (Eshuis & Firat, 2018). The membership functions transform each crisp value into 

a fuzzy set. Membership functions can be triangular, trapezoidal, Gaussian bell-shaped, 

sigmoidal and Scurve waveform (Shynu, Shayan, & Chowdhary, 2020).  

The second component in FLS is the application of the rules on the fuzzy set in the inference 

engine (Vashishtha & Susan, 2019). Every rule in the knowledge base is compared to facts 

in the database by the inference engine. A fuzzy rule is a conditional IF-THEN rule with a 

conclusion. The rule is activated and its (action) part is done when the condition part of the 

rule matches a fact (Liu & Zhang, 2018). Tsukamoto, Mamdani, and Sugeno are the three 

Fuzzy logic inference methods. The main difference between the FLS methods is the 

methodology used to create the crisp output out of the fuzzy input (Wilges et al., 2016).  

The third component in FLS is defuzzification and refers to the conversion of a fuzzy 

quantity to a specific quantity. In the real-world environment, the output fuzzy sets must 

be defuzzified to crisp values for decision-making reasons (Rahmani, Hosseinzadeh, 

Rostamy-Malkh, & Allahviranloo, 2016). The goal of the defuzzification is to find the 

linguistic term with the highest membership degree for the value of the class attribute (Mary 

& Arockiam, 2018). In this step, the outcome of the previous steps is used to calculate the 

final crisp output. According to Liu et al. (2019), in defuzzification, new instance is 

categorized by allocating it to the class with the maximum membership degree.  
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7.3 Justification of fuzzy-based narcissism classification  

Membership functions and their intervals are chosen in fuzzy rule-based techniques to 

represent the intrinsic fuzziness of the system. Fuzzy logic has the ability to make machine 

learning model results better by bridging the intelligence gap because it deals with 

uncertainty, vagueness, or imprecise factors in human language (Howells & Ertugan, 

2017). This motivated its incorporation in this research to improve prediction further. In 

this research, fuzzy logic could deal with linguistic uncertainty that might have present 

from the clustered data. Fuzzy logic considers the classification of a problem based on 

degrees of truth, thereby reducing it on both positive and negative sides (Jefferson et al., 

2017).   

According to Liu and Cocea (2017), rule-based systems are more interpretable than 

computational models in text classification techniques such as support vector machine 

learning. Furthermore, in fuzzy logic, the classification result is provided with a certainty 

component (fuzzy truth value) rather than an absolute truth. This is because rule-based 

models operate in a white box environment, making the mapping relationship between an 

input and an output completely transparent. According to Liu and Cocea (2017), when 

fuzzy logic and rule-based systems are combined, rules can be represented in a way that is 

similar to natural language, making the information derived from rules more 

understandable. This will result in higher confidence in the outcome for people who would 

like to see the thinking process of text classification by classification techniques.   

For this research, the Sugeno fuzzy logic method was chosen because of the nature of its 

output variables. A Takagi–Sugeno-type fuzzy inference system was chosen. As opposed 

to Mamdani, Sugeno output variables are constant and interpretable. Furthermore, 

according to Subramaniam and Venugopal (2020), the Sugeno fuzzy logic system works 

well with the linear design and is efficient in mathematical analysis. In addition, Sugeno 

fuzzy is ideal for classification problems.  

7.4 Application of fuzzy logic classification 

The primary objective of fuzzy logic in this research was to further establish the degree of 

narcissism through representation in terms of levels. Fuzzy logic considers the classification 

of a problem based on degrees of truth, thereby reducing bias (Jefferson et al., 2017). In FLS 

(Figure 7.2), each variable in the input or output is called a linguistic variable. Each linguistic 
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variable has several values that can be referred to as linguistic terms or fuzzy sets (Karami, 

Gangopadhyay, Zhou, & Kharrazi, 2015). After the classifier had been trained, the best 

performing classifier, random forest with an accuracy of 88%, was used to predict the new 

dataset. After prediction, the classified dataset was further classified into different degrees of 

narcissism using fuzzy logic as per the process model. The predictions made by the trained 

model and the output of Vader (tweets polarities) were inputted to the fuzzy-based narcissistic 

classification system.  Figure 7.2 shows a fuzzy logic system with two input variables 

(polarity & predicted class of narcissism) and five output variables (level of narcissism).   

 

Figure 7.2: Fuzzy logic for narcissistic classification  

 

7.4.1 Linguistic variables  

According to Karami et al. (2015), linguistic variables are the input and output variables of 

the system. This chapter classifies the level of narcissism according to five levels. 

Therefore, two input variables of polarity and the predicted class of the tweets are defined, 

and one output variable of degree of narcissism of the tweet is defined. Table 7.1 shows 

the linguistic variables defined for this study.  

Table 7.1: Fuzzy logic system variables 

Type Linguistic term 

Input linguistic variable Sentiment polarity 

Input linguistic variable Predicted labels 

Output linguistic variable Level of narcissism 
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7.4.2 Fuzzification  

Based on the input and output variables, associated fuzzy sets are identified (Table 7.2). 

For this research, six fuzzy sets were identified for the input variables. The first three fuzzy 

sets belong to the first input variable of polarity. The polarity can be positive, neutral or 

negative based on the sentiment score. The second input variable is the predicted class (C) 

from the trained classifier and is classified into three linguistic terms. The terms are 

grandiose narcissism (GN), emphath (EP) and vulnerable narcissism (VN). The three labels 

were obtained in Chapter 6.  

Table 7.2: Input variables 

Linguistic variable Fuzzy sets 

Sentiment polarity Positive (PosP) 

Neutral (NeuP) 

Negative (NegP) 

Predicted class Grandiose narcissism (GN) 

Empath personality (EP) 

Vulnerable narcissism (VN) 

 

The output variable had five fuzzy sets. The fuzzy set describes the degree/level of 

narcissism given two inputs of Tweet polarity and predicted class Level 1 describes a high 

level of grandiose narcissism. Level 2 relates to a moderate level of grandiose narcissism. 

Level 3 there relates to neutral personality that is neither grandiose nor vulnerable. Level 4 

relates to moderate vulnerable narcissism. Level 5 relates to a higher level of vulnerable 

narcissism.  

Table 7.3: Output variable  
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7.4.3 Membership functions  

Through the membership function, the crisp inputs of the linguistic variables are turned 

into fuzzy sets. Appropriate membership functions for the partitions of linguistic variables 

map the inputs into degrees of membership. There are various shapes of membership 

functions, namely trapezoidal, bell like, triangular, or Gaussian forms (Priyanka & Gupta, 

2015; Couso, Borgelt, Hullermeier, & Kruse, 2019). In this research, a triangular 

membership function was adopted because it retains three variables and establishes a 

relationship between them (Sheeba & Vivekanandan, 2014). Sentiment analysis score is 

categorised into three linguistic terms of positive, neutral, and negative. In addition, the 

second input variable is the predicted class. The classes represent the three categories of 

narcissism, namely, GN, VN and EP.  

7.4.4 Fuzzy logic rules  

Fuzzy inference is a collection set of IF–THEN-type rules which convert the fuzzy input to 

the fuzzy output. Rules are a set of linguistic statements based on IF-THEN statements that 

follow human expert knowledge (Wu, Zhou, Lu, & Huang, 2017). By using these rules, 

controlled output, and the conclusion can be derived. In Tsugeno FLS; If Polarity is -1 and 

predicted class is 1, then z = f (-1, 1). The following nine inference rules (listed after Table 

7.4 below) based on Sugeno fuzzy inference mechanism were used in this study.  

Table 7.4: Fuzzy logic rules variables 

Linguistic variable Fuzzy sets 

Sentiment polarity Positive (PosP) 

Neutral (NeuP) 

Negative (NegP) 

Predicted class Grandiose narcissism (GN) 

Empath personality (EP) 

Vulnerable narcissism (VN) 

 

Rules 

1 IF C is GN and Sp is Posp THEN LN is Level 1 

2 IF C is GN and Sp is NeuP THEN LN is Level 2 

3 IF C is GN and Sp is NegP THEN LN is Level 3 
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4 IF C is EP and Sp is Posp THEN LN is Level 2 

5 IF C is EP and Sp is NeuP THEN LN is Level 3 

6 IF C is EP and Sp is Negp THEN LN is Level 4 

7 IF C is VN and Sp is Posp THEN LN is Level 3 

8 IF C is VN and Sp is NeuP THEN LN is Level 4 

9 IF C is VN and Sp is Negp THEN LN is Level 5 

7.4.5 Levels of narcissism  

The levels of narcissism are categorised from Level 1 to 5. Level 1 implies a high form of 

grandiose narcissism, while Level 5 denotes a high level of vulnerable narcissism. Level 3 

indicates empath personality, an individual who exhibits neither vulnerable nor grandiose 

narcissistic traits. After the application of the rules, the next step is the implication of the 

rules on the output when applied to the two input variables.   

Level 1 implies a high form of GN. The seed words for this level are 'i','my', ‘me', ’myself’, 

‘I’m’, mine', ’oneself’. Psychologically, narcissists display a high tendency for self-

presentation and self-admiration (Wang, 2017). According to Ozimek, Bierhoff, and Hanke 

(2018), people with GN frequently communicate positively about themselves in social 

networks. SNSs are used as channels for self-presentation since they allow users to put self-

enhancing posts and status updates (Kauten, Lui, Stary, & Barry, 2015). Casale, Fioravanti, 

and Rugai (2016) noted that self-representation, and desire for more comments and likes 

tend to feed into vanity and desire for attention by grandiose narcissists.  

Level 2 denotes a moderate level of GN. The seed words for this level are 'happy', 

'brilliant', beautiful. While grandiose narcissists are self-centred, they also use affective 

and social processes words on social media to describe themselves or situations. This 

category of tweets has been denoted as moderate grandiose and characterises users who 

tweet to endear themselves to their followers in attempt to increase follower likability and 

engagement (Bernarte, Festijo, Layaban, & Ortiz, 2015).  

Level 3 indicates EP. The seed words identified in this research for this level are Follow,  

'retweets', and ‘gain’. It is described as a personality that is neither vulnerable nor grandiose 

narcissists  
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7.5 Experiment setup: Fuzzy logic classification  

After the prediction of a new dataset by the classifier, fuzzy logic was incorporated to 

further break down the degrees of narcissism. The experiment had two input variables and 

one output variables. The parameters applied were a triangular membership function and 

nine fuzzy logic rules (Table 7.5).  

The input for fuzzy logic is polarity of the tweet and predicted class. As discussed in Section 

3.5 – the process model – after application of machine learning classifiers, fuzzy logic is 

incorporated to improve the identification of traces of narcissism from text. Fuzzy-based 

narcissism classification has two main input variables and one output variable. The first 

input variable is the predicted class. This relates to the class/label of a tweet based on 

prediction by the trained classifier. The label can be GN labelled as 1, EP labelled as 0 and 

VN labelled as 2. The second input variable is the polarity of the tweet of the new dataset. 

The polarity can be positive, neutral or negative.   

Procedure 7.1: Fuzzy logic application algorithm 
__________________________________________________________________________________ 
Input: SentimentPolarity, Predicted Class (C)  

Output: LevelofNarcissism (LN) 

____________________________________________________________________ 

 

Process: 

1. For each CleanTweet; 
1.1 Initialize temporary empty column LevelofNarcissism 

to store the result of output 

1.2 Identify the narcissistic class label C {GN, EP, VN} 

of the tweet 

1.3 Apply the classifier to the training data to learn 

the dataset attributes 

1.4 Use the trained classifier, to predict the new data 

into three classes (GN, EP, VN) 

1.5 Using the new data create fuzzy profiles with 

polarity and predicted class of the tweets as input 

variable 

1.6 Create fuzzy inference system (FIS) to classify the 

tweets 

1.7 Using the classifier;  

1.7.1 Select the positive tweets and find its 

Level of Narcissism 

1.7.2 Select the negative tweets and find its 

Level of Narcissism 

1.7.3 Select the Neutral tweets and find its 

Level of Narcissism 
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1.8 Predict the overall level of narcissism of a user the 

basis of Level of Narcissism 

1.9 Return LevelofNarcissism 

  End For 

____________________________________________________________________ 

 

7.5.1 Membership functions plot for sentiment polarity  

The membership function for the tweet polarity input variable was negative, neutral, and 

positive. A triangular membership function was adopted. The range for negative polarity 

was -0.2 to 1; neutral polarity was between -0.2 to + 0.2, while positive polarity had a range 

between +0.2 to +1, as shown in Figure 7.3. The membership for predicted class were in 

the range of (0,1) for GN, (1 2) for EP and (2 ,3) for VN. Figures 7.3 and 7.4 are pictorial 

presentations of the membership functions.  

 
 

Figure 7.3: Sentiment Polarity Membership functions 



 

122  

 

Figure 7.4: Predicted class membership functions 

 

7.5.2 Crisp output levels of narcissism  

The output of the FLS is the degrees of narcissism ranging from highly grandiose 

(represented by GN) which is labelled as level 1 to highly vulnerable (represented by VN) 

labelled as level 5 of narcissism. The output variable was the level of narcissism which 

ranged from level 1 to level 5. Level 1 implied low levels of narcissism, while level 5 

implied a high degree of narcissism. The output variable was computed based on the rules, 

and the input variable.  

7.6 Fuzzy logic system (FLS) experiments  

Five experiments were conducted to establish the degree of narcissism given a tweet 

polarity and predicted label from the machine learning classifier. A new dataset of 20,000 

tweets was classified into three narcissism categories by the trained classifier presented in 

Chapter 6. The classified dataset together with the respective polarity was fed into the fuzzy 

logic system in MATLAB. New predictions based on the fuzzy logic rules are discussed in 

Section 7.4.4 are presented. The value of input variables was varied with the aim of getting 

the level of narcissism (output variable) given a predicted class score and tweet polarity. 

The experiments sought to answer the question of “What is the degree/level of narcissism 

given Sentiment Polarity and predicted class by trained classifier”?  
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Figure 7.5: Fuzzy-based narcissism classification system  

FLS experiment 7.1  

The objective of the experiment 7.1 was to determine the level of narcissism given a 

narcissistic classification and a tweet polarity. Therefore, the input variables were predicted 

class and sentiment polarity, as discussed in Section 7.4. A new dataset classified by the 

trained classier was fed into fuzzy logic inference system in MATLAB. The parameters in 

the experiment were a triangular membership function and Sugeno inference system. The 

experiment was subjected to the nine fuzzy logic rules shown in Table 7.5. For each output 

variable, the aggregation method produces a fuzzy set. The goal of the defuzzification stage 

is to determine the level of narcissism at which the input vector's membership degree is at 

its highest. In this experiment, when the membership degree value of the input vector is 

(05, 0.9) the level of narcissism is ‘1’ as shown in Figure 7.6. This shows that when 

predicted class falls under class GN as per the rule table and the sentiment polarity is a 

positive polarity of 0.9, the tweet is then classified as grandiose narcissism.  
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Figure 7.6: Experiment 7.1 output  

 

FLS experiment 7.2   

The objective of the experiment 7.2 was to determine the level of narcissism given an input 

factor of (0.354,0.125). The two input values represent the lower value of predicted class 1 

which is GN and lower class of positive polarity. The parameters in the experiment were a 

triangular membership function and Sugeno inference system. During defuzzification, FLS 

attempts to categorise the level of narcissism given a predicted class and a positive polarity. 

Figure 7.7 shows that when predicted class is 0.354 and the polarity of the tweet is 0.125 

the level of narcissism is 2. This implies moderate grandiose narcissism as it has aspects of 

neutral sentiment.  
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Figure 7.7: Experiment 7.2 output  

FLS experiment 7.3   

The objective of the experiment 7.3 was to determine the level of narcissism (crisp output) 

given input factor (1.89, -0.125). In this experiment, when the predicted class of is 1.89 and 

the sentiment polarity is -0.125 the crisp output is 3 (Figure 7.8). This shows that when the 

tweet belongs to grandiose narcissism as per classifier prediction and the sentiment polarity 

is negative, then the level of narcissism is level 3 which is empath personality. This is 

because while the sentiment belongs to the higher negative category, the lexicons in the 

tweet are grandiose (positive) in nature. Level 3 implies a neutral level of narcissism that 

does not fall to either the grandiose category or vulnerable category. This type of narcissism 

level is discussed in detail in Section 7.4.5.  
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Figure 7.8: Experiment 7.3 output  

 

FLS Experiment 7.4   

In experiment 7.4, the research sought to identify the level of narcissism given f (1.12, -

0.795). The experiment was implemented in the Tsugeno inference system. The output of 

this experiment is shown in Figure 7.9 and it can be observed that the level of narcissism 

is 4 when the sentiment of the tweet is high, and the predicted class is 1 or grandiose 

narcissism. This represents a moderate level of vulnerable narcissism as described in 

Section 7.4.5. This is because the first input factor represents strong grandiose narcissism 

denoted by 1 and a strong negative of -0.795.  
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Figure 7.9: Experiment 7.4 output  

FLS Experiment 7.5   

The objective of the experiment 7.5 was to determine the level of narcissism given an input 

factor of (2.94, -0.65). The parameters in the experiment were a triangular membership 

function and the Sugeno inference system. Figure 7.10 shows a crisp output of 5 or level 5 

of narcissism. This is because the predicted class is VN and the sentiment polarity is 

negative. As discussed in Section 7.4.5, the two-input variables represent the higher 

categories of sentiment polarity and vulnerable narcissism.   
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Figure 7.10: Experiment 7.5 output  

7.7 Enhancing narcissism classification  

Previous works on text classification have often focused on deterministic algorithms' 

methods without considering the text's fuzziness (Jefferson et al., 2017). Furthermore, 

different text classification classes are unlikely to be mutually exclusive. According to Liu 

and Zhang (2018), in emotion recognition, a person can display two or more emotions at 

the same time. Therefore, this research presents a new approach to classify narcissism into 

five levels (Level 1 to Level 5) using fuzzy logic and machine learning classifier results 

and sentiment analysis. Non-fuzzy approaches use techniques that distinguish one class 

from another in order categorize the occurrence uniquely, whereas fuzzy logic uses 

techniques that treat each class equally, by establishing the instance membership degree to 

each class (Liu & Zhang, 2018). To establish the degree of narcissism, the research used 

the results generated on the test dataset by the trained classifier and sentiment of the tweets. 

These two variables become the inputs of the fuzzy logic systems. The level of narcissism 

(1-5) is determined after the fuzzification and defuzzification process based on FLS rules 

set in 7.4.4. According to Serrano, Guerrero, Romero, and Olivas (2021), fuzzy logic not 

only allows for a more realistic representation of real-world data, but it also accomplishes 

so in a straightforward manner. In comparison to machine learning techniques, fuzzy logic-

based techniques typically need fewer rules and variables.  
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The research recommends emoticons that can be used to indicate the level of narcissism 

from a high to a low level. Emojis are visual representations of facial expressions, body 

language, and hand gestures used to indicate emotions and attitudes in text (Gülşen, 2016). 

According to Yuasa, Saito, and Mukawa (2011), the use of emoticons enriches the 

communication between the sender and the recipient. Emoticons exist on social media and 

have also been widely adopted in various channels of communication to express sentiment. 

Even though emoticons are graphical representations of human emotions with less 

expressive power than real facial expressions, they are able to convey emotions (Yuasa et 

al., 2011). Fuzzy logic is applied on the level of narcissism by considering the fuzziness 

and the vagueness of text classification. Each step in the fuzzy logic system contains a set 

of treatments. This research argues that interaction with tweets by users and the use of 

graphical emoticons that shows traces of narcissism will protect users from narcissistic 

people on social media. Narcissists post on Twitter with the intention to influence others 

because of the nature of their personality. Thus, if tweets can be flagged using emoticons 

as a warning to users before interaction on social media, narcissism influence can be 

reduced. Accordingly, the use of emoticons can strengthen the power of positive 

interactions on social media interactions. Therefore, this research emphasizes the need to 

incorporate emoticons on tweets as it will reduce the effect of narcissists by warning and 

even filtering traces of narcissism from users. Researchers can also adopt the recommended 

emoticons to complement their personality studies.  

 Table 7.6: Fuzzy-based narcissism classification emoticons  

Level of 

narcissism 

Emoticon Description Sentiment Seed words 

1 

 

Level 1 implies high form of 

grandiose narcissism 

+0.5 to +1 'I’, ‘my', ‘me', 

’myself’, ‘I’m’, mine', 

’oneself’, 

2 

 

Level 2 denotes a moderate 

level of grandiose 

narcissism. 

+0.2 to 

+0.49 

'happy', 'brilliant', 

beautiful 

3 

 

Level 3 indicates empath 

personality. 

+0.19 to-

0.19 

Follow, 'retweets', 

'gain' 
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4 

 

Level 4 denotes a moderate 

level of vulnerable 

narcissism. 

-0.2 to -

0.49 

'worthless', 'sad', 

'rude' 

5 

 

Level 5 denotes a high level 

of vulnerable narcissism. 

-0.5 to -1 'kill', 'bullshit','fuck', 

'racist', 'hate' 

 

7.8 Summary  

Fuzzy logic is a simplistic approach to achieve a precise outcome using input data that is 

unclear, ambiguous, imprecise, noisy, or missing. The degree to which a person exhibits 

"narcissistic" characteristics varies on several levels. The improved narcissism 

classification presented in this chapter categorised users based on their level of narcissism 

using machine learning classifiers and fuzzy approach. Vagueness is associated with the 

difficulty of making precise and clear distinctions in personality classification. Uncertainty 

refers to a scenario in which the choice between two or more options is unclear. Through 

the use of fuzzy sets, uncertainty at various stages can be solved. Both narcissism and the 

amount of people using social media are on the rise, and research on the relationship 

between the two is still at infancy stage. The application of fuzzy rules enhances machine 

learning classification and allows better interpretation on how the final classification was 

derived from a classifier. This chapter has also recommended emoji icons to distinguish the 

five levels of narcissism given two input variables.   
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CHAPTER 8: PERFORMANCE EVALUATION OF NARCISSISM 

CLASSIFICATION 

8.1 Introduction  

The methodology adopted for this research was design science research, which places 

emphasis on generating new knowledge by constructing and evaluating designed artefacts. 

In design science research, evaluation is critical for determining a model's credibility and 

any necessary improvements (Peffers et al., 2018). The designed artefacts included the 

process model, classification model for narcissism prediction, and the recommended 

research model for this research. In this chapter, after establishing the optimal classification 

model hyperparameters, the influence of sentiment polarity, input attributes, and dataset 

size which were evaluated are presented in this chapter. Each classifier was evaluated using 

different attributes and data sizes with the different parameters presented in Sections 8.3 

and 8.4. Section 8.6 presents the comparisons of the classifier performance based on the 

different parameters and in comparison, with existing literature. The comparison was 

carried out according to the accuracy and the F1score value which these methods achieved.  

8.2 Performance metrics  

The performance evaluation was conducted on the accuracy, the F1-score, precision and recall 

parameters of the scikit-learn metrics. Accuracy is the proportion of total correct predictions. 

F-measure (F1-score) consolidates precision and recall and tries to demonstrate the balance 

between them. The percentage of relevant instances accurately identified is referred to as recall. 

Precision is the percentage of correctly predicted relevant instances (Kynkäänniemi, Karras, 

Laine, Lehtinen, & Aila, 2019). 

8.2.1 Basic parameters setup  

All experiments were implemented in Python 3.7. Before training classifiers, the 

transformation of the data into feature vectors was done. Data frame mapper library in 

Python was used to map data frame columns to transformations, then later recombined into 

features. The datasets were split into training and test data on an 80%-20% basis. All 

classifiers were implemented in the scikit-learn; a library for Python that offers efficient 

data mining and data analysis tools such as classifications, regressions, and clustering 

(Nguyen et al., 2019).  
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8.2.2 Dataset variables  

Four input variables and one target variable were used in the experiments. The first input 

variable is Pre-processed tweet (Pt). This relates to the tweets that had been pre-

processed as Rule 4.1 and is denoted as (Pt). The second input variable is Tweet 

Frequency (Tf). It relates to the number of tweets (statuses posted) made by the user. 

This was categorised into three as discussed in Section 6.7.1. The third input variable is the 

'Lexicon presence (Lp)'. It relates to the presence or absence of a narcissistic-related 

words based on the narcissistic dictionary as discussed in Section 5.6. The fourth variable 

used in training is the sentiment polarity (Sp) of the tweet. It relates to the polarity of the 

pre-processed tweet (Pt) and can be positive, neutral, or negative. The target variable is 

narcissism class and classified into three categories: Grandiose Narcissism-GN/1; Empath 

Personality-EP/0; Vulnerable Narcissism-VN/2. The output variable is a trained classifier 

based on the four input variables and the target variable.  

8.3 Impact of sentiment analysis on classifier accuracy  

According to Lin, Mao, and Zeng (2017), personality influences user expressions and 

attitudes but is seldom accounted for in emotional classification. People with the same 

personality have been found to exhibit similarities in writing and expressions (Wilson, 

DeRue, Matta, & Howe, 2016). This feature is the basis for introducing sentiment analysis 

into personality prediction. Sentiment analysis classifies the polarity orientation of tweets 

based on their sentiment inclination. In this experiment, the effect of sentiment on the 

classification accuracy of various classifiers is evaluated. The results are presented relative 

to the classifier accuracy without a sentiment as a training variable to show how sentiment 

influences classifier performance easily. Therefore, a classifier is trained on three variables, 

i.e., pre-processed text, number of tweets per user and presence and absence of lexicon. 

The scores of each classifier with these parameters are then presented.   
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seen in Figure 8.1, there is a clear difference in regards to classifier accuracy when the 

variable was used and not used. This shows that when classifying personality, the sentiment 

of texts made by users ought to be taken into consideration  

  

Figure 8.1: Classifier accuracy with sentiment as a variable  

 

8.4 Classification experiments  

In these experiments, classifier performances based on different dataset sizes and different 

input attributes are presented. Three supervised classifiers and four ensemble classifiers 

models were trained and evaluated in scikit-learn in Python. The data used to construct and 

evaluate the models was transformed into numeric values to make them suitable for the 

construction of the model. The dataset has input variables, target variable, and output 

variable. In experiments 8.2, 8.3, 8.4, and 8.5 the influence of the input variables on the 

accuracy is presented. Generating a model using the technique of selected classifiers 

involves mapping all the significant patterns and relationships among specified input 

attributes to predict the target variable.   

8.4.1 The impact of the number of input variables on classification accuracy  

The objective of these experiments was to examine how various dataset input variables 

influence the classifier performance in terms of accuracy. In this experiment, the research 

was interested in finding out the relation between the performance of classifiers and the 
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as the number of input variables increased. From the five experiments (8.1, 8.2, 8.3, 8.4, 8.5) 

conducted, it is evident that the number of input variables influence classifier accuracy. This 

finding supports Choi and Lee's (2017) conclusion that big data analysis necessitates a greater 

understanding of data set attributes, data structure, and rate of update frequency.  

 

Figure 8.2: Input variable accuracy comparison  

 

Experiment 8.6: The impact of on data size variation on classification accuracy  

In this experiment, the research sought to investigate scalability and the impact of data size 

on classifier performance. To achieve the experiment objective, the properties of the training 

datasets were controlled. Instead of using the whole dataset used in Section 6.6 experiments, 

the size of the dataset was split into three categories. The first dataset used was annotated as 

consolidated tweet lists 100 and refers to the whole dataset used in Chapter 6 

experiments. Three other datasets were split from this (Consolidated tweet lists  

100). The first dataset is consolidated tweet lists 80. This refers to the 80% 

tweets of the whole dataset extracted randomly. The second dataset comprised 60% of the 
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80% consolidated tweet lists and is labelled consolidated tweet 

sublist 60. The third dataset comprised 40% from consolidated tweet lists 

80 dataset and 20% from consolidated tweet lists 100.The third dataset 

is labelled as consolidated tweet sublist 40.  

Experiment test bed: 

Input:  

Input variable 1: Pre-processed tweet (Pt)   

Input variable 2: Tweet frequency (Tf) 

Input variable 3: Lexicon presence (Lp)  

Input variable 4: Sentiment polarity (Sp)  

Classifiers: SVM, NB, RF and ensemble voting classifiers  

Output: Refer Figure 8.3  

 

Figure 8.3: Performance accuracy of individual classifiers based on different data sizes  

The objective of experiment 8.6 was to evaluate the significance of dataset size on the 

performance of classifiers. According to Althnian et al. (2021), the size of a dataset is 

considered as a significant factor in evaluating the performance of the classifier.  Small 

datasets can lead to over-fitting, while large datasets can lead to better classification results. 

Furthermore, in regards to large dataset, there is an optimal size of dataset whereby any 

further increase in the dataset size does not result in any improvement in classifier accuracy. 

Althnian et al. (2021) noted that previous studies have focused on maximizing classifier’s 
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accuracy on limited size datasets, while paying less attention to the impact of the size 

attributed of the dataset.  

As shown Figure 8.3, one large dataset (consolidated tweet lists 100) was split into three small 

subsets. In terms of accuracy, the change in model performance as a result of the reduction in 

dataset size was assessed. While there was a general upward trend in accuracy from sublist 

40,60,80, the accuracy dropped with list 100. The results highlight significant influence of data 

size on the classifiers performance and that optimal dataset size exists where any increase of 

data does not increase the accuracy of any classifier further. The optimal dataset for this 

experiment was sublist 80 as shown in Fig. 8.3 and Fig. 8.4.  

 

Figure 8.4: Performance accuracy of ensemble classifiers based on different data sizes  

 

Figure 8.4 shows the performance of different combinations to ensemble classifiers based on 

various data sizes. Consistent with individual classifiers, better accuracy was achieved with 

consolidated tweet lists 80. It can be observed that for this experiment the optimum data size 

is 80% of the original dataset. This implies data for any prediction research, researchers have 

to perform different experiments to identify their optimal dataset, and with which type of 

attributes.  

8.5 Impact of input variables: Experiment outcome summary  

Experiments conducted using more input variables (4) resulted in comparatively better 

performance than those trained with two and three input variables. Different metrics were 

utilised to determine the model with the best performance. As shown in Figure 8.2, there was 

a precise distinction classifier accuracy when the training variables increased. This indicates 
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that models ought to be trained with more than one input variable to perform successful 

prediction.  

In addition, it can be noted that sentiment is a key variable in personality classification. As 

shown in Figure 8.1, the accuracy of classifiers increased by +5% when the sentiment variable 

was included in training the classifier. Social media users communicate to their circles of 

closely known and unknown friendships through text posts (Khowaja, Mahar, Nawaz, Wasi, 

& Rehman, 2019). Thus, incorporating sentiment in narcissism classification helps provide 

overall insight opinion of users to different topics on social media. It is also notable to point 

out that there was a strong correlation between classifier performance and training variables. 

When fewer variables were used, the accuracy was low, as shown in Figure 8.2, but the 

accuracy increased when the variables increased.   

In addition, ensemble learning is a powerful solution for combining the learning models. From 

the above discussion, it can be observed that all the ensemble clarifiers including random 

forest, which is an ensemble of decision trees, surpassed other ML models in classifying of 

narcissism tweets. Table 8.6 shows the performance of the two best performing classifiers 

(random forest (RF) and ensemble 3). RF outperforms ensemble classifier 3 by 1% in accuracy 

and F1-score metric. Ensemble three had a better recall of 1 for class EP and better precision 

of 0.97 compared to RF. In regards to the VN class, RF had a better precision of 0.8 compared 

to EN3 with 0.76. It was concluded that semi-supervised models outperformed supervised 

models. 

Table 8.6. Experimental results of RF and En3 with four input variables 

Classifier Accuracy 

(%) 

Class Precision Recall  F1-

score 

(%) 

  GN 0.94 0.89  

Random Forest 95.02 EP 0.95 0.99 95 

  VN 0.96 0.80  

  GN 0.95 0.86  

Ensemble 3 (RF, 

SVM & NB) 

94.42 EP 0.94 1 94 

  VN 0.97 0.76  
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8.6 Comparison of performance with related research   

According to Swearingen et al. (2017) and Gemert (2017), choosing the suitable classifier for 

a dataset and configuring and using an optimal classifier and the right dataset attributes is a 

current research problem in machine learning. This is largely due to the large number of 

different algorithms available and their difficulty in deployment, fine-tuning and interpretation 

(Luque, Carrasco, Martín, & De las Heras, 2019). At the same time, more data than ever before 

has become available to users but the quality of the data has not necessarily improved. These 

challenges require novel solutions. In addition, Choi and Lee (2017) asserted that the common 

challenge in machine learning studies is obtaining an optimum data size that can produce a 

reasonably high level of accuracy. This chapter presented various experiments that had been 

conducted in order to explore the influence of pre-processing, data set size and the number of 

input variables on the performance classifiers. High accuracy was achieved with more input 

variables. The use of four variables and 80% of the dataset achieved a high accuracy of 95%, 

which was better than existing studies.   

Saeidi, Sousa, Milios, Zeh, and Berton (2019) conducted a study with the aim of categorising 

online harassment in Twitter posts. The study used Random Forest, linear SVM, Gaussian 

SVM, Polynomial SVM, multilayer perceptron, and AdaBoost methods. The dataset consisted 

of 10,622 Tweets. They tested different approaches to develop features for the classifiers and, 

thereafter, conducted classification and applied 10-fold cross-validation setup. Random forest 

was their best ranked classifier, with an accuracy of 93.5%. The study concluded that the use 

of TF-IDF vectors presented higher performance (Saeidi et al., 2019). Compared to the 

experiments conducted in Section 8.4, the random forest classifier trained with a large data size 

and training variables achieved better accuracy than their study.  

Christian, Suhartono, Chowanda, and Zamli (2021) conducted a study to predict personality 

from Facebook and Twitter. They used my Personality dataset consisting of 9,917 status 

updates and their second dataset consisted of 46,238 Tweets. The best classifier obtained an 

86.2% accuracy and 91.2% F1-score on the Facebook dataset. The Twitter dataset had an 

accuracy of 88.5% and 88.2% F1-score score. In comparison with the results of this research 

classification experiments, the research achieved better accuracy of 95% in the first dataset of 

142,000 tweets and 92% in the second dataset of 100,000 tweets. On both datasets, Christian 

et al. (2017) observed that sentiment analysis and the NRC lexicon database had a significant 

impact on their personality prediction. For this research, it was observed that the number of 



 

145  

attributes together with sentiment analysis and lexicons contributed to the better performance 

of the classifier. Higher F1-score and accuracy was achieved with four input variables which 

included sentiment of the tweets, followed by the test with three input variables.  

Kunte and Panicker (2019) conducted a study to predict the personality of Twitter users using 

XGBoost and ensemble classifiers. Their dataset consisted of 9,918 tweets. The classifiers 

were trained with only one training variable, i.e., the tweets and five labels (Kunte & Panicker, 

2019). Their study achieved an accuracy of 82.59% with their ensemble classifier. In 

comparison, the current research achieved higher accuracy (95%) with three labels and four 

training variables. In addition, the dataset used in this research was 142,000 tweets which was 

a higher sample than Kunte and Panicker’s (2019) study.   

Kumar, Sharma, and Arora (2019) sought to predict depression from social media data. They 

used a dataset of 100 Twitter users. The study used five input variables to train their classifiers. 

Anxiety-related lexicon, tweet frequency, time the tweet was posted, sentiment, and the 

occurrence of at least 25% polarity contrast in postings within 24 hours were all used as input 

variables. Three classifiers of, gradient boosting, Naïve Bayes and random forest and one 

ensemble classifiers were trained. Their best classifier achieved an accuracy of 85.09%. The 

current research further achieved a higher accuracy than this research with four input variables 

and three labels.  

 

Figure 8.5: Performance accuracy comparison with related research   
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8.7 Summary  

In this chapter, the effects of various variables in the dataset on classifier accuracy were 

investigated. Many factors play a role in why people spend time on social media. It is critical 

to conceptualise and constructively break down the factors associated with using major social 

media platforms.  Through experiments using Twitter data, it was noted that sentiment is 

beneficial in predicting a user personality with higher accuracy as opposed to not incorporating 

the sentiment. The results from classification experiments showed that attributes of a dataset 

could affect the performance of machine learning classifiers. The number of training variables 

have a significant effect on personality prediction accuracy. The adopted approach, i.e., the 

combination of more input variables (4), the classifiers generated a better result in comparison 

with the result obtained by applying less input variables (2). Therefore, the findings suggest 

that researchers and practitioners need to consider the attributes of the datasets before choosing 

appropriate classifiers. The findings further support the theory that proper control of training 

datasets is fundamental in text classification. In this regard, the research proposes determining 

what type of variables are found in the dataset. As observed in the experiments, the more the 

training variables used, the higher the classifier accuracy. An important finding from the 

classification tests is that the more the training attributes, the higher the accuracy. The results 

from this chapter corroborate the findings from previous studies (Choi & Lee, 2017) that input 

variables and data size influence the machine learning model's performance, and appropriate 

algorithms ought to be selected based on the dataset. SNSs encourage users to focus on only 

a few elements of their lives and personalities, hence a person's personality influences how 

they use SNSs. By recognising relationships between variables such as personality and SNS, 

psychologists can better understand how online web influences our social lives and social 

behaviours.  
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 CHAPTER 9: DISCUSSION AND CONCLUSION 

9.1 Introduction  

Design science research methodology was adopted in this research. The need to predict 

narcissistic behaviour using Twitter as the social media platform was presented in Chapter 1. 

Chapter 2 discussed previous studies related to personality prediction, existing personality 

theories, and gaps in past research. This chapter summarises the research undertaken, presents 

the significant findings regarding the research questions, and discusses the implications of this 

research. The chapter also discusses the recommended research model for the study that 

emanates from the research findings. The process model that underpinned this research had 

four main tasks. First was data pre-processing, the second task was sentiment analysis and 

data annotation, the third task was classifying tweets into narcissistic and non-narcissistic 

tweets. The fourth and final task was the prediction of the level of narcissism of a user using 

fuzzy logic. Therefore, the end goal was to train two classifiers. The first step approach of 

classification categorised a tweet as grandiose, empath, or vulnerable narcissism. 

Subsequently, the second step used fuzzy logic to predict the degree of narcissism, given two 

input variables.  

Through various experiments, three classifiers and four ensemble classifiers (SVM&NB, 

RF&NB, SVM&RF, SVMRF&NB) were evaluated. The SVM, RF, and RF with the Naïve 

Bayes ensemble classifier were most effective and provided the best performance based on 

the experimental results. Secondly, various pre-processing methods were studied, and some 

interesting observations were evident from the experiments. The experimental results proved 

that stopwords removal contributed to the meaning of words in the sentiment analysis and 

eventually affected the accuracy of classifiers. It was also noted that stemming and 

lemmatization influenced topic models as they tend to alter the meaning of words. The 

research concludes that appropriate pre-processing techniques and input variables should be 

considered based on the research objective.   

9.2 Research questions revisited  

The answers to the research questions identified in Section 1.4 are summarised in this chapter. 

The main research question for this study was "How can traces of narcissistic personality 

traits be identified among social media users?” This research developed a process model 

(Section 3.5) used to answer the research questions. After all processes and experiments had 
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been conducted in the initial process model, a modified process model for predicting 

personality traits is recommended. The process model comprises four main phases, namely 

Phase 1 (rulebased text processing), Phase 2 (data labelling), Phase 3 (classification), and 

finally Phase 4 (prediction). The phases in the modified research model summarise the answers 

to the four research questions. Figure 9.1 below presents the phases in detail.  

9.3 Modified process model phases  

As noted in Section 9.2, a modified process model has been developed that shows the different 

steps undertaken to answer the research questions Section 1.4. The process model is organised 

into four phases, and the activity in each phase must be conducted before proceeding to the 

next phase. There is also iteration among phase 1, phase 2, and phase 3 based on the classifier 

results and the needs of the researcher.  

9.3.1 Phase1: Rule-based text pre-processing  

The first research question was How can Twitter dataset be prepared for sentiment analysis? 

To answer this research question, different data pre-processing techniques were used to 

prepare data for sentiment analysis, as discussed in Chapter 5 and shown in phase 1 of the 

process model. The research noted that appropriate text pre-processing techniques ought to be 

selected based on the research objective. For this study, text pre-processing was done using a 

rule-based approach, and selected techniques were adopted.  

Pre-processing can potentially eliminate useful information or add errors into the analysis (for 

example, when stemming alters semantically different phrases) and can affect classifier results 

(Boyd, 2016). This research noted that despite various text pre-processing techniques, not all 

of them are appropriate for personality classification. Therefore, proper text pre-processing 

techniques have to be considered based on the research objective. This research recommends 

pre-processing approaches for personality classification: conversion to lowercase, 

alphanumeric characters removal, removal of @ and # symbols, tokenization, and 

lemmatization. These five approaches are adopted as they do not alter the meaning or order of 

words in a dataset. 
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Figure 9.1: An updated process model (Author)  
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 9.3.2 Phase 2: Data labelling  

The second research question was "How can prepared twitter dataset be labelled into different 

categories of narcissism?" The dataset was labelled into grandiose narcissism, vulnerable 

narcissism, and empath personality. This was achieved through simultaneous tasks of 

sentiment analysis, topic modelling, and lexicon detection. Lexicon detection was achieved in 

phase 2 of the process model through the dictionary built from literature.  

Data labelling refers to the process of annotation of the dataset into certain categories. Raw 

social media data is unstructured and does not have any labels. Therefore, after pre-processing, 

this research recommends applying two approaches with the objective of labelling data. In the 

first approach, the research suggests that sentiment analysis is done on the processed tweets. 

This is because users use social media to express themselves emotionally. Emotions could be 

negative, neutral or positive, depending on the attitude and the subject matter the user is 

reacting to. In addition, sentiment is an essential item in identifying individual personality. The 

second approach is lexicon detection. This involves categorising tweets into two classes of 

narcissism based on the presence or absence of keywords in the developed lexicon (dictionary). 

A tweet can be labelled narcissistic if it has at least one lexicon present in the developed 

dictionary and non-narcissistic if it does not have any lexicon in the dictionary. To further 

differentiate grandiose and vulnerable narcissism, Vader sentiment analysis results are adopted. 

The research suggests that scores between +0.5 and +1 be considered positive for grandiose 

narcissism; a score of between -0.49 and +0.49 be considered neutral; and a score of -0.5 to -1 

be considered for vulnerable narcissism.  

9.3.3 Phase 3: Machine learning classification  

The third research question was "How can traces of narcissism be classified using a labelled 

Twitter dataset? This study sought to identify traces of narcissism as a personality on social 

media. To achieve this objective, existing tools and techniques were reviewed in Chapter 2. 

Various machine learning classifiers were explored from the literature review based on their 

suitability to the study and classification.   

Once the whole dataset is labelled, this research recommends applying machine learning 

classifiers to the dataset based on the needs of the researchers. Various classifiers can be 

evaluated based on accuracy and F1- score as used in this research. The classifier with higher 

accuracy can then be adopted and be used in the next stage of prediction.  
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9.3.4 Phase 4: Fuzzy-based prediction  

The last research question was, "How can the classification of narcissism be improved?" This 

was answered in phase 4 of the process model, as shown in Figure 9.1. This is the last phase of 

the process model, where the trained classifier is used to predict new data. In the process model, 

predictions can be made using both a trained classifier and fuzzy logic or just the trained 

classifier alone. To increase the effectiveness of the trained model in prediction, fuzzy logic is 

incorporated. Linguistic vagueness and uncertainty are well-suited to fuzzy logic. The research 

recommends the adoption of either of the approaches based on the research objective. Fuzzy 

logic is a computational approach where truth values range from 0 and 1. Fuzzy logic assisted 

to further establish the degree of narcissism by way of representation in terms of levels.   

9.4 Recommended research model  

This research concludes by recommending a research model that can identify traces of 

narcissism on social media. This research suggests the analysis of tweets made by the user to 

identify narcissistic personality while also considering three other moderating variables. These 

variables are the polarity of the tweet. Secondly, researchers need to consider the number of 

tweets made by a user. Finally, researchers ought to consider the lexicons used by a user when 

they are tweeting. As discussed in the literature review, Twitter users behave differently. Some 

tweet frequently, while some tweet occasionally. Those who tweet often may have tweeted 

with positive polarity or negative polarity. Thus, the sentiment, the frequency of tweeting, and 

the type of lexicon used ought to be included in identifying traces of narcissism  

  

Figure 9.2: Recommended research model (Author)  

9.5 Research limitations  

The focus of this research was to develop a model that can identify traces of narcissism from 

social media. While this was a success based on the different experiments done, the research 



 

152  

had a few limitations. The patterns of user activity within Twitter may differ from social media 

platforms, which limits the ability to generalise the results outside of Twitter. While the dataset 

provides a strong starting point for solving the problem, however, due structural changes, a 

model constructed with this training set may not translate well to other social media platforms 

like reddit or Instagram. Expanding the research to other social network sites would 

significantly increase the diversity of the variables in the dataset as information those platforms 

are more diverse than the dataset used in this study. The three main classifiers used in this 

study, proved to be fairly effective at solving the problem. As previously stated, the 

implementations in this study produced excellent results on a small dataset.    

9.6 Contribution to knowledge   

This dissertation advances personality trait prediction by proposing a process model that can 

be adopted by research in social media and personality research. Moreover, the findings of 

predicting personality traits could be used to assist the law enforcement sector in assessing 

criminal behaviour.  

This research also expanded Fan and Gordon's (2014) CUPP framework by incorporating 

iteration and prediction. The original framework has only three stages of capture, understand 

and present. This research has modified the framework and included the 'predict' stage before 

the 'present' stage. Once classification is done in the 'understanding' stage in the CUP 

framework, it is necessary to use the trained classifiers to perform new predictions. This is 

handled by the 'predict' stage in the modified Iterative CUPP framework.  

9.7 Recommendations   

In general, this research makes various recommendations to different social media 

stakeholders, as discussed in the next sections.  

9.7.1 Recommendation for Twitter  

This research recommends the use of emoticons to Twitter to flag tweets that have traces of 

narcissism. With the popularity of Twitter rising on daily basis there is need to protect the users 

by providing them with a safe space for tweeting. Thus, flagging narcissistic tweets will help 

to prevent users’ exposure to such individuals and provide a safe space for tweeting and 

interacting amongst users. In addition, Twitter should put in place measures to handle 
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complaints about narcissistic posts on their platform, which should then hide further sharing of 

such posts.  

9.7.2 Recommendation for users  

Individuals use social media sites for various reasons, but the most popular motivation is to 

build and sustain interpersonal relationships. According to research, certain personality factors 

can lead to increased social media usage. The use of social networking sites for self-promotion 

is linked to narcissism. Individual with narcissistic traits is likely to claim their desire to gain 

favourable attention from others and grow their social network. Therefore, this research also 

recommends users be cautious when establishing such interpersonal relations on Twitter.  

This research also provides a way for users to discern potential threats and a sense of 

susceptibility within SNSs. Examining personalities and behaviours as they occur in the actual 

world and applying the results to the virtual is one way to capture the essence of SNS 

cybercrime. Many people spend an unusual amount of time connecting with social media sites 

and posting a large volume of personal data. As a result, users and their audiences intentionally 

release personal data into the public sphere. Cybercriminals may take advantage of this by 

creating fake identities and obtaining private information from users on social media sites.   

9.7.3 Recommendation to the researchers  

This study only used the Twitter dataset. Future research can include other social media 

platforms like Instagram, Reddit, and Facebook. Secondly, future research can also incorporate 

traditional questionnaires together with the digital footprints of the different users. In addition, 

this application of deep learning techniques to predict narcissism from social media can also 

be another direction of future work.  

Researchers can also employ a "mixed study methodology" by formulating questionnaires to 

users and using their tweets to conduct a study on personality traits. In addition, whereas the 

dataset used in this research was limited in terms of producing a generalisable classifier, with 

a more robust and versatile dataset, the model's capabilities may be used for more reasons.   

9.7.4 Recommendation to governments  

This research also recommends the incorporation of personality traits, specifically narcissism, 

in law enforcement. While the existing approaches seem to work, incorporation of online 

personality traits can help deter and speed up identification and prevention of crime. The link 
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between narcissism and aggression corroborates previous research findings that show people 

with inflated egos, which are a sign of narcissism, are more likely to engage in violent 

behaviour. This research has discussed narcissism as a personality trait and its potential 

association with crime and violent behaviours. This finding was further supported by Barry et 

al. (2007), who observed that teens with criminal history are more narcissistic than general 

population. Hepper, Hart, Meek, Cisek, and Sedikides (2014) observed that narcissistic traits 

are linked to higher risk of criminal activities. Therefore, law enforcement authorities in 

government may incorporate personality traits to prevent and investigate crime.  

9.8 Summary  

A model for detecting and identifying traces of narcissism based on tweets was developed in 

this work. In this research, publicly available Tweets were collected to develop a narcissistic 

prediction model to identify traces of narcissism from social media. The experiments used 

various features and techniques to find a combination that performs well for the tasks. The best 

classifier obtained provides an accuracy of 88.19% and an f1-score of 88%. In Chapter 4, 

prediction workflow and outline of the steps of achieving the research objective were discussed. 

The proposed solution achieves high accuracy and is scalable with large datasets. The 

experiments show that the fuzzy-based machine learning narcissistic classification is precise in 

identifying traces of narcissism from social media and achieved a better accuracy than previous 

studies. In conclusion, this thesis expands the existing body of knowledge by incorporating 

new ways of identifying narcissistic personality traits from Twitter. Social network sites have 

become an integral part of people’s lives, and have increased in popularity. Therefore, future 

studies could explore how existing and future social media platforms can be enhanced to 

safeguard individuals’ well-being, particularly those who are highly vulnerable in the society.  
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