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ABSTRACT 

Pneumatic systems play a pivotal role in many industrial applications, such as in 

petrochemical industries, steel manufacturing, car manufacturing and food industries. Besides 

industrial applications, pneumatic systems have also been used in many robotic systems. 

Nevertheless, a pneumatic system contains different nonlinear and uncertain behaviour due to 

gas compression, gas leakage, attenuation of the air in pipes and frictional forces in mechanical 

parts, which increase the system’s dynamic orders. Therefore, modelling a pneumatic system 

tends to be complicated and challenges the design of the controller for such a system. As a 

result, employing an effective control mechanism to precisely control a pneumatic system for 

achieving the required performance is essential. 

A desirable controller for a pneumatic system should be capable of learning the dynamics of 

the system and adjusting the control signal accordingly. In this study, a learning control scheme 

to overcome the highlighted nonlinearity problems is suggested. Many industrial processes are 

repetitive, and it is reasonable to make use of previously acquired data to improve a controller’s 

convergence and robustness. An Iterative Learning Control (ILC) algorithm uses information 

from previous repetitions to learn about the system’s dynamics. The ILC algorithm 

characteristics are beneficial in real-time control given its short time requirements for 

responding to input changes.  

Cylinder-piston actuators are the most common pneumatic systems, which translate the air 

pressure force into a linear mechanical motion. In industrial automation and robotics, linear 

pneumatic actuators have a wide range of applications, from load positioning to pneumatic 

muscles in robots. Therefore, the aim of this research is to study the performance of ILC 

techniques in position control of the rod in a pneumatic position-cylinder system. Based on 

theoretical analysis, the design of an ILC is discussed, showing that the controller can 

satisfactorily overcome nonlinearities and uncertainties in the system without needing any prior 

knowledge of the system’s model. The controller has been designed in such a way to even work 

on non-iterative processes. The performance of the ILC-controlled system is compared with a 

well-tuned PID controller, showing a faster and more accurate response. 
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CHAPTER 1: INTRODUCTION 

1.1. Background 

In industrial processes, it is common to adjust fluid flow rates or machinery’ positions and 

speeds to meet specific requirements for achieving certain outcomes. For example, through 

throttling a fluid flow, a certain flow rate, speed, composition or density can be achieved. Many 

types of machinery in manufacturing processes are required to be accurately positioned. The 

movement can be made possible by the use of actuators. The actuator mechanism can be 

manual, hydraulic, pneumatic or electromechanical.  

Pneumatic actuators have some advantages over their hydraulic and electromechanical 

counterparts. Unlike hydraulic systems, no temperature limitation is imposed on pneumatic 

systems. The pneumatic systems use air, which allows the exhaust gases to be released into the 

atmosphere, and eliminates the need for the return pipes in the system. Moreover, a pneumatic 

system can be easily stored for a long time as it is virtually dry. Compared to electromechanical 

systems, pneumatic systems generate a higher power density over a greater operation bandwidth 

without causing any electromagnetic interferences.  

Jackhammers, pneumatic cylinders, pneumatic boosters, power drills and direction control 

valves are examples of widely used pneumatic systems. Generally, pneumatic systems are 

cheaper, safer, cleaner, and easier to maintain [1]. In many manufacturing processes, such as 

steel and car manufacturing, pneumatic systems have been extensively used, and in fact, they 

play a pivotal role in the petrochemical and food industries.  

1.2. Motivation 

1.2.1. General Motivation for the Study 

Pneumatic systems use the force generated by compressed air in their operation. The air is, 

however, compressible and has a low damping characteristic, which causes a nonlinear response 

and increases the system’s dynamic order. Moreover, before the system can apply any force to 

a load, a pneumatic system’s pipes and cylinders have to be filled with air. This results in further 
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nonlinearities in the form of dead-band and transmission attenuations. Also, a pneumatic system 

is affected by frictional forces caused by the mechanical parts’ movements. Such uncertainties 

and nonlinearities in a pneumatic system make its modelling a complicated practice. This might 

have negative effects on the precise control of the system, depending on the selected control 

algorithm. Therefore, there would be a need for a control approach capable of overcoming the 

mentioned challenges.  

The most commonly used controllers in industrial applications are Programmable Logic 

Controllers (PLCs), which, as their name suggests, use logical signals to control a system. 

However, due to the nonlinear nature of pneumatic systems, PLCs cannot achieve the desired 

performance in controlling a pneumatic system. Employing Proportional-Integral-Derivative 

(PID) controllers is another conventional method in controlling industrial processes. 

Nevertheless, PID controllers experience gain tuning problems in systems with nonlinearities 

and uncertainties. The PID controllers are used in conjunction with adaptive and intelligent 

controllers to obtain the desired level of performance in pneumatic systems. Robust controllers 

have also been utilized in controlling pneumatic actuator systems to overcome uncertainties. 

The ability to adapt to the system’s variation is the common characteristic held by the most 

successful algorithms used in controlling pneumatic systems [2].   

1.2.2. Motivation for the Adopted Approach 

A controller should enable a system to accurately track a reference signal over a period of 

time despite potential variations in the system. In many control algorithms, the model of the 

system has to be achieved prior to the design of the controller. However, due to the gases’ 

physical behaviour, modelling a pneumatic system is usually done based on many assumptions 

that might result in an inaccurate model during the system operation. As a result, such 

controllers may not achieve the required performance. This leads to developing real-time 

control systems capable of controlling pneumatic systems without needing to obtain the 

mathematical model of the system. 

An Iterative Learning Control (ILC) algorithm uses information from previous repetitions 

to learn about the system’s dynamics for generating a more suitable control signal. This learning 

process is performed in an iterative manner to improve the controller’s performance from one 
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iteration to the other, achieving a zero-error convergence. ILC algorithms are particularly useful 

in real-time control systems, given their relatively quick response to the changes of the input 

signal. 

Many industrial processes are repetitive, which means the same control action should be 

performed repeatedly. Therefore, it is reasonable to make use of previously acquired data for 

improving a controller’s convergence and robustness in such processes. In this study, an ILC 

method will be suggested to overcome the nonlinearities and uncertainties resulting from air 

characteristics, pressure loss, leakage and load variations in a pneumatic system. This control 

algorithm should be capable of adapting to the system’s dynamics and adjusting the control 

signal accordingly. 

1.3. Problem Statement 

The position control of a pneumatic piston-cylinder system affected by a variety of factors 

and disturbances is considered in this research. In addition to the nonlinearities and uncertainties 

resulting from the physical characteristics of the air, the dynamics of a cylinder and the friction 

losses in the pneumatic servo system are considered. An ILC algorithm is designed to precisely 

control the position of the rod in a pneumatic piston-cylinder system. The ILC method learns 

the system’s behaviour from the system’s input and output and tries to achieve the required 

performance through minimizing error with multiple iterations. Therefore, no prior knowledge 

of the system model is required. 

1.4. Aims and Objectives 

The aim of this research is to design an ILC controller for position control of a pneumatic 

system to achieve a certain level of performance. As a result, the following objectives have to 

be achieved:  

1) To model and simulate a pneumatic piston-cylinder system by considering the 

nonlinearities and uncertainties affecting the system.  
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2) To design and employ ILC techniques to control the position of the rod of the modelled 

pneumatic piston-cylinder system. The system should converge to steady-state 

conditions within a minimum allowable time and be robust against uncertainties. For this 

purpose, the control system measures the system’s errors and learns from the recurrence 

and accumulation of these errors to develop a control algorithm for achieving stability 

through eliminating the errors. 

3) To compare the performance of the ILC to a conventional controller such as a well-tuned 

PID controller. 

1.5. Outline of Dissertation Structure 

The rest of this dissertation is outlined as follows: 

Chapter 1 covered the background and motivation of the study. This was followed by the 

motivation for selecting the adopted approach, the problem statement and the objectives of this 

research. Chapter 2 presents an overview of the literature on controlling pneumatic systems and 

different ILC techniques. In Chapter 3, the mathematical model and simulation of the selected 

pneumatic system are discussed. The controller design for the selected pneumatic system is 

covered in Chapter 4, and the performance of the system has been investigated. Finally, the 

research is concluded in Chapter 5. 
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CHAPTER 2: LITERATURE REVIEW 

2.1. Introduction 

In pneumatic actuators, the energy of compressed air is converted into mechanical force, 

causing rotary or linear motions. Cylinder-piston actuators are the most common types of 

pneumatic systems, which translate air pressure energy into a linear motion. Linear pneumatic 

actuators have a wide range of applications in industrial automation and robotics, from load 

positioning [3] to active suspension of vehicles [4], heavy-duty vehicles’ air-brake systems [5], 

conveyor belt systems [6, 7] and pneumatic actuator muscle (PAM) [8-10] of robots. 

Nevertheless, there are limitations in employing pneumatic actuators in applications that 

require high stability, precision and robustness. These limitations are due to the existence of 

different nonlinear behaviours caused by dead-zone, air compressibility, friction and airflow 

rate parameters in pneumatic systems [11-14]. Such nonlinearities make identifying pneumatic 

systems’ parameters, which are needed by many control algorithms to precisely control the 

system’s position, a challenging practice.  

The development of controllers for pneumatic servo systems began in the 1990s and has 

continued to expand in recent years. The most commonly used controller in industrial 

applications is the PID controller. This traditional type of controller is used in conjunction with 

other controllers, including intelligent controllers, to obtain the desired level of performance in 

pneumatic systems. Other nonlinear and adaptive control techniques have also been utilized in 

controlling pneumatic actuator systems.  

The aim of this research is to design an ILC controller for position control of a pneumatic 

system. Therefore, in this chapter, first, a literature review on the methods of controlling 

pneumatic actuators is provided. Several studies have been explored to find ways of controlling 

pneumatic servo systems and overcome challenges. This follows by covering the work done on 

designing iterative learning controllers.  
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2.2. Methods of Controlling a Pneumatic Actuator 

Early work on controlling pneumatic actuators using microprocessors was theoretically 

based on linearizing pneumatic models [15]. Moreover, techniques such as increasing the 

number of feedback loops were used to improve the transient response of pneumatic servo 

drives [16]. It was shown in [17] that achieving a control method capable of withstanding 

payload fluctuations requires an accurate model of the actuator and sufficient output 

measurement. These requirements are usually difficult to obtain using a single feedback loop. 

However, a desired level of robustness can be achieved by getting feedback signals from both 

force and velocity outputs [18]. Moreover, a loop shaping method was considered in [19] to 

reduce the effects of vibration without taking into account the impacts of external uncertainties 

on the system’s performance.  

2.2.1. Controlling Based on PID Controllers 

The design of controllers for pneumatic systems began during the 1990s by proposing 

different PID methods. As an early attempt, a conventional PID controller was combined with 

a friction compensator to generate a pulse width modulation (PWM) signal for controlling an 

on/off solenoid valve in a pneumatic cylinder-piston system [3]. This controller could position 

the piston’s rod regardless of uncertainties in the payload but could not sufficiently reduce rise-

time and steady-state error. To improve position controlling, a modified PID controller is 

suggested in [20] for pneumatic actuators that are used in the food packaging industry. PID 

controllers have been combined with velocity feedforward and feedback compensators to 

overcome friction [21] and are combined with acceleration feedback to improve response 

accuracy. The combination of PID controllers with acceleration feedback and nonlinear 

compensators could improve the level of accuracy in position control of a pneumatic system 

[22]. A PD feedback controller with saturation was designed based on linearized mathematical 

models and showed that it would be capable of tracking a large class of reference trajectories 

[23].  

The Ziegler-Nichols method’s effectiveness in adjusting parameters of a conventional PID 

controller for controlling the position of a pneumatic actuator has been studied [24, 25]. It was 

shown that the system could not be controlled with only a proportional controller as the 
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system’s output would oscillate around the setpoint. Despite the unsatisfactory performance of 

PI controllers in controlling the system, PD compensators were able to eliminate oscillations 

and improve the rise-time. The steady-state error and the response rise-time were further 

reduced when the system was controlled by a well-tuned PID controller. However, this was at 

the price of increasing the response’s overshoot.  

Even though it was shown in [24] that a conventional PI compensator could not control 

pneumatic actuators, [26] proposed an approach for designing PI controllers capable of 

obtaining precise position control. For this purpose, a self-tuning method for adjusting the PI 

controller was proposed, where the placement of the pole was adapted according to the system’s 

parameters and payload. Compared to a conventional PI controller, the self-tuning pole-

placement technique had a faster transient response, higher stability, and a lesser steady-state 

error. A pole-placement controller has also been combined with a dead-zone compensator to 

further improve the performance of the controller [27].   

Two PID control loops have been used in [28] to control the position of a pneumatic system. 

The inner loop used a feedback PID controller for controlling the pressure, while the outer loop 

employed a PID controller to compensate for the friction and control the position. The 

performance of cascaded PID controllers that were tuned by the particle swarm optimization 

(PSO) method was studied in [29]. The model of the pneumatic system was better identified by 

the PSO, and so the obtained PID showed improved performance in controlling both the speed 

and position of pneumatic actuators. The study showed that cascaded PID controllers tuned 

with PSO would outperform a single PID controller with respect to obtaining a faster response 

and lesser steady-state errors. PSO is not the only optimization method that has been used for 

tuning controllers. The genetic algorithm has also been used in [30, 31] to optimise PID 

controller parameters used in position controlling of a pneumatic servo system.  

Although conventional linear PID controllers are the primary options in many industrial 

applications, they cannot satisfy the desired level of robustness, accuracy and response time in 

controlling pneumatic systems. This is mainly due to the nonlinear dynamics of pneumatic 

systems. Designing PID controllers for nonlinear systems was discussed in [32]. For regulating 

the position of a pneumatic actuator, nonlinear-PID (NPID) controllers were designed in [33, 

34] and combined with a dead-zone compensator [35]. The range and rate variations are the 
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two parameters that have to be specified in designing an NPID controller. Self-regulated NPID 

(SN-PID) controllers can automatically adjust these parameters and improve the performance 

of the NPID. [36] combined an SN-PID with a multi-nonlinear-PID (MN-PID) controller to 

control a pneumatic system, where the fuzzy logic was utilized to adjust the rate variation 

component of MN-PID. 

2.2.2. Controlling Based on Robust Controllers 

The robust controller consists of techniques to deal with bounded uncertainties in a loop. In 

many robust controller designs for pneumatic systems, first, the system was linearized using 

feedback linearization approaches, and then robust control methods, such as the H∞, were 

applied to the system [37-39]. Quantitative feedback theory (QFT) is the other robust control 

approach that has been used in controlling pneumatic systems. In [40, 41], QFT controllers 

were designed to control a pneumatic system under variable payload while satisfying the 

required tracking and stability constraints.  

The most widely used robust controller design for pneumatic systems is based on the sliding 

mode control (SMC) theory, which is a nonlinear control method. The first designed SMC 

method for position control of a pneumatic cylinder was presented in [42] and showed great 

tracking performance under payload fluctuation for second-order pneumatic servo systems. The 

dynamics of the system and Lyapunov stability theory were considered in designing the 

controller. Full order and reduced order SMC controllers were used in [43] to control force in 

a pneumatic servo system, concluding that a full order SMC is the recommended method for 

high accuracy and speed applications. SMC theory has been applied to different orders of 

pneumatic cylinder actuators to track the piston position [44, 45]. To enhance the performance 

of the SMC controller, [46] suggested a multiple-surface SMC controller, and [47] considered 

a seven-mode sliding controller. A method to reduce the chattering effect in SMC controllers 

was proposed in [48]. SMC controllers can also be combined with linear controllers, as in [49], 

where PI and SMC controllers were combined to reduce the impact of valve friction in a 

pneumatic system. Although based on SMC theory, an efficient controller for a pneumatic 

actuator, which contains an imprecise, high-order, nonlinear dynamic model, can be obtained, 

the SMC controller action causes chattering due to its switching nature.  
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2.2.3. Controlling Based on Adaptive Controllers 

Adaptive control can also deal with the plant’s variations. However, as opposed to the SMC 

theory, no prior information on uncertainties’ boundaries is required. In adaptive control 

techniques, the controller estimates the system’s parameters using measurements and adapts 

itself to the changes, which would occur in the system. In [50], the function approximation 

method is used for designing an adaptive controller for pneumatic systems. The assumed 

models contained nonlinearities and uncertainties, and operated under disturbances from the 

applied payload. [51] used the Lyapunov function approach to develop a unique adaptive sliding 

mode control rule. A model reference adaptive controller is designed in [52] to overcome 

friction and payload fluctuations in a pneumatic actuator. In [53], an adaptive back-stepping 

method is used with a PID controller to control a robotic hand.  

The adaptive control has also been combined with intelligent control to achieve better 

performance. [54, 55] proposed adaptive neuro-fuzzy controllers for controlling the position of 

pneumatic servo systems. Recently, the focus has been shifted towards nonlinear characteristic 

elimination without modelling the systems. As a result, intelligent adaptive control methods are 

currently more trending.  

2.2.4. Controlling Based on Intelligent Controllers 

Fuzzy logic and neural network-based controllers have been extensively used in robotic 

applications, and they both have shown great potential in controlling complex, time-varying, 

nonlinear systems. However, the computational complexity of these types of controllers is 

usually high and requires powerful processing units. Fuzzy controllers were used for controlling 

servo pneumatic systems [56-58] and PAM [10] and have shown satisfactory performance. 

Saravanakumar et al. [59, 60] showed that Fuzzy controllers outperform ordinary PID 

compensators. Using neural networks in controlling a single-rod pneumatic manipulator was 

studied in [61, 62] and showed it could obtain strong robustness and satisfactory performance. 

The learning vector quantization neural network method was used as a switching algorithm in 

controlling two PAM manipulators [63]. The combination of Fuzzy logic and neural networks, 

which is known as a fuzzy-neural network (FNN) controller, was also tested in controlling 
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pneumatic systems [64] and PAM manipulators [65]. Extended Kalman filter and back-

propagation algorithms were used in developing FNN algorithms. 

Another approach for using intelligent controllers in a control loop is by combining them 

with other conventional controllers. The intelligent controllers are used to tune the conventional 

controllers’ parameters, and thus the designed controllers can be used in different types of 

pneumatic actuators. In [66, 67], combinations of fuzzy logic and PD controllers were proposed 

for pneumatic positioning systems, and the controlled systems demonstrated stability and 

disturbance rejection capability. The PI and fuzzy controllers were also combined in [68] for 

position control of a pneumatic actuator. Self-tuning fuzzy-PID regulators for controlling 

pneumatic servo systems were suggested in [69, 70], and designing cascaded self-tuning fuzzy 

PID controllers for both position and pressure control was covered in [71]. Neural networks 

were also used in tuning PID [72] and NPID [8] controllers for controlling pneumatic actuators. 

The ILC has also been classified as an intelligent control method. [73] employed ILC for 

controlling a pneumatic actuated X-Y table, and [74] used ILC with PID to control a simplified 

model pneumatic servo system. Recently, the ILC method was proposed for accurate tracking 

of PAM [75, 76] and pneumatic valves [77]. The next section provides a literature review on 

ILC techniques. 

2.3. Iterative Learning Controller 

ILC term was first used in [78] to describe a control method capable of learning from its 

experience in controlling a plant. Nevertheless, the idea of iterative learning control was 

patented in 1971 [79] as “Learning control of actuators in control systems” and was published 

in the Japanese language in 1978 [80]. The difference between ILC and other learning-type 

control methods, such as intelligent control and adaptive control, is that the ILC only modifies 

the control signal according to a predefined control law. However, other learning-type 

controllers update their control laws during the process by monitoring the system's performance 

[81]. Unlike an adaptive controller, which requires accurate modelling of the system, the ILC 

method almost does not need any information on the system model, and it only operates based 

on the system’s historical input and output. Also, contrasting to intelligent controllers, no 
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training is required, and a well-selected ILC method should be able to converge to the expected 

state with a few iterations [82]. 

The objective of the ILC is to improve control action through repetition. The control signal 

in every iteration is calculated using the input and output information from previous repetitions 

such that the error decreases in every iteration and eventually becomes zero [83]. In this way, 

the ILC method is similar to the repetitive control (RC) methods [84]. However, the assumption 

in the ILC method is that all iterations start at the same initial condition, whereas in the RC 

method, the final state of the existing repetition would be the initial state for the next one. This 

difference led to different analysis techniques and results [85].  

The ILC is a feedforward method capable of improving the tracking performance and 

transient response of uncertain time-variant systems that repeatedly run over a fixed period of 

time. It is also capable of overcoming external disturbances and uncertainties within the system. 

Therefore, it is considered a suitable method for controlling systems that perform repetitive 

tasks [86]. The ability of the ILC to anticipate and respond in advance to repetitive disturbances 

is one of the advantages that it has over traditional feedforward and feedback controllers. 

However, the pre-emptive ability of ILC depends on the causality of the learning algorithm. 

Despite the concept of non-causality, a non-causal control system is easily feasible in the ILC 

as the entirety of the time sequence data is attainable from previous iterations.  

Since causality has implications for feedback equivalence, converged control in ILC can be 

obtained by the way of a feedback controller [87-89]. In a noise-free scenario, [88] shows that 

there is a feedback equivalence for casual ILC algorithms and that an equivalent feedback 

controller can be achieved directly from the learning algorithm. This essentially means that 

causal ILC algorithms are of little significance as the same control action can be provided by a 

feedback controller without the learning process. However, causal algorithms should not be 

disregarded for this reason. There are vital restrictions to the equivalent feedback controller, 

which rationalises and defends the use of causal ILC algorithms. To justify why causal ILC 

algorithms should continue to be in use, as aforementioned in [88], feedback control 

equivalence is restricted to noise-free scenarios. The increase in ILC performance means that 

the equivalent feedback controller has an increasing gain [88]. This in return affects the 

performance, degrades equipment and leads to instability [89]. Considering all the above-
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mentioned points, causal algorithms are still important in practical implementation and are of 

great value. 

An ILC algorithm was initially modelled in continuous form but considering that it requires 

the storage of previous iteration data, discrete-time is the most suitable domain for 

implementing an ILC method [90-92]. ILC’s learning algorithms can be defined as linear time-

invariant and linear time-varying, nonlinear and iteration-varying functions [81, 93-96]. Chen 

and Wen [97] proposed a high-order ILC (HOILC), where a control law was defined based on 

a finite number of previous trials. This idea has been further developed in [96, 98-100]. It is 

shown that by including the existing iteration into the learning algorithm, the ILC can also cover 

a conventional feedback control algorithm [101]. 

The ILC design based on discrete-time linearization of nonlinear systems showed acceptable 

performance in controlling nonlinear systems [92, 93, 102-105]. Both linear and nonlinear 

learning algorithms have been considered for controlling nonlinear systems. The linear ILC has 

been developed for global Lipschitz continuous (GLC) systems and the nonlinear ILC for local 

Lipschitz continuous (LLC) systems. In GLC systems, the control objective is output tracking, 

and it is expected that only output information is accessible. In LLC systems, the control 

objective is state tracking, so the state information must be accessible. Analysis of ILC showed 

that the linear ILC law below can guarantee a geometric convergence despite the system’s non-

linearities and indefinite dynamics [78, 106].  

The ILC has also been considered for non-repetitive processes and has shown its 

applicability in controlling such systems [107, 108]. An initial state learning mechanism is 

suggested in [109] to function between two successive iterations. As a result, this places the 

initial state at a designated place and converges asymptotically. 

2.4. Summary 

In this chapter, first, the methods of controlling pneumatic actuators were reviewed, where 

they were classified into PID-based, robust methods, adaptive methods and intelligent based 

controllers. It was discussed that the main challenge in controlling pneumatic actuators is to 

overcome the nonlinearities and uncertainties of the system. Two approaches have been taken 
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for designing controllers for pneumatic systems. In the first approach, as is done in robust 

control methods, uncertainty boundaries are identified and the controller is designed within 

those boundaries. In the second approach, the controllers are capable of being adjusted to the 

system’s variations. However, this requires continuously estimating the system’s parameters 

using measurements, as is done in adaptive controllers, or performing extensive calculations 

and training as in intelligent based methods. A well-tuned PID controller can also achieve the 

required performance. The tuning can be done by the designer or by the system itself using 

different adaptive and intelligent methods. The ILC, which is classified as an intelligent 

controller, is a control approach that uses the historical information of the system’s inputs and 

outputs to produce a control signal. The method is model-free and has the potential to be used 

for controlling nonlinear systems. Therefore, in the final section of this chapter, the work done 

on the ILC methods has been reviewed.  
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CHAPTER 3: MATHEMATICAL MODELLING AND SIMULATION 

3.1. Introduction 

In order to have a better understanding of the nonlinearities and uncertainties in a pneumatic 

system, this chapter discusses the mathematical model and physical properties of a pneumatic 

actuator. Pneumatic actuators can be modelled based on several approaches. In the most widely 

used approach, a pneumatic actuator is modelled according to theoretical analysis, including 

thermodynamics, fluid mechanics and motion dynamics theories. Modelling a pneumatic 

system consists of identifying:  

1) Mass and heat flow rates in the system,  

2) Pressure drops across valves and pipes; and  

3) Dynamics of the mechanical motions. 

In addition to the mathematical model derivation, this chapter covers the simulation of the 

system using MATLAB SimScape, which enables the accurate modelling of the physical 

systems within the Simulink environment. The required pneumatic and mechanical subsystems 

are modelled by assembling the fundamental components and using physical connections. 

The pneumatic actuator that will be used in this research is in the form of a double-acting 

pneumatic cylinder controlled by a 4-port-3-position (4/3) electro-pneumatic valve, as is 

depicted in Figure 3.1. The piston’s rod in this system is connected to an external load, and its 

position is monitored by a position sensor. A 4/3 valve comprises four ports and three distinctive 

states. The valve consists of the inlet (P) and exhaust (T) ports and the two ports, depicted as 

ports A and B, connecting to the chambers of a cylinder. The considered valve is a close-centre, 

which means when the valve is at its neutral position (middle state), all ports will be closed. 

When the valve moves to its left-hand side state, the air flows into port A and exhausts from 

port B; and when it is at the right-hand side state, the air flows into port B and exhausts from 

port A. A positive applied voltage to port S takes the valve to its left-hand side state, and a 

negative voltage changes the valve state to its right-hand side. Therefore, a positive applied 

voltage would push the load away from the cylinder, while a negative voltage would drag the 

load towards the cylinder. 
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Figure 3.1. The pneumatic actuator  

3.2. Supply unit 

The ideal gas law has been considered in modelling the pneumatic actuator. According to 

this law  

 𝑃𝑃 = 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 (3-1) 

where 𝑃𝑃, 𝑧𝑧, 𝑧𝑧 and 𝑧𝑧 are the gas’s pressure, density, compressibility factor and temperature, 

respectively, and 𝑧𝑧 is the gas constant. The perfect gas is sufficiently accurate for modelling 

dry air at standard conditions [43]. The specific enthalpy, ℎ, for an ideal gas is calculated as 

 ℎ = 𝑢𝑢 + 𝑃𝑃𝑃𝑃 (3-2) 
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where 𝑢𝑢 and 𝑃𝑃 are the internal energy and volume per unit mass of the gas. Under constant 

pressure, the change in specific enthalpy with respect to temperature, known as the specific heat 

capacity, is equal to  

 𝐶𝐶𝑝𝑝 = �
𝜕𝜕ℎ
𝜕𝜕𝑧𝑧�𝑝𝑝

 (3-3) 

 

and similarly, the change in specific enthalpy with respect to temperature under constant 

volume is equal to  

 𝐶𝐶𝑣𝑣 = �
𝜕𝜕ℎ
𝜕𝜕𝑧𝑧�𝑣𝑣

 (3-4) 

The ratio of the heat capacities is equal to 

 𝛾𝛾 =
𝐶𝐶𝑝𝑝
𝐶𝐶𝑃𝑃

 (3-5) 

which is called the specific heat ratio. The above properties, together with the thermal 

conductivity and dynamic viscosity, which will be used in modelling the gas transport 

behaviour, are defined in the Simscape Gas properties block.  

The system's reference temperature and pressure, which are taken as atmospheric 

temperature and pressure in this model, are defined in the Reservoir block of the Simscape. The 

reservoir is assumed to be an infinite volume of gas capable of maintaining a constant 

temperature and pressure. The reservoir’s outflow stream has the same pressure and 

temperature as the gas inside the reservoir. Also, the pressure of the inflow stream is the same 

as that of the reservoir, but its temperature is determined by the upstream network. 

The air compressor is modelled by the Pressure source block in Simscape. The block has 

two ports and is capable of maintaining a constant pressure difference between its ports. 

Therefore, by connecting the input port to the reservoir, a set pressure gas can be injected into 

the system. The given pressure remains constant regardless of the mass flow rate at the output 

port. The pressure source is considered isentropic, holding  



 

17 

 (𝑃𝑃𝐴𝐴)
𝑧𝑧𝑧𝑧
𝑐𝑐𝑝𝑝

𝑧𝑧𝐴𝐴
=

(𝑃𝑃𝐵𝐵)
𝑧𝑧𝑧𝑧
𝑐𝑐𝑝𝑝

𝑧𝑧𝐵𝐵
 

(3-6) 

By combining the abovementioned blocks, as shown in Figure 3.2, a supply unit for the 

considered pneumatic actuator can be modelled. 

Figure 3.2. The Simscape model of the supply unit 

Simscape uses the control volume approach to model gas behaviour in different parts of the 

system. In this approach, each pneumatic component is considered as an internal node enclosed 

by a control surface. The mass flow rate in the control surface can be expressed as 

 �̇�𝑚𝑖𝑖𝑖𝑖 − �̇�𝑚𝑜𝑜𝑜𝑜𝑜𝑜 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃

𝑑𝑑𝑃𝑃𝑙𝑙
𝑑𝑑𝑑𝑑

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝑧𝑧

𝑑𝑑𝑧𝑧𝑙𝑙
𝑑𝑑𝑑𝑑

 (3-7) 

where �̇�𝑚𝑖𝑖𝑖𝑖 and �̇�𝑚𝑜𝑜𝑜𝑜𝑜𝑜 are the mass flow rate of gas entering and leaving the control surface. The 

gas volume properties are denoted by subscript 𝑙𝑙, such as 𝑃𝑃𝑙𝑙 and 𝑧𝑧𝑙𝑙 that represent the pressure 

and temperature of the gas volume in the internal node. This notion will be used in the rest of 

this chapter. 𝜕𝜕𝜕𝜕 𝜕𝜕𝑃𝑃⁄  is the mass flow rate of the gas volume with respect to pressure at constant 

temperature and volume; and 𝜕𝜕𝜕𝜕 𝜕𝜕𝑧𝑧⁄  is the mass flow rate of the gas volume with respect to 

temperature at constant pressure and volume. For an ideal gas, 

Reservoir 

Pressure source 

Gas Properties 
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 𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃

= 𝑉𝑉
𝑧𝑧𝑙𝑙
𝑃𝑃𝑙𝑙

𝜕𝜕𝜕𝜕
𝜕𝜕𝑧𝑧

= −𝑉𝑉
𝑧𝑧𝑙𝑙
𝑧𝑧𝑙𝑙

 
(3-8) 

Similarly, the control surface heat flow rate can be expressed as: 

 Φ𝑖𝑖𝑖𝑖 − Φ𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑄𝑄 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃

𝑑𝑑𝑃𝑃𝑙𝑙
𝑑𝑑𝑑𝑑

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝑧𝑧

𝑑𝑑𝑧𝑧𝑙𝑙
𝑑𝑑𝑑𝑑

 (3-9) 

where Φ𝑖𝑖𝑖𝑖 and Φ𝑜𝑜𝑜𝑜𝑜𝑜 are the energy flow rates due to the gas entering and leaving the control 

surface. 𝑄𝑄 is the heat flow rate as a result of heat transferring between the control system and 

its surrounding, and 𝜕𝜕 is the internal energy of the gas volume in the internal node. For an ideal 

gas, 

 𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃

= 𝑉𝑉 �
ℎ𝑙𝑙
𝑧𝑧𝑧𝑧𝑧𝑧𝑙𝑙

− 1�

𝜕𝜕𝜕𝜕
𝜕𝜕𝑧𝑧

= 𝑉𝑉𝑧𝑧𝑙𝑙 �𝐶𝐶𝑝𝑝𝑙𝑙 −
ℎ𝑙𝑙
𝑧𝑧𝑙𝑙
�
 

(3-10) 

3.3. The Pipe Model 

In pneumatic pipe model, the gas pressure drop between the input and output of a pipe and 

the heat transfer between the gas and its surrounding environment should be demonstrated. The 

pressure drop at each end of the pipe is given as 

 𝑃𝑃𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑙𝑙 = �
�̇�𝑚𝑖𝑖𝑖𝑖

𝐴𝐴𝑜𝑜
�
2

× �
1
𝑧𝑧𝑙𝑙
−

1
𝑧𝑧𝑖𝑖𝑖𝑖

� + Δ𝑃𝑃𝑖𝑖𝑖𝑖𝑙𝑙    

𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑃𝑃𝑙𝑙 = �
�̇�𝑚𝑜𝑜𝑜𝑜𝑜𝑜

𝐴𝐴𝑜𝑜
�
2

× �
1
𝑧𝑧𝑙𝑙
−

1
𝑧𝑧𝑜𝑜𝑜𝑜𝑜𝑜

� + Δ𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑙𝑙

 

(3-11) 

where 𝐴𝐴𝑜𝑜 is the pipe’s cross-sectional area, and Δ𝑃𝑃{∙}𝑙𝑙 is the pressure losses due to viscous 

friction, 𝜇𝜇 ({∙} notation was used to abbreviate the equations and can be replaced by "𝑖𝑖𝑖𝑖" or 

"𝑜𝑜𝑢𝑢𝑑𝑑". This notation will be used in the rest of this chapter).  
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The pressure loss in a pipe depends on Reynolds numbers. The Reynolds number at each 

end of the pipe is equal to 

 𝑧𝑧𝑅𝑅{∙} =
��̇�𝑚{∙}�𝐷𝐷
𝐴𝐴𝑜𝑜𝜇𝜇𝑙𝑙

 (3-12) 

𝐷𝐷 is the pipe’s diameter. If the calculated Reynolds number is less than 2000, the gas flow 

follows the laminar regime, and the pressure drop is equal to [110] 

 Δ𝑃𝑃{∙}𝑙𝑙  =  𝑓𝑓𝑠𝑠ℎ𝑎𝑎𝑝𝑝𝑎𝑎   
�̇�𝑚{∙} 𝜇𝜇𝑙𝑙

2𝑧𝑧𝑙𝑙𝐷𝐷2𝐴𝐴𝑜𝑜
  ×   

𝐿𝐿𝑜𝑜 + 𝐿𝐿𝑎𝑎𝑒𝑒𝑣𝑣
2

 (3-13) 

and for Reynolds numbers greater than 4000, the gas flow follows the turbulent flow regime, 

with the pressure drop equal to 

 Δ𝑃𝑃{∙}𝑙𝑙 = 𝑓𝑓𝐷𝐷𝑎𝑎𝐷𝐷𝑐𝑐𝐷𝐷{∙}

�̇�𝑚{∙} 𝜇𝜇𝑙𝑙
2𝑧𝑧𝑙𝑙𝐷𝐷𝐴𝐴𝑜𝑜2

 ×  
𝐿𝐿𝑜𝑜 + 𝐿𝐿𝑎𝑎𝑒𝑒𝑣𝑣

2
 (3-14) 

𝐿𝐿𝑜𝑜 is the pipe’s length and 𝐿𝐿𝑎𝑎𝑒𝑒𝑣𝑣 is the aggregate equivalent length of local resistances, which 

has been taken as 10% of the pipe’s length. The shape factor, 𝑓𝑓𝑠𝑠ℎ𝑎𝑎𝑝𝑝𝑎𝑎, is considered as a constant 

number equal to 2.59, but the Darcy friction factor, 𝑓𝑓𝐷𝐷𝑎𝑎𝐷𝐷𝑐𝑐𝐷𝐷, is a function of the Reynolds number 

and is equal to 

 𝑓𝑓𝐷𝐷𝑎𝑎𝐷𝐷𝑐𝑐𝐷𝐷{∙} = �−1.8 log�
6.9
𝑧𝑧𝑅𝑅{∙}

+ �
𝜀𝜀𝐷𝐷𝑜𝑜𝑜𝑜𝑟𝑟ℎ
3.7𝐷𝐷

�
1.11

��
−2

 (3-15) 

where 𝜀𝜀𝐷𝐷𝑜𝑜𝑜𝑜𝑟𝑟ℎ is the internal surface absolute roughness. For the Reynolds numbers between 

2000 and 4000, a transition between laminar and turbulence regimes has been assumed. 

The convective heat transfer between the gas flowing in the pipe and the pipe’s wall can be 

obtained from [111] as 
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𝑄𝑄 = �
�̇�𝑚𝑖𝑖𝑖𝑖 − �̇�𝑚𝑜𝑜𝑜𝑜𝑜𝑜

2
� 𝐶𝐶𝑝𝑝𝑎𝑎𝑣𝑣𝑟𝑟(𝑧𝑧𝐻𝐻 − 𝑧𝑧𝑖𝑖𝑖𝑖)

⎝

⎜
⎛

1 − 𝑅𝑅𝑒𝑒𝑝𝑝�−
𝑁𝑁𝑜𝑜𝜅𝜅𝑎𝑎𝑣𝑣𝑟𝑟𝜋𝜋𝐿𝐿𝑜𝑜

��̇�𝑚𝑖𝑖𝑖𝑖 − �̇�𝑚𝑜𝑜𝑜𝑜𝑜𝑜
2 � 𝐶𝐶𝑝𝑝𝑎𝑎𝑣𝑣𝑟𝑟

�

⎠

⎟
⎞

+ 𝜅𝜅𝑙𝑙𝜋𝜋𝐿𝐿𝑜𝑜(𝑧𝑧𝐻𝐻 − 𝑧𝑧𝑙𝑙) 

(3-16) 

where 𝐶𝐶𝑝𝑝𝑎𝑎𝑣𝑣𝑟𝑟 and 𝜅𝜅𝑎𝑎𝑣𝑣𝑟𝑟 are the specific heat capacity and thermal conductivity calculated at the 

average temperature. 𝑁𝑁𝑜𝑜 is the Nusselt number and 𝜅𝜅𝑙𝑙 is the gas volume thermal conductivity. 

𝑧𝑧𝑖𝑖𝑖𝑖 and 𝑧𝑧𝐻𝐻 are the inlet and pipe internal wall temperatures. The value of Nusselt number 

depends on the flow regime, where for the laminar flow is constant and is taken as 3.66, and 

for turbulence flow is equal to 

 
𝑁𝑁𝑜𝑜_𝑜𝑜𝑜𝑜𝐷𝐷 =

𝑓𝑓𝐷𝐷𝑎𝑎𝐷𝐷𝑐𝑐𝐷𝐷
8  �𝑧𝑧𝑅𝑅𝑎𝑎𝑣𝑣𝑟𝑟 − 1000� 𝑃𝑃𝑃𝑃𝑎𝑎𝑣𝑣𝑟𝑟

1 + 12.7�
𝑓𝑓𝐷𝐷𝑎𝑎𝐷𝐷𝑐𝑐𝐷𝐷

8  + 𝑃𝑃𝑃𝑃𝑎𝑎𝑣𝑣𝑟𝑟
2/3 − 1

 
(3-17) 

𝑧𝑧𝑅𝑅𝑎𝑎𝑣𝑣𝑟𝑟 and 𝑃𝑃𝑃𝑃𝑎𝑎𝑣𝑣𝑟𝑟 are the Reynolds and Prandtl numbers, which are obtained at the average 

temperature.  

The conduction heat transfer in the pipe’s wall can be mathematically modelled by 

 𝑄𝑄 = 𝑧𝑧𝑑𝑑𝜋𝜋𝐷𝐷𝐿𝐿𝑑𝑑𝐶𝐶𝑑𝑑(𝑧𝑧𝑜𝑜 − 𝑧𝑧𝐻𝐻) (3-18) 

where 𝑧𝑧𝑜𝑜, 𝐶𝐶𝑜𝑜 and 𝑧𝑧𝑜𝑜 are the pipe’s wall density, specific heat capacity and temperature. Finally, 

the convective heat transfer between the pipe’s wall and the surrounding environment can be 

expressed as: 

 𝑄𝑄 = 𝜅𝜅𝑎𝑎𝑖𝑖𝑃𝑃𝜋𝜋𝐷𝐷𝐿𝐿𝑑𝑑(𝑧𝑧𝑎𝑎𝑜𝑜𝑎𝑎 − 𝑧𝑧𝑜𝑜) (3-19) 

where 𝜅𝜅𝑎𝑎𝑖𝑖𝐷𝐷 and 𝑧𝑧𝑎𝑎𝑜𝑜𝑎𝑎 are the surrounding air thermal conductivity and temperature. 
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The pipes can be modelled in Simscape, as is shown Figure 3.3, using the Pipe(G), Thermal 

Mass, Convective Heat Transfer and Temperature Source blocks. The parameters used in 

calculating the gas pressure drop and convective heat transfer between the gas flowing in the 

pipe and the pipe’s wall are set in the Pipe (G) block. The pipe properties for modelling the 

conduction heat transfer in the pipe’s wall can be adjusted in the Thermal mass block, and the 

parameters for modelling the convective heat transfer between the pipe’s wall and the 

surrounding environment can be set in the Convective Heat Transfer and Temperature Source 

blocks. The Temperature Source can maintain the atmospheric temperature regardless of the 

amount of heat flow into the system.  

Figure 3.3. The Simscape model of the pipe  

3.4. The Valve Model 

The valve can be modelled as a set of restrictions capable of controlling the gas flow 

according to an input control signal. The restriction causes contraction of the gas at its input 

port, followed by the gas expansion at its output port, which results in a pressure drop across 

the ports. Considering the process as adiabatic, this pressure difference can be modelled as 

 ∆𝑃𝑃 =
�̇�𝑚𝑖𝑖𝑖𝑖

𝐶𝐶𝑑𝑑𝐴𝐴𝑧𝑧
. �

�̇�𝑚𝑖𝑖𝑖𝑖

𝑧𝑧𝑧𝑧𝐶𝐶𝑑𝑑𝐴𝐴𝑧𝑧
� �

1 + 𝑃𝑃
2 �1 − 𝑃𝑃

𝑧𝑧𝑧𝑧
𝑧𝑧𝑖𝑖𝑖𝑖

� − 𝑃𝑃 �1 − 𝑃𝑃
𝑧𝑧𝑧𝑧
𝑧𝑧𝑜𝑜𝑜𝑜𝑜𝑜

�� (3-20) 

Pipe (G) 

Thermal Mass 

Convective Heat 
Transfer 

Temperature 
Source 
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𝐴𝐴𝑧𝑧 is the cross-sectional area, and 𝑧𝑧𝑧𝑧 is the gas volume density at the restriction. 𝐶𝐶𝑑𝑑 denotes 

the discharge coefficient, and 𝑃𝑃 = 𝐴𝐴𝑧𝑧 𝐴𝐴𝑝𝑝𝑜𝑜𝐷𝐷𝑜𝑜⁄  is the ratio of restriction cross-sectional area to the 

ports cross-sectional area. It is assumed that both ports have the same dimensions.  

As is seen from equation (3-20), the pressure difference is proportional to the square of the 

gas flow rate, �̇�𝑚𝑖𝑖𝑖𝑖, which is typical in the turbulence regime. However, in the laminar regime, 

the pressure difference is linearly proportional to the gas flow rate, and thus ∆𝑃𝑃 can be 

approximated as 

 ∆𝑝𝑝𝑙𝑙𝑎𝑎𝑎𝑎 = �𝑧𝑧𝑧𝑧 .𝑝𝑝𝑖𝑖𝑖𝑖 + 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜
2 (1 − 𝐵𝐵𝑙𝑙𝑎𝑎𝑎𝑎)

2
(1 − 𝑃𝑃) (3-21) 

where 𝑝𝑝𝑖𝑖𝑖𝑖 and 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜 are the pressure of the inflow and outflow gases into the restriction, and 

𝐵𝐵𝑙𝑙𝑎𝑎𝑎𝑎 is the laminar flow pressure ratio, which is taken as constant 0.999. 

The amount of pressure at the restriction is equal to 

 𝑃𝑃𝑧𝑧 = 𝑝𝑝𝑖𝑖𝑖𝑖 −
�̇�𝑚𝑖𝑖𝑖𝑖

𝐶𝐶𝑑𝑑𝐴𝐴𝑧𝑧
. �

�̇�𝑚𝑖𝑖𝑖𝑖

𝑧𝑧𝑧𝑧𝐶𝐶𝑑𝑑𝐴𝐴𝑧𝑧
� �

1 + 𝑃𝑃
2 �1 − 𝑃𝑃

𝑧𝑧𝑧𝑧
𝑧𝑧𝑖𝑖𝑖𝑖

�� (3-22) 

and for the laminar regime this can be approximated as 
 

 
𝑃𝑃𝑧𝑧 =

𝑝𝑝𝑖𝑖𝑖𝑖 + 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜
2 −

1
𝑧𝑧𝑧𝑧
�
�̇�𝑚𝑖𝑖𝑖𝑖
𝐶𝐶𝑑𝑑𝐴𝐴𝑧𝑧

�
2 1 − 𝑃𝑃2

2
 

(3-23) 

The Local Restriction (G) block has been used for modelling the valve in the Simscape 

environment. Each active state of the valve can be modelled by two local restriction blocks 

connecting ports P and T to ports A and B. The block allows modelling the valve leakage by 

defining a non-zero minimum restriction area, 𝐴𝐴𝑙𝑙𝑎𝑎𝑎𝑎𝑙𝑙𝑎𝑎𝑟𝑟𝑎𝑎. Moreover, the valve spool 

displacement, 𝑒𝑒, has been used to adjust the orifice area. The orifice cross-sectional area is 

linearly proportional to the spool displacement as 
 

 𝐴𝐴𝑧𝑧 =
𝐴𝐴𝑎𝑎𝑎𝑎𝑚𝑚 − 𝐴𝐴𝑙𝑙𝑎𝑎𝑎𝑎𝑙𝑙𝑎𝑎𝑟𝑟𝑎𝑎
𝑒𝑒𝑎𝑎𝑎𝑎𝑚𝑚 − 𝑒𝑒𝑙𝑙𝑎𝑎𝑎𝑎𝑙𝑙𝑎𝑎𝑟𝑟𝑎𝑎

�𝑒𝑒 − 𝑒𝑒𝑙𝑙𝑎𝑎𝑎𝑎𝑙𝑙𝑎𝑎𝑟𝑟𝑎𝑎� + 𝐴𝐴𝑙𝑙𝑎𝑎𝑎𝑎𝑙𝑙𝑎𝑎𝑟𝑟𝑎𝑎 (3-24) 
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where 𝑒𝑒𝑎𝑎𝑎𝑎𝑚𝑚 is the maximum spool displacement causing the maximum cross-sectional area, 

𝐴𝐴𝑎𝑎𝑎𝑎𝑚𝑚, in the restriction, and 𝑒𝑒𝑙𝑙𝑎𝑎𝑎𝑎𝑙𝑙𝑎𝑎𝑟𝑟𝑎𝑎 is the minimum value for the spool displacement. Figure 

3.4 shows the model of the valve using Simscape components. 

 Figure 3.4. The Simscape model of the valve 
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3.5. The Cylinder Model 

Each cylinder chamber can be considered as an internal node, with a mass flow rate of 

 �̇�𝑚 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝑝𝑝

.
𝑑𝑑𝑝𝑝𝑙𝑙
𝑑𝑑𝑑𝑑

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝑧𝑧

.
𝑑𝑑𝑧𝑧𝑙𝑙
𝑑𝑑𝑑𝑑

+ 𝑧𝑧𝑙𝑙
𝑑𝑑𝑉𝑉
𝑑𝑑𝑑𝑑

 (3-25) 

and heat flow rate of 
 

 
∅ + 𝑄𝑄 =

𝜕𝜕𝜕𝜕
𝜕𝜕𝑝𝑝

.
𝑑𝑑𝑝𝑝𝑙𝑙
𝑑𝑑𝑑𝑑

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝑧𝑧

.
𝑑𝑑𝑧𝑧𝑙𝑙
𝑑𝑑𝑑𝑑

+ 𝑧𝑧𝑙𝑙ℎ𝑙𝑙
𝑑𝑑𝑉𝑉
𝑑𝑑𝑑𝑑

 
(3-26) 

where ∅ is the energy flow rate as a result of the gas transportation into/out of the chamber, and 

𝑄𝑄 is due to the convective heat transfer between the gas in the chamber and the cylinder’s body. 

The partial derivative terms in equations (3-25) and (3-26) can be obtained from equations (3-8) 

and (3-10), respectively. Equations (3-16)-(3-19) are also applicable here to model the heat 

transfer between the gas in the chamber and the surrounding environment.  

The gas volume in the chamber depends on the displacement of the moving interface, and is 

equal to 

 𝑉𝑉 = 𝑉𝑉𝑑𝑑 ± 𝐴𝐴𝑝𝑝𝑦𝑦  (3-27) 

𝑉𝑉𝑑𝑑 denotes the dead volume, and 𝐴𝐴𝑝𝑝 and 𝑦𝑦 represent the interface cross-sectional area and 

displacement. The sign of the displacement value depends on the movement direction of the 

interface. The applied force to the interface can be expressed as: 

 𝐹𝐹 = (𝑝𝑝𝑎𝑎𝑜𝑜𝑎𝑎 − 𝑝𝑝𝑙𝑙)𝐴𝐴𝑝𝑝 (3-28) 

where 𝑝𝑝𝑎𝑎𝑜𝑜𝑎𝑎 is the atmospheric pressure. Therefore, the total force caused by the gas pressure 

in chambers 1 and 2, considering the forces’ directions, is equal to 
 

 𝐹𝐹𝑝𝑝 = (𝑝𝑝𝑙𝑙1 − 𝑝𝑝𝑙𝑙2)𝐴𝐴𝑝𝑝 (3-29) 
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The motion equation for the load connected to the piston rod is equal to 

 (𝜕𝜕𝐿𝐿 + 𝜕𝜕𝑃𝑃)�̇�𝑒𝑐𝑐 = 𝐹𝐹𝑝𝑝 − 𝛽𝛽
𝑑𝑑𝑒𝑒𝑐𝑐
𝑑𝑑𝑑𝑑

 (3-30) 

where 𝑒𝑒𝑐𝑐 denotes the rod’s displacement, and 𝜕𝜕𝐿𝐿 and 𝜕𝜕𝑃𝑃 are the load and piston masses, 

respectively. 𝛽𝛽 represents the viscous friction coefficient for the piston movement.  

The Translational Mechanical Converter (G) block can be used to model each chamber. This 

block can model the relation between the gas pressure inside a chamber and the applied 

mechanical force to the interface. Moreover, a Translational Hard Stop block is used to restrict 

the cylinder interface movement within the length of the cylinder. The viscous friction 

coefficient for the piston movement can be modelled by a Translational Damper block, and 

Mass blocks are used for modelling the load and piston masses. The Convective heat transfer, 

Thermal mass and Temperature source blocks are also used to model the heat transfer between 

the chamber gases and the surrounding environment. The complete model for the cylinder using 

Simscape blocks is depicted in Figure 3.5. 
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Figure 3.5. The Simscape model of the cylinder  
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3.6. The Simulation of the Pneumatic System 

The parameters’ values used for simulating the piston-cylinder pneumatic actuator that was 

modelled in previous sections are given in Table 3.1. 

Table 3.1. Parameters values used in simulation 

  Parameter Name Parameter Value 

Gas Properties Supply pressure (Ps) 7×105 (Pa) 

Supply temperature (Ts) 293.15 (K) 

Gas constant (R) 287 (J/(kg.K)) 

Specific enthalpy (h) 293.6 (kJ/kg) 

Compressibility factor (z) 0.999 

Specific heat capacity (Cp) 1.01 (kJ/(kg.K)) 

Thermal conductivity (𝜅𝜅) 25.7 (mW/(K.m)) 

Dynamic viscosity (𝜇𝜇) 18.2 (𝜇𝜇Pa.s) 

Specific heat ratio (𝛾𝛾) 1.4 

Reference temperature (T0) 293.15 (K) 

Atmosphere pressure (Patm) 1×105 (Pa) 

Valve Properties Discharge coefficient (Cd) 0.82 

Max orifice area (Amax) 4×10-6 (m2) 

Leakage area (Aleakage) 1×10-10 (m2) 

Displacement for leakage area 

(xleakage) 

2×10-4 (m) 
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Displacement limit (xmax) 5×10-3 (m) 

Input voltage range [-12,12] (V) 

Pipe Properties Length (Lt) 1 (m) 

Pipe cross-sectional area (At) 5×10-6 (m) 

Internal surface absolute 

roughness (𝜖𝜖𝐷𝐷𝑜𝑜𝑜𝑜𝑟𝑟ℎ) 

15×10-6 (m) 

Pipe wall density (𝑧𝑧𝑜𝑜) 1500 (kg/m3) 

Pipe wall specific heat capacity 

(Ct)  

1250 (J/(kg.K)) 

Wall-air heat transfer coefficient 

(𝜅𝜅𝑎𝑎𝑖𝑖𝐷𝐷) 

20 (W/(m2.K)) 

Cylinder Properties Initial interface displacement 

(Linit) 

0 (m) 

Max piston stroke (Lp) 0.2 (m) 

Interface cross-sectional area 

(Ap) 

0.002 (m2) 

Dead volume (Vd) 4×10-5 (m3) 

Gas-wall heat transfer coefficient 

(𝜅𝜅𝑝𝑝) 

100 (W/(m2.K)) 

Actuator wall specific heat 

(CCylinder) 

870 (J/(kg.K)) 

Actuator mass (MC) 3 (kg) 

Piston mass (MP) 1 (kg) 
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Hard stop stiffness (khs) 1×107 (N/m) 

Hard stop damping (𝛽𝛽ℎ𝑠𝑠) 1500 (N/(m.s)) 

Mechanical damping (𝛽𝛽𝑀𝑀𝑎𝑎𝑐𝑐ℎ) 200 (N/(m.s)) 

 As is given in equation (3-1), the gas density varies according to its pressure and 

temperature. The changes in the dry air density with respect to changes in its pressure and 

temperature is simulated and shown in Figure 3.6. The ranges of temperature and pressure are 

selected according to their potential values during the operation of the system.  

 

Figure 3.6.The gas property plot for dry air considered in the simulation 

We then apply an input voltage to the valve and measure the rod’s displacement. This is 

depicted in Figure 3.7. The input signal is selected in such a way as to take the valve’s spool to 

its extreme positions. An applied 12V signal charges chamber 1 and allows gas to be exhausted 

from chamber 2, which causes the rod to extend to its maximum displacement, 0.2m. The signal 

has been applied long enough so that the system can be settled. The valve is then moved to its 

neutral state by applying 0V, and as is shown, the rod’s displacement remains unchanged. By 

applying -12V to the valve, the gas in chamber 1 exhausts, and chamber 2 fills with gas, moving 

the piston inward until it reaches zero. Again, a 0V signal has been applied to move the valve 
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to its neutral state, where holding the rod’s position unchanged. The response transition time is 

2s. 

 Figure 3.7. Effect of the valve’s input voltage on the rod’s displacement 

The pneumatic pipes model demonstrates the gas pressure drop between the input and output 

of a pipe and the heat transfer between the gas and its surrounding environment. Figure 3.8, 

Figure 3.9, Figure 3.10 and Figure 3.11 depict the pressure and temperature difference between 

pipes’ gas volume and the inflow and outflow gases in the supply pipe, exhaust pipe, pipe A 

and pipe B, respectively. 

Figure 3.8. Pressure drop and temperature difference across the supply pipe (P)  
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Figure 3.9. Pressure drop and temperature difference across the exhaust pipe (T) 

 

 

Figure 3.10. Pressure drop and temperature difference across pipe (A) 
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Figure 3.11. Pressure drop and temperature difference across pipe (B) 

Next, the effect of applied voltage on the valve’s cross-sectional area has been simulated and 

shown in Figure 3.12. For the negative values of the applied voltage, the valve supplies port B, 

and for the positive values, it connects the supply port P to port A. As is seen, a dead-band 

behaviour appears in the vicinity of 0V.  

Figure 3.12. Changes in the input valve cross-sectional area with the applied voltage.  

The gas flow rate, �̇�𝑚𝑖𝑖𝑖𝑖, in the valve with respect to the applied voltage values is given in 

Figure 3.13. As a result of leakage, the gas flow rate for the applied voltage less than 0.5V 
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regime until it reaches a point that the flow rate enters into a turbulence regime, in which a 

decrease in the flow rate slope can be observed.  

Figure 3.13. Mass flow rate in the valve versus the applied voltage 

The changes in the cylinder’s chamber 1 and chamber 2 gas pressure, temperature and 

volume as a result of applied voltage given in Figure 3.7 are shown in Figure 3.14 and Figure 

3.15, respectively. The effect of considering a dead volume for the cylinders can be observed 

from their volume graphs. 

 

Figure 3.14. Changes of pressure, temperature and volume in Chamber 1 
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Figure 3.15. Changes of pressure, temperature and volume in Chamber 2 

Finally, the frequency response of the system has been studied. As was discussed, the air is 

compressible and has a low damping characteristic, which causes a nonlinear response and 

increases the pneumatic system’s dynamic order. Moreover, before the system can apply any 

force to a load, the pipes and cylinders have to be filled with air. This results in further 

nonlinearities in the form of dead-band and transmission attenuations. Also, a pneumatic system 

is affected by frictional forces caused by the mechanical parts’ movements. All these 

uncertainties and nonlinearities make linearizing a pneumatic system a complicated practice 

that generates inaccurate results. Therefore, a system identification approach has been 

implemented to estimate the frequency response of the pneumatic actuator. In this approach, a 

set of sinusoidal signals with different frequencies would be applied to the system and the 

piston’s rod displacement would be measured. The collected results are then used to draw the 

system’s bode plot. The estimated bode plot for the pneumatic actuator obtained by applying 

sinusoidal voltage signals in the range of 0.5 to 100Hz is given in Figure 3.16, showing around 

1.6rad/s frequency bandwidth for the considered pneumatic actuator.   

 

 

0 2 4 6 8 10 12 14 16 18 20

Time (s)

0

0.2

0.4

0.6

0.8

M
Pa

Cylinder 2 Presure

0 2 4 6 8 10 12 14 16 18 20

Time (s)

280

300

320

340

K

Cylinder 2 Temperature

0 2 4 6 8 10 12 14 16 18 20

Time (s)

0

1

2

3

4

10
-4 Cylinder 2 Volume



 

35 

Figure 3.16.  The pneumatic system estimated frequency response 

3.7. Summary 

In this chapter, the mathematical model of a double-acting pneumatic cylinder controlled by 

a 4/3 electro-pneumatic valve were obtained. The nonlinearities and uncertainties, which are 

part of the physical properties of such a system were discussed and included in the model. For 

this purpose, different theoretical analysis, including thermodynamics, fluid mechanics and 

motion dynamics theories have been used. Moreover, the details for simulating the system in 

MATLAB SimScape were discussed. According to a set of selected parameters, the simulation 

results were then presented, demonstrating the effect of system nonlinearities on the system’s 

response.  
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CHAPTER 4: ITERATIVE LEARNING CONTROLLER DESIGN 

4.1. Introduction 

This chapter covers the procedure for designing a controller for the considered pneumatic 

actuator covered in Chapter 3. First, the performance of the system controlled by a conventional 

PID controller will be studied. This follows by providing an overview of the ILC theory. Then 

the design of the ILC method for controlling the actuator is discussed, and its performance is 

studied based on theoretical analysis and simulation results. Finally, a comparison between the 

performance of the designed controllers is provided. According to [112], servo pneumatic 

actuators in approximately 70% of industrial applications should move 1-10 kg payloads with 

±2 to ±0.02mm precision. Therefore, in this chapter, we consider the same criteria in studying 

the performance of the designed controllers. 

4.2. PID Controller Design for the Pneumatic Actuator 

An accurate or well-estimated model of the plant is required to design a well-tuned PID 

controller. Therefore, we use the obtained frequency response of the system, which is shown in 

Figure 3.16, to design a PID controller for the pneumatic actuator. We further use frequency 

domain techniques, namely Nichols chart and Inverse Nichols chart, to achieve the required 

performance in reference tracking and disturbance rejection.  

Figure 4.1. Nichols Chart of the plant 
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The Nichols Chart of the actuator using the frequency response of the estimated system is 

shown in Figure 4.1. We use a parallel form of the PID controller as  

 𝐶𝐶(𝑠𝑠) = 𝑃𝑃 +
𝐼𝐼
𝑠𝑠

+ 𝐷𝐷
𝑁𝑁

1 + 𝑁𝑁 1
𝑠𝑠

 (4-1) 

𝑃𝑃, 𝐼𝐼 and 𝐷𝐷 are the proportional, integrator and differentiator gains, and 𝑁𝑁 is the filter coefficient 

to realize the derivative term. To obtain the precision of ±0.002m for the considered actuator, 

the tracking boundaries should be in the range of 
 

 20 log �
0.2 − 0.002

0.2 � ≤ 𝑧𝑧𝐵𝐵𝑑𝑑𝐵𝐵 ≤ 20 log �
0.2 + 0.002

0.2 �

−0.09𝑑𝑑𝐵𝐵 ≤ 𝑧𝑧𝐵𝐵𝑑𝑑𝐵𝐵 ≤ 0.08𝑑𝑑𝐵𝐵
 

(4-2) 

As is seen in Figure 4.2, the controller given in (4-3) can achieve the tracking boundaries for 

the lower frequencies (𝜔𝜔 < 0.6 𝑃𝑃𝑎𝑎𝑑𝑑/𝑠𝑠). The performance of the system in tracking a reference 

signal is shown in Figure 4.3. 

 𝐶𝐶(𝑠𝑠) = 100 +
10
𝑠𝑠

+
8

1 + 8 1
𝑠𝑠

 (4-3) 

 

 

Figure 4.2. Nichols chart of the PID controlled actuator  
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Figure 4.3. Tracking performance of the PID controlled actuator 

The difference between the reference and output of the system is shown in Figure 4.4 

showing the tracking requirement has been achieved at the steady state. Nevertheless, the 

system shows around a 0.75s delay to obtain the ±0.002m precision. 

Figure 4.4. Tracking error for the PID controlled actuator 
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is less than 3dB and for all frequencies is less than 6dB. The performance of the system in 

overcoming the payload uncertainty is demonstrated in Figure 4.6, showing that the controller 

cannot maintain the required precession (±0.002m) as a result of changes in the load.  

Figure 4.5. Inverse Nichols chart of the PID controlled actuator 

 

Figure 4.6. Performance of the PID controlled actuator under payload uncertainty   

4.3. Iterative Learning Control Techniques 

The ILC method can be applied to repetitive processes. In such processes, every iteration 

starts and ends at the same conditions and lasts for a fixed period of time, 𝑧𝑧. The state-space 

-350 -300 -250 -200 -150 -100 -50 0

-80

-60

-40

-20

0

20

40
Inverse Nichols Chart

-40 -40

-20

-12

-6

-3

-1

0

0.25 0.5 1 3
6



 

40 

equation for a repetitive linear time-invariant system (with no feedthrough) can be represented 

as 

 �̇�𝒙𝑙𝑙(𝑑𝑑) = 𝐀𝐀𝒄𝒄𝒙𝒙𝑙𝑙(𝑑𝑑) + 𝐁𝐁𝒄𝒄𝑢𝑢𝑙𝑙(𝑑𝑑)
𝑦𝑦𝑙𝑙(𝑑𝑑) = 𝐂𝐂𝒄𝒄𝒙𝒙𝑙𝑙(𝑑𝑑)                       ;   𝑑𝑑 ∈ [0,𝑧𝑧]     𝒙𝒙𝑙𝑙(0) = 𝐱𝐱0  ∀𝑘𝑘 (4-4) 

𝑘𝑘 > 0 denotes the trial number, and 𝒙𝒙𝑙𝑙(𝑑𝑑) ∈ ℝ𝑖𝑖, 𝑦𝑦𝑙𝑙(𝑑𝑑) ∈ ℝ and 𝑢𝑢𝑙𝑙(𝑑𝑑) ∈ ℝ respectively 

represent the state variable vector, output and input of the system at the 𝑘𝑘𝑜𝑜ℎ iteration. Suppose 

the system’s desired output for every iteration is 𝑦𝑦𝑑𝑑(𝑑𝑑), which makes the error at the 𝑘𝑘𝑜𝑜ℎ 

iteration equal to   

 𝑅𝑅𝑙𝑙(𝑑𝑑) = 𝑦𝑦𝑑𝑑(𝑑𝑑) − 𝑦𝑦𝑙𝑙(𝑑𝑑) (4-5) 

The idea of the ILC is to define a control law using previous trials’ information such that the 

error monotonically decreases in every new iteration until it reaches zero ( lim
𝑙𝑙→∞

𝑅𝑅𝑙𝑙(𝑑𝑑) = 0). A 

general architecture for an ILC-controlled system is shown in Figure 4.7. The control signal is 

calculated according to a recursive law as 

 𝑢𝑢𝑙𝑙+1(𝑑𝑑) = Ϝ�𝑢𝑢0(𝑑𝑑′), … ,𝑢𝑢𝑙𝑙(𝑑𝑑′),𝑦𝑦0(𝑑𝑑′), … , 𝑦𝑦𝑙𝑙(𝑑𝑑′),𝑦𝑦𝑑𝑑(𝑑𝑑′)�  ;  0 ≤ 𝑑𝑑′ ≤ 𝑧𝑧  (4-6) 

If Ϝ is designed in a way that 𝑑𝑑′ > 𝑑𝑑, then the learning law is known as noncausal. Moreover, 

the control signal generated at the (𝑘𝑘 + 1)𝑜𝑜ℎ iteration can be calculated based on the 

information collected from all previous iterations. This method is called the high-order ILC 

(HOILC). However, a simplified law is preferred as long as it can attain the convergence with 

satisfactory speed.  

Figure 4.7. ILC Architecture 
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The ILC algorithm can be presented in discrete-time, which is more suitable for being 

implemented by a microcontroller. For a sampling time of 𝑧𝑧𝑠𝑠, where 𝑧𝑧 = 𝑁𝑁𝑧𝑧𝑠𝑠, the system can 

be considered as 

 𝒙𝒙𝑙𝑙[𝑖𝑖 + 1] =  𝑨𝑨𝒙𝒙𝑙𝑙[𝑖𝑖] +  𝑩𝑩𝑢𝑢𝑙𝑙[𝑖𝑖]
𝑦𝑦𝑙𝑙[𝑖𝑖] =  𝑪𝑪𝒙𝒙𝑙𝑙[𝑖𝑖]             ;   𝑖𝑖 ∈ [0,𝑁𝑁]     𝒙𝒙𝑙𝑙[0] = 𝐱𝐱0  ∀𝑘𝑘 (4-7) 

𝑨𝑨 = 𝑅𝑅𝑨𝑨𝒄𝒄𝑇𝑇𝑠𝑠, 𝑩𝑩 = ∫ 𝑅𝑅𝑨𝑨𝒄𝒄𝛼𝛼𝑑𝑑𝑑𝑑𝑇𝑇𝑠𝑠
𝟎𝟎 𝑩𝑩𝒄𝒄 and 𝑪𝑪 = 𝑪𝑪𝒄𝒄.  

The system’s output can be calculated as 

 𝑦𝑦𝑙𝑙[𝑖𝑖] =  𝑪𝑪(𝑞𝑞𝑰𝑰 − 𝑨𝑨)−1 𝑩𝑩 𝑢𝑢𝑙𝑙[𝑖𝑖] +  𝑪𝑪𝑨𝑨𝑙𝑙 𝐱𝐱0 = 𝑃𝑃(𝑞𝑞)𝑢𝑢𝑙𝑙[𝑖𝑖] + 𝑑𝑑𝑙𝑙 (4-8) 

where 𝑞𝑞 denotes the forward time-shift operator as 𝑞𝑞𝑒𝑒[𝑖𝑖] ≡  𝑒𝑒[𝑖𝑖 + 1].  

For a rational LTI system, 𝑃𝑃(𝑞𝑞) can be expanded into 

 𝑃𝑃(𝑞𝑞) = 𝑪𝑪𝑩𝑩𝑞𝑞−1 + 𝑪𝑪𝑨𝑨𝑩𝑩𝑞𝑞−2 + 𝑪𝑪𝑨𝑨𝟐𝟐𝑩𝑩𝑞𝑞−3 + ⋯ (4-9) 

and the error at the 𝑘𝑘𝑜𝑜ℎ iteration is equal to   

 𝑅𝑅𝑙𝑙[𝑖𝑖] = 𝑦𝑦𝑑𝑑[𝑖𝑖] − 𝑦𝑦𝑙𝑙[𝑖𝑖] (4-10) 

The ILC control law in the discrete-time domain can then be presented as  

 𝑢𝑢𝑙𝑙+1[𝑖𝑖] = Ϝ(𝑢𝑢𝑙𝑙[∙], … ,𝑢𝑢0[∙],𝑦𝑦𝑙𝑙[∙], … ,𝑦𝑦0[∙],𝑦𝑦𝑑𝑑[∙])     (4-11) 

where [∙] represents any sample in the range of [0,𝑁𝑁]. In such cases, it is common to implement 

the ILC method in the form of digital filters. Figure 4.8 shows an example of an ILC structure 

with the ILC law of 

 𝑢𝑢𝑙𝑙+1[𝑖𝑖] = 𝑄𝑄(𝑞𝑞)(𝐿𝐿(𝑞𝑞)(𝑦𝑦𝑑𝑑[𝑖𝑖] − 𝑦𝑦𝑙𝑙[𝑖𝑖]) + 𝑢𝑢𝑙𝑙[𝑖𝑖]) + 𝐶𝐶(𝑞𝑞)(𝑦𝑦𝑑𝑑[𝑖𝑖] − 𝑦𝑦𝑙𝑙+1[𝑖𝑖])    (4-12) 

The control signal is generated using the current, 𝑘𝑘 + 1, and the past iteration, 𝑘𝑘, information. 

The learning functions can be causal or noncausal as  
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 𝑄𝑄(𝑞𝑞) = ··· + 𝑞𝑞−2𝑞𝑞−2 + 𝑞𝑞−1𝑞𝑞−1 +  𝑞𝑞0  +  𝑞𝑞1𝑞𝑞−1  + 𝑞𝑞2𝑞𝑞−2  + ···       
𝐿𝐿(𝑞𝑞) =  ··· + 𝑙𝑙−2𝑞𝑞−2 + 𝑙𝑙−1𝑞𝑞−1 +  𝑙𝑙0  +  𝑙𝑙1𝑞𝑞−1  + 𝑙𝑙2𝑞𝑞−2  + ···           
𝜕𝜕(𝑞𝑞) = ··· + 𝑚𝑚−2𝑞𝑞−2 + 𝑚𝑚−1𝑞𝑞−1 +  𝑚𝑚0  + 𝑚𝑚1𝑞𝑞−1 + 𝑚𝑚2𝑞𝑞−2  + ···

 
(4-13) 

Figure 4.8. Example of an ILC structure 

4.4. Controller Design 

We begin our design by considering a general form for the ILC law as 

 𝑢𝑢𝑙𝑙+1[𝑖𝑖] = 𝑄𝑄(𝑞𝑞)𝑢𝑢𝑙𝑙[𝑖𝑖] + 𝐿𝐿(𝑞𝑞)𝑦𝑦𝑙𝑙[𝑖𝑖] + 𝜕𝜕(𝑞𝑞)𝑦𝑦𝑑𝑑[𝑖𝑖]    (4-14) 

To represent (4-14) in matrix format, let us consider 𝑁𝑁 sample sequences for the input, output 

and desired signals as 

 𝒖𝒖𝑙𝑙 =  [𝑢𝑢𝑙𝑙[0] 𝑢𝑢𝑙𝑙[1] ⋯ 𝑢𝑢𝑙𝑙[𝑁𝑁 − 1]]𝑇𝑇

𝒚𝒚𝑙𝑙 =  [𝑦𝑦𝑙𝑙[1] 𝑦𝑦𝑙𝑙[2] ⋯        𝑦𝑦𝑙𝑙[𝑁𝑁]]𝑇𝑇

𝒚𝒚𝑑𝑑 =  [𝑦𝑦𝑑𝑑[1] 𝑦𝑦𝑑𝑑[2] ⋯        𝑦𝑦𝑑𝑑[𝑁𝑁]]𝑇𝑇

𝒅𝒅𝑙𝑙 =  [𝑑𝑑𝑙𝑙          𝑑𝑑𝑙𝑙  ⋯     𝑑𝑑𝑙𝑙          ]𝑇𝑇

 
(4-15) 

and 𝑴𝑴, 𝑳𝑳, 𝑸𝑸 and 𝑷𝑷 as matrices equal to   
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(4-16) 

Therefore, (4-14) can be represented as  

 𝒖𝒖𝑙𝑙+1 = 𝑸𝑸𝒖𝒖𝑙𝑙 + 𝑳𝑳𝒚𝒚𝑙𝑙 + 𝑴𝑴𝒚𝒚𝑑𝑑                             
= (𝑸𝑸 + 𝑳𝑳𝑷𝑷)𝒖𝒖𝑙𝑙 + (𝑴𝑴𝒚𝒚𝑑𝑑 + 𝑳𝑳𝒅𝒅𝑙𝑙)     (4-17) 

An ILC method is regarded to be asymptotically stable (AS) if  

 ∃𝑢𝑢� ∈ ℝ ∶  |𝑢𝑢𝑙𝑙+1[𝑖𝑖]| ≤ 𝑢𝑢�    ∀𝑘𝑘 > 0,∀𝑖𝑖 ∈ [1,𝑁𝑁 − 1]    (4-18) 

The converged control signal can be defined as 𝑢𝑢∞[𝑖𝑖] = lim
𝑙𝑙→∞

𝑢𝑢𝑙𝑙[𝑖𝑖], and in order for (4-17) to 

be AS, 

 𝑧𝑧(𝑸𝑸+ 𝑳𝑳𝑷𝑷) < 1 (4-19) 

where 𝑧𝑧(𝑨𝑨)  =  max
𝑗𝑗

|𝜆𝜆𝑗𝑗(𝑨𝑨)| and 𝜆𝜆𝑗𝑗(𝑨𝑨) is the 𝑗𝑗𝑜𝑜ℎ eigenvalue of matrix 𝑨𝑨.  

The asymptotic error of the controlled system using (4-10) is equal to   

 𝒆𝒆∞ = 𝒚𝒚𝑑𝑑 − 𝑷𝑷𝒖𝒖∞ − 𝒅𝒅∞                                                                                        
= (𝑰𝑰 − 𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑴𝑴)𝒚𝒚𝑑𝑑 − (𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑳𝑳 + 𝑰𝑰)𝒅𝒅∞

 (4-20) 

where 𝑰𝑰 is an 𝑁𝑁 × 𝑁𝑁 identity matrix, and 𝒖𝒖∞ is calculated from (4-17) as  

 𝒖𝒖∞ = (𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1(𝑴𝑴𝒚𝒚𝑑𝑑 + 𝑳𝑳𝒅𝒅∞) (4-21) 

Proof:  



 

44 

𝒖𝒖∞ = (𝑸𝑸 + 𝑳𝑳𝑷𝑷)𝒖𝒖∞ + (𝑴𝑴𝒚𝒚𝑑𝑑 + 𝑳𝑳𝒅𝒅𝑙𝑙)
∴  𝒖𝒖∞ = (𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1(𝑴𝑴𝒚𝒚𝑑𝑑 + 𝑳𝑳𝒅𝒅∞) 

▀ 

In order to have 𝒆𝒆∞ = 𝟎𝟎, 𝑴𝑴, 𝑳𝑳 and 𝑸𝑸 should be selected as 

 𝑸𝑸 = 𝑰𝑰   
𝑴𝑴 = −𝑳𝑳 (4-22) 

Proof: 

From (4-20), for 𝒆𝒆∞ = 𝟎𝟎, we should have 

𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑳𝑳 = −𝑰𝑰
𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷 = −𝑳𝑳𝑷𝑷

∴ 𝑸𝑸 = 𝑰𝑰
 

𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑴𝑴 = 𝑰𝑰
𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷 = 𝑴𝑴𝑷𝑷
𝑰𝑰 − 𝑰𝑰 − 𝑳𝑳𝑷𝑷 = 𝑴𝑴𝑷𝑷

∴ −𝑳𝑳 = 𝑴𝑴

 

▀ 

Although the above matrices can achieve a zero asymptotic error, the transient error also 

needs to be analysed to prevent having significant transient errors in the system response. The 

controlled system is called monotonically convergent if 

 ‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙+1‖ ≤ 𝛾𝛾 ‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙‖  ∀𝑘𝑘, 0 ≤ 𝛾𝛾 < 1 (4-23) 
 

where ‖∙‖ is the Euclidean norm, and 𝛾𝛾 is the convergence rate. For the ILC law given in (4-14) 

we have, 

 𝛾𝛾 = 𝜎𝜎 �
𝑰𝑰 + 𝑳𝑳𝑷𝑷

2 � (4-24) 
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where 𝜎𝜎(∙) denotes the maximum singular value operator. 

Proof: 

𝒆𝒆∞ − 𝒆𝒆𝑙𝑙+1 = (𝑰𝑰 − 𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑴𝑴)𝒚𝒚𝑑𝑑 − (𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑳𝑳 + 𝑰𝑰)𝒅𝒅∞ 

−𝒚𝒚𝑑𝑑 + 𝑷𝑷(𝑸𝑸𝒖𝒖𝑙𝑙 + 𝑳𝑳(𝑷𝑷𝒖𝒖𝑙𝑙 + 𝒅𝒅𝑙𝑙) + 𝑴𝑴𝒚𝒚𝑑𝑑) + 𝒅𝒅𝑙𝑙+1 

= (−𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑴𝑴 + 𝑷𝑷𝑴𝑴)𝒚𝒚𝑑𝑑 + 𝑷𝑷(𝑸𝑸 + 𝑳𝑳𝑷𝑷)𝒖𝒖𝑙𝑙                            

−(𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑳𝑳 + 𝑰𝑰)𝒅𝒅∞ + 𝑷𝑷𝑳𝑳𝒅𝒅𝑙𝑙 + 𝒅𝒅𝑙𝑙+1 

Using values obtained in (4-22) 

𝒆𝒆∞ − 𝒆𝒆𝑙𝑙+1 = 𝑷𝑷(𝑰𝑰 + 𝑳𝑳𝑷𝑷)𝒖𝒖𝑙𝑙 − (𝑰𝑰 + 𝑷𝑷𝑳𝑳)𝒚𝒚𝑑𝑑 + 𝑷𝑷𝑳𝑳𝒅𝒅𝑙𝑙 + 𝒅𝒅𝑙𝑙+1 

Also  

𝒆𝒆∞ − 𝒆𝒆𝑙𝑙 = (−𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑴𝑴)𝒚𝒚𝑑𝑑 + 𝑷𝑷𝒖𝒖𝑙𝑙 − (𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑳𝑳 + 𝑰𝑰)𝒅𝒅∞ + 𝒅𝒅𝑙𝑙 

−𝒚𝒚𝑑𝑑 + 𝑷𝑷𝒖𝒖𝑙𝑙 + 𝒅𝒅𝑙𝑙 

= (−𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑴𝑴 − 𝑰𝑰)𝒚𝒚𝑑𝑑 + 2𝑷𝑷𝒖𝒖𝑙𝑙 − (𝑷𝑷(𝑰𝑰 − 𝑸𝑸 − 𝑳𝑳𝑷𝑷)−1𝑳𝑳 + 𝑰𝑰)𝒅𝒅∞ + 𝟐𝟐𝒅𝒅𝑙𝑙      

and by using values obtained in (4-22) 

𝒆𝒆∞ − 𝒆𝒆𝑙𝑙 = −2𝑰𝑰𝒚𝒚𝑑𝑑 + 2𝑷𝑷𝒖𝒖𝑙𝑙 + 2𝒅𝒅𝑙𝑙 

Therefore, 

‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙+1‖
‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙‖

=
‖−(𝑰𝑰 + 𝑷𝑷𝑳𝑳)𝒚𝒚𝑑𝑑 + 𝑷𝑷(𝑰𝑰 + 𝑳𝑳𝑷𝑷)𝒖𝒖𝑙𝑙 + 𝑷𝑷𝑳𝑳𝒅𝒅𝑙𝑙 + 𝒅𝒅𝑙𝑙+1‖

‖−2𝑰𝑰𝒚𝒚𝑑𝑑 + 2𝑷𝑷𝒖𝒖𝑙𝑙 + 2𝒅𝒅𝑙𝑙‖
 

Considering that in ILC {𝒙𝒙𝑙𝑙[0] = 𝐱𝐱0  ∀𝑘𝑘}, 

𝒅𝒅𝑙𝑙 = 𝒅𝒅𝑙𝑙+1 = 𝑪𝑪𝑨𝑨𝑙𝑙 𝐱𝐱0 [𝟏𝟏]𝑇𝑇 = 𝒅𝒅 

where [𝟏𝟏] denotes an all one 1 × 𝑁𝑁 vector. Therefore,  
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‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙+1‖
‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙‖

=
‖−(𝑰𝑰 + 𝑷𝑷𝑳𝑳)𝒚𝒚𝑑𝑑 + 𝑷𝑷(𝑰𝑰 + 𝑳𝑳𝑷𝑷)𝒖𝒖𝑙𝑙 + (𝑰𝑰 + 𝑷𝑷𝑳𝑳)𝒅𝒅‖

‖−2𝑰𝑰𝒚𝒚𝑑𝑑 + 2𝑷𝑷𝒖𝒖𝑙𝑙 + 2𝒅𝒅‖
 

Since for the matrices 𝑷𝑷 and 𝑳𝑳 given in (4-16) it can be proved that  ‖(𝑰𝑰 + 𝑷𝑷𝑳𝑳)‖ = ‖(𝑰𝑰 + 𝑳𝑳𝑷𝑷)‖, 
then 

‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙+1‖
‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙‖

≤
‖(𝑰𝑰 + 𝑳𝑳𝑷𝑷)‖

2
‖−𝑰𝑰𝒚𝒚𝑑𝑑 + 𝑷𝑷𝒖𝒖𝑙𝑙 + 𝒅𝒅‖
‖−𝑰𝑰𝒚𝒚𝑑𝑑 + 𝑷𝑷𝒖𝒖𝑙𝑙 + 𝒅𝒅‖

 

∴
‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙+1‖
‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙‖

≤
‖(𝑰𝑰 + 𝑳𝑳𝑷𝑷)‖

2
= 𝜎𝜎 �

𝑰𝑰 + 𝑳𝑳𝑷𝑷
2 � 

▀ 

Using the results obtained from (4-19), (4-22) and (4-24), the ILC law given in (4-17) can 

achieve asymptotic stability as well as monotonic convergent and zero steady-state error when 

it is in the form of  

 𝒖𝒖𝑙𝑙+1 = 𝒖𝒖𝑙𝑙 + 𝑴𝑴(𝒚𝒚𝑑𝑑 − 𝒚𝒚𝑙𝑙)
𝑧𝑧(𝑰𝑰 −𝑴𝑴𝑷𝑷) < 1

0 ≤ 𝜎𝜎 �
𝑰𝑰 −𝑴𝑴𝑷𝑷

2 � < 1
 

(4-25) 

However, further consideration has to be taken into account before using (4-25) to control 

the pneumatic actuator. First, the considered pneumatic actuator is a nonlinear system with the 

state space equation of 

 �
�̇�𝒙𝑙𝑙(𝑑𝑑) = 𝑓𝑓�𝒙𝒙𝑙𝑙(𝑑𝑑),𝑢𝑢𝑙𝑙(𝑑𝑑)�
𝑦𝑦𝑙𝑙(𝑑𝑑) = 𝑔𝑔�𝒙𝒙𝑙𝑙(𝑑𝑑)�           

   ;   𝑑𝑑 ∈ [0,𝑧𝑧]     𝒙𝒙𝑙𝑙(0) = 𝐱𝐱0  ∀𝑘𝑘 (4-26) 

We assume that 𝑓𝑓 ∶ ℝ𝑖𝑖+1→𝑖𝑖 and 𝑔𝑔 ∶ ℝ𝑖𝑖→1 are global Lipschitz continuous (GLC) functions.  

Therefore,  

 ‖𝑓𝑓(𝒙𝒙1,𝑢𝑢1, 𝑑𝑑) − 𝑓𝑓(𝒙𝒙2,𝑢𝑢2, 𝑑𝑑)‖ ≤ 𝐿𝐿𝑓𝑓(‖𝒙𝒙1 − 𝒙𝒙2‖ + ‖𝑢𝑢1 − 𝑢𝑢2‖)
‖𝑔𝑔(𝒙𝒙1, 𝑑𝑑) − 𝑔𝑔(𝒙𝒙2, 𝑑𝑑)‖ ≤ 𝐿𝐿𝑟𝑟‖𝒙𝒙1 − 𝒙𝒙2‖

 (4-27) 
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Considering the estimated frequency of the pneumatic system obtained in the previous 

chapter, the system is asymptotically stable, and so for a sampling time of 𝑧𝑧𝑠𝑠, where 𝑧𝑧 = 𝑁𝑁𝑧𝑧𝑠𝑠,  
the system can be considered as 

 𝒙𝒙𝑙𝑙[𝑖𝑖 + 1] =  𝑨𝑨𝒙𝒙𝑙𝑙[𝑖𝑖] + 𝑩𝑩𝑢𝑢𝑙𝑙[𝑖𝑖] + 𝜉𝜉(𝒙𝒙𝑙𝑙[𝑖𝑖],𝑢𝑢𝑙𝑙[𝑖𝑖])                                                   
𝑦𝑦𝑙𝑙[𝑖𝑖] =  𝑪𝑪𝒙𝒙𝑙𝑙[𝑖𝑖] + 𝜂𝜂(𝒙𝒙𝑙𝑙[𝑖𝑖])                      ;   𝒙𝒙𝑙𝑙[0] = 𝐱𝐱0  ∀𝑘𝑘, 𝑖𝑖 ∈ [0,𝑁𝑁]   (4-28) 

where lim
‖𝒙𝒙‖→0

‖𝜉𝜉‖
‖𝒙𝒙‖

= 0 and lim
‖𝒙𝒙‖→0

‖𝜂𝜂‖
‖𝒙𝒙‖

= 0. This means that the nonlinearities’ effects in the 

system’s dynamic would eventually vanish, and that the system has a dominating linear 

characteristic at its steady-state condition. Using (4-28), the system’s output can be presented 

as 

 𝑦𝑦𝑙𝑙[𝑖𝑖] =  𝑪𝑪(𝑞𝑞𝑰𝑰 − 𝑨𝑨)−1 𝑩𝑩 𝑢𝑢𝑙𝑙[𝑖𝑖] +  𝑪𝑪𝑨𝑨𝑙𝑙 𝐱𝐱0 + 𝜓𝜓(𝑢𝑢𝑙𝑙[𝑖𝑖])
= 𝑃𝑃(𝑞𝑞)𝑢𝑢𝑙𝑙[𝑖𝑖] + 𝑑𝑑𝑙𝑙 + 𝜓𝜓(𝑢𝑢𝑙𝑙[𝑖𝑖])                   

 (4-29) 

where 𝜓𝜓(∙) term is as a result of the nonlinearities’ residue in the model. By applying the 

proposed ILC law given in (4-17), we have  

 𝒖𝒖𝑙𝑙+1 = 𝑸𝑸𝒖𝒖𝑙𝑙 + 𝑳𝑳𝒚𝒚𝑙𝑙 + 𝑴𝑴𝒚𝒚𝑑𝑑                                                        
= (𝑸𝑸 + 𝑳𝑳𝑷𝑷)𝒖𝒖𝑙𝑙 + (𝑴𝑴𝒚𝒚𝑑𝑑 + 𝑳𝑳𝒅𝒅𝑙𝑙) + 𝑳𝑳𝜓𝜓(𝒖𝒖𝑙𝑙)            (4-30) 

In order to make sure that the ILC method is AS, an additional term has been added to the 

ILC law as 

 𝒖𝒖𝑙𝑙+1 = 𝑸𝑸𝒖𝒖𝑙𝑙 + 𝑳𝑳𝒚𝒚𝑙𝑙 + 𝑴𝑴𝒚𝒚𝑑𝑑 − 𝑑𝑑𝒖𝒖𝑙𝑙 (4-31) 

where �𝑳𝑳 𝜕𝜕𝜕𝜕
𝜕𝜕𝒖𝒖𝑘𝑘

� ≤ 𝑑𝑑 ∀𝑘𝑘. The existence of 𝑑𝑑 is guaranteed as  𝑓𝑓(∙) and 𝑔𝑔(∙) are assumed to be 

GLC functions.  

As the nonlinearities in the system can be controlled (removed) by adding the proportional 

control term, −𝑑𝑑𝒖𝒖𝑙𝑙, the rest of the system can be considered linear, and (4-19), (4-22) and 

(4-24) will be held. Therefore, the ILC law for controlling the pneumatic actuator can be 

summarized as:  
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 𝒖𝒖𝑙𝑙+1 = (1 − 𝑑𝑑)𝒖𝒖𝑙𝑙 + 𝑴𝑴(𝒚𝒚𝑑𝑑 − 𝒚𝒚𝑙𝑙)
𝑧𝑧(𝑰𝑰 −𝑴𝑴𝑷𝑷) < 1

0 ≤ 𝜎𝜎 �
𝑰𝑰 −𝑴𝑴𝑷𝑷

2 � < 1
 

(4-32) 

One major advantage of ILC is that it does not need accurate knowledge of the system model, 

and instead, it can learn from the system’s historical input and output. However, some degree 

of estimation can help to obtain a better design with a faster convergence. For this purpose, the 

estimated bode plot, which was given in Figure 3.16, will be used. As is seen, the system is a 

lowpass with the bandwidth of 1.6rad/s. Therefore, we use  

 𝑃𝑃(𝑠𝑠) =
0.01
𝑠𝑠 + 1

 (4-33) 

to estimate the linear part of the system. The ILC, in theory, is effective for repetitive processes. 

However, we would like to expand the ILC application to control the pneumatic system 

responding to non-repetitive inputs and disturbances. Since the system’s bandwidth is 

1.6rad/sec, it can be assumed that the system does not have much of fluctuations over a period 

of one second. Therefore, by taking 𝑧𝑧 = 0.01s, we can consider that the system would be seen 

as a repetitive process from the controller’s perspective. The 𝑃𝑃(𝑞𝑞) for the system given in (4-33) 

based on 𝑧𝑧 = 0.01s is equal to 

 𝑃𝑃(𝑞𝑞) = 9.95 × 10−5 × (𝑞𝑞−1 + (0.99)𝑞𝑞−2 + (0.99)2𝑞𝑞−3 + ⋯ ) (4-34) 

and  

 
𝑷𝑷 = 9.95 × 10−5 × �

1
(0.99)
⋮

(0.99)𝑁𝑁−1

0
1
⋮

(0.99)𝑁𝑁−2

…
…
⋱
…

0
0
⋮
1

� 
(4-35) 

𝑴𝑴 should be selected such that 𝑧𝑧(𝑰𝑰 −𝑴𝑴𝑷𝑷) < 1 and 0 ≤ 𝜎𝜎�𝑰𝑰−𝑴𝑴𝑷𝑷2 � < 1. Theoretically, 𝑴𝑴 =

𝑷𝑷−𝟏𝟏 will perfectly satisfy both conditions. For 𝑁𝑁 = 10, the inverse of 𝑷𝑷 is equal to 
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𝑷𝑷−𝟏𝟏 = 1 × 104 ×

⎣
⎢
⎢
⎢
⎡

1.005
−0.995

0
⋮
0

0
1.005
−0.995

⋮
0

…
…
⋱
…

0
0
⋮

1.005
−0.995⎦

⎥
⎥
⎥
⎤
 

(4-36) 

However, this design causes discontinuities in the control loop and cannot be implemented. 

Nevertheless, as is seen from (4-36), 𝑁𝑁 = 2 would be sufficient for implementing the ILC for 

the pneumatic actuator. Therefore, we consider 𝑴𝑴 as a 2 × 2 lower triangular matrix and 

calculate its arrays’ values. 

 𝑴𝑴 = �
𝑚𝑚0
𝑚𝑚1

0
𝑚𝑚0

� 𝑷𝑷 = �𝑃𝑃1𝑃𝑃2
0
𝑃𝑃1
� 

𝑰𝑰 −𝑴𝑴𝑷𝑷 = � 1 −𝑚𝑚0𝑃𝑃1 0
−𝑚𝑚0𝑃𝑃2 − 𝑚𝑚1𝑃𝑃1 1 −𝑚𝑚0𝑃𝑃1

� 

det�𝜆𝜆𝑰𝑰 − (𝑰𝑰 −𝑴𝑴𝑷𝑷)� = det �𝜆𝜆 − 1 + 𝑚𝑚0𝑃𝑃1 0
𝑚𝑚0𝑃𝑃2 + 𝑚𝑚1𝑃𝑃1 𝜆𝜆 − 1 + 𝑚𝑚0𝑃𝑃1

� = 0 

𝜆𝜆 = 1 −𝑚𝑚0𝑃𝑃1 

𝑧𝑧(𝑰𝑰 −𝑴𝑴𝑷𝑷) = 1−𝑚𝑚0𝑃𝑃1 

∴ 0 ≤ 𝑚𝑚0 ≤
1
𝑃𝑃1

= 10050 

𝜎𝜎 �
𝑰𝑰 −𝑴𝑴𝑷𝑷

2 � =
‖𝑰𝑰 −𝑴𝑴𝑷𝑷‖

2
=
�2(1 −𝑚𝑚0𝑃𝑃1)2 + (𝑚𝑚0𝑃𝑃2 + 𝑚𝑚1𝑃𝑃1)2

2
 

∴
−𝑚𝑚0𝑃𝑃2 − �4 − 2(1 −𝑚𝑚0𝑃𝑃1)2

𝑃𝑃1
≤ 𝑚𝑚1 ≤

�4 − 2(1 −𝑚𝑚0𝑃𝑃1)2 − 𝑚𝑚0𝑃𝑃2
𝑃𝑃1

 

(4-37) 

Although from the theoretical perspective, a larger value of 𝑚𝑚0 improves the AS condition 

of the ILC method, from the practical aspect, it should be limited to prevent the system from 

saturation. Considering the maximum rod’s displacement as 0.2m and the maximum input 
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voltage as 12V, the maximum value of 𝑚𝑚0 should be limited to 𝑚𝑚0 ≤
12
0.2

= 60. Figure 4.9 

shows the relation between 𝜎𝜎 �𝑰𝑰−𝑴𝑴𝑷𝑷
2
� and 𝑚𝑚1 ∈ [−60,60] to prevent the system from being 

saturated. For a repetitive process perspective, the best value would be 𝑚𝑚1 = −60 to minimize 

the transient error as is given by (4-24). However, the inputs to the considered pneumatic system 

are not repetitive, and so the proof given for (4-24) has to be revisited. As part of this proof we 

had  
 

 ‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙+1‖
‖𝒆𝒆∞ − 𝒆𝒆𝑙𝑙‖

=
‖−(𝑰𝑰 + 𝑷𝑷𝑳𝑳)𝒚𝒚𝑑𝑑 + 𝑷𝑷(𝑰𝑰 + 𝑳𝑳𝑷𝑷)𝒖𝒖𝑙𝑙 + 𝑷𝑷𝑳𝑳𝒅𝒅𝑙𝑙 + 𝒅𝒅𝑙𝑙+1‖

‖−2𝑰𝑰𝒚𝒚𝑑𝑑 + 2𝑷𝑷𝒖𝒖𝑙𝑙 + 2𝒅𝒅𝑙𝑙‖
 (4-38) 

 

However, as the process is not repetitive, we cannot consider 𝒅𝒅𝑙𝑙 = 𝒅𝒅𝑙𝑙+1. Instead, we should 

select the 𝑷𝑷𝑳𝑳 value as its maximum value, since this choice can help the condition to be 

asymptotically held as lim
𝑷𝑷𝑳𝑳→∞ 

�𝑷𝑷𝑳𝑳𝒅𝒅𝑘𝑘+𝒅𝒅𝑘𝑘+1
𝑷𝑷𝑳𝑳𝒅𝒅𝑘𝑘+𝒅𝒅𝑘𝑘

� = 1. Therefore, the values in (4-37) are selected as 

𝑚𝑚0 = 𝑚𝑚1 = 60, which makes 𝑧𝑧 = 0.994 and 𝜎𝜎 = 0.5, satisfying the conditions in (4-32). The 

value for 𝑑𝑑 should be in the range of [0,1) to satisfy the AS condition of the ILC method. 

However, choosing the optimal value requires the system’s knowledge, which is not available. 

Therefore, we performed a set of experiments and found that 𝑑𝑑 = 0.25 can lead to satisfactory 

performance.  

Figure 4.9. The effect of learning function value on the 𝝈𝝈    
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Based on the above discussions, the designed ILC method for the pneumatic actuator system 

is implemented as 

 𝑢𝑢𝑙𝑙+1[𝑖𝑖] = 0.75𝑢𝑢𝑙𝑙[𝑖𝑖] + (60 + 60𝑞𝑞−1)(𝑦𝑦𝑑𝑑[𝑖𝑖] − 𝑦𝑦𝑙𝑙[𝑖𝑖])    (4-39) 

The performance of the ILC-controlled system in tracking a reference signal is shown in 

Figure 4.10, and is compared to the performance of the PID controller in Figure 4.11, which 

shows a faster and more accurate response. 

  

Figure 4.10. Tracking performance of the ILC controlled actuator 

Figure 4.11. The comparison between the ILC and PID performance in tracking a 

reference signal   
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The difference between the reference and output of the system controlled by the ILC and 

PID is shown in Figure 4.12. As is seen, the tracking requirement has been achieved at the 

steady-state. The ILC can obtain the ±0.002m precision in 0.56s compared to 0.75s for the PID. 

The summation of the square of the error (∫ 𝑅𝑅2(𝑑𝑑)𝑑𝑑𝑑𝑑) for the PID controller is 0.0055, whereas 

this for the ILC controller is 0.0044. Therefore, the ILC demonstrates superior performance 

than the PID controller in terms of both speed and tracking accuracy. 

Figure 4.12. Comparison of PID and ILC with respect to the tracking error 

Next, we investigate the performance of the ILC method to overcome uncertainties. The 

performance of the system in overcoming the payload uncertainty is demonstrated in Figure 

4.13, showing that the controller can maintain the required precession (±0.002m) regardless of 

changes in the load. Although PID could not respond adequately to the uncertainties, the 

performance of the ILC and PID controllers in responding to the payload uncertainty is depicted 

in Figure 4.14. The summation of the square of the error for the PID controller is 9.1 × 10−4, 

whereas this for the ILC controller is 3.4 × 10−4. Again, the ILC shows a better performance 

than the PID controller in overcoming the uncertainties. 
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Figure 4.13. Performance of the ILC controlled actuator under payload uncertainty 

 

Figure 4.14. Comparison of PID and ILC with respect to overcoming payload 

uncertainty 

4.5. Summary 

This chapter covered the procedure for designing an ILC controller for the considered 

pneumatic actuator. It was shown through theoretical analysis that the ILC is a model-free 
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controller, which means no prior knowledge of the system model is required during the design 

procedure. The whole design was done based on the information obtained from the input and 

output of the system. We further expand the ILC method in order to be applicable to nonlinear, 

non-repetitive systems so that it can be used to control the considered pneumatic system. The 

performance of the ILC-controlled system was compared with a well-tuned PID controller. For 

this purpose, a PID controller has been designed based on the estimated frequency response of 

the plant. The simulation results showed that the designed ILC controller was successfully 

capable of tracking a non-repetitive reference signal and could overcome the internal and 

payload uncertainties. With respect to speed, the ILC was also shown to have better 

performance compared to the PID controller.  
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CHAPTER 5: CONCLUSION 

Cylinder-piston actuators are the most common pneumatic systems, which translate the air 

pressure force into a linear mechanical motion. In industrial automation and robotics, linear 

pneumatic actuators have a wide range of applications, from load positioning to pneumatic 

muscles in robots. The air is, however, compressible and has a low damping characteristic, 

which causes a nonlinear response and increases the system’s dynamic order. Moreover, before 

the system can apply any force to a load, a pneumatic system’s pipes and cylinders have to be 

filled with air. This results in further nonlinearities in the form of dead-band and transmission 

attenuations. Also, a pneumatic system is affected by frictional forces caused by the mechanical 

parts’ movements. Such nonlinearities make identifying pneumatic systems’ parameters, which 

are needed by many control algorithms to precisely control the system’s position, a challenging 

practice. 

The methods of controlling pneumatic actuators were reviewed in Chapter 2, where they 

were classified into PID-based, robust methods, adaptive methods and intelligent based 

controllers. It was discussed that the main challenge in controlling pneumatic actuators is to 

overcome the nonlinearities and uncertainties of the system. Two approaches have been taken 

for designing controllers for pneumatic systems. In the first approach, as is done in robust 

control methods, uncertainty boundaries are identified and the controller is designed within 

those boundaries. In the second approach, the controllers are capable of being adjusted to the 

system’s variations. However, this requires continuously estimating the system’s parameters 

using measurements, as is done in adaptive controllers, or performing extensive calculations 

and training as in intelligent based methods. A well-tuned PID controller can also achieve the 

required performance. The tuning can be done by the designer or by the system itself using 

different adaptive and intelligent methods.  

In the majority of the control algorithms used in controlling the position of a pneumatic 

actuator, the model of the system has to be achieved prior to the design of the controller. 

However, due to the gases’ physical behaviour, modelling a pneumatic system is usually done 

based on many assumptions that might result in an inaccurate model during system operation. 

As a result, such controllers may not achieve the required performance. Moreover, intelligent 

based control algorithms cannot easily be implemented in real-time applications due to their 
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extensive calculation requirements. This leads to a need for developing real-time control 

systems capable of controlling pneumatic systems without needing to obtain the mathematical 

model of the system. 

An ILC algorithm uses information from previous repetitions to learn about the system’s 

dynamics for generating a more suitable control signal. This learning process is performed in 

an iterative manner to improve the controller’s performance from one iteration to the other, 

achieving a zero-error convergence. ILC algorithms are particularly useful in real-time control 

systems, given their relatively quick response to changes in the input signal. However, their 

application is only limited to repetitive processes, where the same control action should be 

performed repeatedly. In such processes, it is reasonable to make use of previously acquired 

data for improving a controller’s convergence and robustness. Therefore, the aim of this study 

was to design an ILC controller for position control of a pneumatic system to achieve ±2mm 

precision in controlling the position of 1-10 kg payloads. Such a performance has been selected 

based on the industrial applications of approximately 70% of servo pneumatic actuators. 

Although ILC is a model-free control method, in Chapter 3, the mathematical model and 

physical properties of a pneumatic actuator have been discussed. This was to provide a better 

understanding of the nonlinearities and uncertainties that have been considered in modelling 

the selected pneumatic system. The modelling has been done according to theoretical analysis, 

including thermodynamics, fluid mechanics and motion dynamics theories. In addition to the 

mathematical model derivation, Chapter 3 covered the simulation of the system using 

MATLAB SimScape. The simulation results have demonstrated the effect of system 

nonlinearities on the system’s response. 

Chapter 4 discussed the procedure for designing a well-tuned PID and an ILC controller for 

the considered pneumatic actuator to be able to compare their performances. The frequency 

domain techniques, namely Nichols chart and Inverse Nichols chart, have been used to design 

the PID controller. Although the PID-controlled system performed adequately in reference 

tracking, it was unsuccessful in overcoming the payload uncertainties. It was then shown 

through theoretical analysis that the ILC is a model-free controller, which means no prior 

knowledge of the system model is required during the design procedure. The whole design was 

done based on the information obtained from the input and output of the system. The ILC 
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method has been even further expanded to be applicable to nonlinear, non-repetitive systems 

so that it could be used to control the considered pneumatic system. This was done through 

detailed mathematical analysis of the system. The simulation results showed that the designed 

ILC controller was successfully capable of tracking a non-repetitive reference signal and could 

overcome the internal and payload uncertainties. With respect to speed, the ILC was also shown 

to have better performance compared to the PID controller. 
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