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Abstract 

This study aims to predict a student’s graduation on time (GOT) using machine learning algorithms. We applied five different 

machine learning algorithms, namely Random Forest, Support Vector Machine (Linear Kernel), Support Vector Machine 

(Polynomial Kernel), K-Nearest Neighbors, and Naïve Bayes. These algorithms were tested using 10-fold cross validation and 

simulated various parameter tuning values. The results show that the Random Forest algorithm produces the best accuracy and kappa 

statistics values, so this algorithm is suitable for modeling predictive data of students graduating on time. This predictive model is 

expected to be useful for higher education management in designing their strategies to assist and improve student academic 

performance weaknesses in order to achieve graduation on time. 
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1. Introduction* 

The increasing number of universities in Indonesia has made those that have existed for a long time try to provide the 

best service to increase the number of student admissions and the quality of their graduates. One of the indicators that 

is the main issue for measuring the quality of a university and has attracted the attention of policymakers, industrial 

owners, educators, and researchers in recent years is the graduation rate and timeliness of students in achieving a degree 

(Yue & Fu, 2017). The Indonesian Ministry of Education, through the National Accreditation Agency for 

Higher Education (BAN-PT), has determined that the standard for on-time graduation is at least 50% of the number of 

students admitted during that period (Pradipta et al., 2019). If these standards are not achieved, the accreditation of the 

university will decrease. Besides that, students who take longer to graduate have an impact on the university's budget 

since the university must spend more money on extra resources, like more classrooms to accommodate more students 

and lecturer salaries. Therefore, higher education needs to handle this issue brilliantly and proactively, as the university’s 

achievement depends highly on the graduation rate. One of the solutions to handle this issue is by analyzing students’ 

performance, since it can be an indicator to predict the students’ graduation time. However, analyzing the performance 

of students is very complicated and tedious as it involves many data points that are continuously increasing year by year 

(Ogwoka et al., 2015). Alternatively, data mining can be used to perform analysis in order to solve this problem. 

According to Han et al. (2023) data mining is a process of discovering interesting patterns, models, and other kinds of 

knowledge in large data sets. It is about analyzing and categorizing the data, as well as summarizing the knowledge of 

many kinds of information collected in databases and data warehouses (Reddy et al., 2010). Data mining with machine 

learning algorithms is now used extensively in the education system to analyze students' performance, predict when 

they will graduate, and address other related issues. As research has been done by Suhaimi et al. (2019) about a 

predictive model of graduation on time using machine learning algorithms. Their research used five machine learning 

algorithms, namely Decision Tree, Random Forest, Naïve Bayes, Support Vector Machine (PolyKernel), and Support 
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Vector Machine (RBFKernel) with four different k-folds of 5, 10, 15, and 20. Their study showed that Support Vector 

Machine (PolyKernel) performed better than other classifiers, and 5 and 20 k-folds were the best for this experiment. 

Lagman et al. (2020) conducted research on student graduation using machine learning algorithms to improve 

classification algorithm accuracy for student graduation prediction using an ensemble model. Their research used four 

machine learning algorithms, namely Logistic Regression, Neural Network, Decision Tree, and Naïve Bayes. The 

results show that Logistics Regression performed better than other classifiers. Other research uses machine learning in 

educational data mining about predictive of time graduation have been carry out using two-level classification algorithm 

by Tampakas et al. (2019), Bassi et al. (2019) have been research of students graduation on time prediction model using 

artificial neural network, predicting time to graduation at a large enrollment American university using logistic 

regression and gradient boosted trees by Aiken et al. (2020), and time series prediction on college graduation using 

KNN algorithm by Salim et al. (2020), and there are many other studies that use machine learning algorithm. 

Using machine learning algorithms, one can improve the accuracy of the educational data mining model and conduct a 

more in-depth analysis of the mined data. Researchers typically employ machine learning algorithms to discover 

patterns in data sets by allowing them to learn on their own (Asyraf et al., 2017). However, from the various studies 

previously mentioned, the use of machine learning algorithms by simulating parameters tuning in educational data 

mining has not been carried out. According to Weerts et al. (2020) the performance of many machine learning 

algorithms depends on their parameter tuning settings. Therefore, in this research, we apply five different machine 

learning algorithms, namely Random Forest, Support Vector Machine (Linear Kernel), Support Vector Machine 

(Polynomial Kernel), K-Nearest Neighbors, and Naïve Bayes using 10-fold cross validation and various parameter 

tuning techniques. 

2. Methodology 

This research methodology follows the Cross-Industry Process for Data Mining (CRISP-DM), with six steps associated 

with the required activities (Suhaimi et al., 2019). The details of each step are discussed briefly: 

Business Understanding. Understanding business is the first step of this research. The issues related to students' 

graduation status and the factors that contribute to their timely graduation will be the primary focus of this step. 

Data Understanding. Data understanding is the second step in the CRISP-DM process, and it requires the researcher 

to acquire the necessary data and transform it into a format that can be mined with the Data Mining Tool. The STIEM 

Bongaya students' database, which contains the historical data of STIEM Bongaya's students from cohorts 2013 to 2018, 

was used as the method for data collection in this study. The distribution and its range values were then identified by 

carefully examining this data. The analysis shows that the raw data from the STIEM Bongaya database has 14 attributes 

with 4,093 rows of data consisting of two undergraduate student departments, which are management and accounting. 

Data Preparation. The research model's competence is highly dependent on the dataset's quality, making this step of 

the CRISP-DM process crucial. This step includes a number of activities, including data selection and cleaning, data 

construction, and data integration and formatting. Based on their relevance to the objectives of this research, a number 

of attributes from the raw dataset were chosen. 14 attributes with GOT status as the target or class label are listed in 

Table 1 as the list of selected attributes. 

Modelling. The modeling step is where we look for useful patterns in the data. To find patterns in datasets throughout 

the machine learning process, modeling of the dataset is required. There are several modeling algorithms in data mining; 

however, not all of them are appropriate for this study topic. Before modeling, the data is divided into two parts, namely, 

80% for training data and 20% for testing data. After that, the prepared data was trained on five different classifiers with 

10-fold cross validation and parameter tuning, as shown in Table 2. 

Evaluation. The values of the accuracy score and the Kappa statistic were used to evaluate these classifiers during the 

model evaluation step. The best classifier chosen for this study is the one with the highest score. 

Deployment. All of the research's progress, outcomes, and findings, as well as any issues or constraints, are provided 

in a report form during the deployment phase. The predictive models are developed using R Studio. 

 

 

Table 1. Atributes of Graduation on time (GOT) 
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Atribute ID Value Description 

NCP 0 - 4 Student’s Number Credit Passed 

SMT4 0 - 4 Student’s GPA Semester 4 

SMT3 0 - 4 Student’s GPA Semester 3 

SMT2 0 - 4 Student’s GPA Semester 2 

SMT1 0 - 4 Student’s GPA Semester 1 

AA 16 - 46 Student’s Age Admission 

FS Accounting, Financial, Marketing, Human Resource Student’s Focus Study 

FI IDR 1 - IDR 499.999 

IDR 500.000 - IDR 999.999 

IDR 1.000.000 - IDR 1.999.999 

IDR 2.000.000 - IDR 4.999.999 

IDR 5.000.000 - IDR 20.000.000 

More than IDR 20.000.000 

Nil Income 

Student’s Father Income 

MI IDR 1 - IDR 500.000 

IDR 500.000 - IDR 999.999 

IDR 1.000.000 - IDR 1.999.999 

IDR 2.000.000 - IDR 4.999.999 

IDR 5.000.000 - IDR 20.000.000 

More than IDR 20.000.000 

Nil Income 

Student’s Mother Income 

SEX Male, Female Student’s Sex 

RE with Parents, with Guardian, Boarding House, 

Dormitory, Others 

Student’s Residence 

TR Public transportation, 

Private Car, 

Private Motorcycle 

Walk to campus 

Student’s Transportation 

DEP Management, Accounting Department taken by student 

CT Regular Class, Executive Class Class type taken by student 

GOT Status Yes, No Student’s graduation status 

Table 2. Machine Learning Algorithm with Parameter Tuning 

Algorithm Parameter Tuning 

Random Forest mtry = (2,3,4) 

Support Vector Machine (Linear Kernel) cost = (0.01, 0.1, 1) 

Support Vector Machine (Polynomial Kernel) degree = (1,2,3); scale = (0.01, 0.1); cost = (0.25, 0.5, 1) 

K-Nearest Neighbors K = (1, 3, 5, 7, 9) 

Naïve Bayes usekernel = (T, F); adjust = (0.01, 0.1, 1); fl = (0.01, 0.1, 1) 

 

3. Result and Discussion 

The performance of five machine learning algorithms with tuning parameters validated using 10-fold cross validation 

will be discussed in this session, as well as the importance of features related to students’ graduation on time (GOT). 

3.1. Performance with Parameter Tuning 

Data training of students' graduation times on STIEM Bongaya was modeled using five machine learning algorithms, 

namely Random Forest, Support Vector Machine (Linear Kernel), Support Vector Machine (Polynomial Kernel), K-

Nearest Neighbors, and Nave Bayes, with 10-fold cross validation and various parameter tunings as shown in Table 2. 

The results of the performance of the five algorithms can be seen in Figure 1. In Figure 1, the accuracy and kappa 
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statistical values are shown in the form of intervals obtained from a 10-fold cross-validation trial that was simulated 

with different tuning parameter values. The results show that the machine learning algorithm with the best accuracy and 

Kappa statistic is the Random Forest with a mtry tuning parameter value of 4. Then the next best accuracy and Kappa 

statistic value is still the random forest algorithm with an mtry of 3. 

 

Fig. 1. Accuracy and Kappa statistics with 10-fold Cross-validation and Parameters tuning 

This study is similar to previous research by Hutt et al. (2019) on the prediction of on-time graduation, which applies 

the random forest algorithm and achieves the best prediction performance with ROC values in the range between 0.629 

and 0.694. Another study that has been conducted by Gunawan et al. (2021) regarding the prediction of graduation on 

time states that the random forest algorithm has the highest accuracy value compared to other algorithms, with an 

accuracy value of 0.726. Recently, this algorithm has produced the best accuracy values from various research fields. 

Figure 1 also shows the machine-learning algorithm that has the lowest accuracy and Kappa statistic, namely the Naïve 

Bayes algorithm. However, this algorithm for certain tuning parameter values has the same accuracy value, and some 

are even better than the accuracy values of the SVM Poly and KNN algorithms. The use of this method in various 

studies to predict graduation time has been carried out, including research conducted by Lagman et al. (2019), Gerhana 

et al. (2019), and Sugiharti et al. (2017), which states that the Naïve Bayes algorithm has a high accuracy value. Then 

in Figure 1, it also shows that the accuracy value for the K-Nearest Neighbors algorithm with various tuning parameter 

simulations is never better than other algorithms except that it is only better than the Naïve Bayes algorithm for certain 

parameter values. These results are also in line with research conducted (2019), which states that the accuracy of the K-

Nearest Neighbors algorithm is better than the Naïve Bayes algorithm. On the other hand, an interesting machine 

learning algorithm to discuss in Figure 1 is the Support Vector Machine (Polynomial Kernel) algorithm. In Figure 1, it 

can be seen that only this algorithm has a small value interval compared to other interval algorithms for all the parameter 

tunings that have been tried. The accuracy value produced by this method is more stable and consistent for each 
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experiment, up to 10-fold cross-validation. So there have been several studies on graduation time predictions using this 

algorithm, and the results show that this method produces a high accuracy value (Ahmad Tarmizi et al., 2019; 

Kesumawati & Utari, 2018; Suhaimi et al., 2019; Pang et al., 2017). Therefore, each algorithm has advantages and 

disadvantages for predicting a student's timely graduation (GOT) in higher education. So, based on the simulation results 

using parameter tuning, the best accuracy value and Kappa statistic produced by each machine learning algorithm are 

shown in Table 3, which shows that in this study, the Random Forest algorithm produced the best accuracy value and 

Kappa statistic with a mtry of 4. 

Table 3. Performance Statistics for Five Machine Learning Algorithms 

Methods Parameter tuning Accuracy Kappa Statistic 

Random Forest mtry = 4 0.867 0.616 

SVM Polynomial Degree = 2; scale = 0.01; cost = 1 0.859 0.574 

SVM Linear cost = 0.1 0.857 0.574 

Naïve Bayes usekernel = F; adjust = 0.01; fl = 0.01 0.856 0.568 

K-Nearest Neighbort K = 7 0.832 0.477 

3.2. Feature Importance 

In this section, we will discuss the variables that influence the prediction of student graduation on time using the Relative 

Importance Score method of the Random Forest algorithm.  

 

Fig. 2. Feature Importance of Graduation on time (GOT) 

Figure 2 shows the relative importance scores of 14 features, which consist of two feature groups, namely, features with 

a continuous scale and features with a categorical scale. The graph shows that features with a continuous scale have 

more influence on model formation to predict a student's graduation-on-time (GOT) than features with a categorical 

scale. On a continuous scale, the following attributes have the highest relative importance scores: number of credits 

passed (NCP), student's GPA from semester 4 to semester 1 (SMT4-SMT1), and student's age at admission (AA). Then, 

the attributes in order of highest to lowest relative importance score on the categorical scale are: focus study (FS), father 

income (FI), mother income (MI), sex (SEX), student’s residence (RE), student’s transportation (TR), department taken 

by the student (DEP), and class type taken by the student (CT). As a result, the higher education institution can develop 
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a student study plan strategy based on this feature importance score in order to increase the student's graduation date. 

4. Conclussion and Future Work 

The purpose of this research, we apply five different machine learning algorithms, namely Random Forest, Support 

Vector Machine (Linear Kernel), Support Vector Machine (Polynomial Kernel), K-Nearest Neighbors, and Naïve Bayes 

using 10-fold cross validation and various parameter tuning values. The results show that the Random Forest algorithm 

produces the best accuracy and kappa statistics values, so this algorithm is suitable for modeling predictive data of 

students graduating on time. However, in the future, we will improve the performance of these five machine learning 

algorithms for dealing with imbalanced data problems in target data using various techniques. This research can inform 

higher education administrators, students, and academics about students whose performance is most likely to fail 

graduation on time and the solutions that can be found. Additionally, this strategy has the potential to enhance the 

academic quality of higher education by significantly reducing the number of students who are unable to graduate on 

time. 
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