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Abstract

Choice models (CM) are proposed in the field of tourism recommender systems (TRS)

with the aim of providing algorithms with both a theoretical understanding of tour-

ist's motivations and a certain degree of transparency. The goal of this work is to

overcome some of the limitations of current state-of-art algorithms used in TRSs by

providing: (1) accurate preferences, which are learnt from user choices rather than

from ratings, and (2) interpretable coefficients, which are achieved by means of the

set of estimated parameters of CM. The study was carried out with a gastronomic

data set generated in an ecological experiment in the tourism domain. The perfor-

mance of CM has been compared with a set of baseline algorithms (rating-based and

ensembles) by using two evaluation metrics: precision and DCG. The CM out-

performed the baseline algorithms when the size of the choice set was limited. The

findings suggest that CM may provide an optimal trade-off between theoretical

soundness, interpretability and performance in the field of TRS.
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1 | INTRODUCTION

Tourism is a strategic business domain which manages the movement of people to destinations outside their usual environment and plays a key

role in the economic and social development of many countries. In the last decade, the digitalization of the sector has been crucial to reach new

markets and offer new experiences to tourists. In this field, intelligent or smart tourist recommender systems (TRS) have become mainstream

techniques for suggesting personalized plans, products and information to end users.

The field of Machine Learning has played an important role in providing a number of recommendation techniques that work at the back-end

of TRSs (Borràs et al., 2014; Hamid et al., 2021; Kzaz et al., 2018). The most relevant approaches are: content, collaborative, context and

ensemble-based models. Content-based algorithms work both with item attributes and past user experiences to learn a profile of preferences for

each decision-maker (Burke et al., 2011; Harman, 1995). Tourist profiles are built based on demographic or location-based information which is

used to estimate the relevancy of point of interests (Santos et al., 2019). Collaborative-based algorithms, on the other hand, require users to rate

items, which are later used to build memory and model-based approaches to predict the rating of any new user-item interaction (Burke

et al., 2011; Resnick et al., 1994). Since its arrival, the collaborative approach has been widely adopted as a way of removing the need to manage

specific domain information, and ratings have become the key data required to fuel rating-based algorithms. While content and collaborative

approaches are based on user-item interaction, context-based techniques include contextual information that informs about the specific
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circumstances of such interaction (Adomavicius & Tuzhilin, 2011). Objects and points of interest can be used as contextual information to suggest

optimal plans for tourist (Le & Pishva, 2016). Nowadays, after the impact of the Netflix prize, ensemble models have become very popular to

develop recommender systems. Ensemble learning is a paradigm that aggregates instances of weak algorithms (aka learners) to produce more

accurate predictions than those provided by single learners (Friedman et al., 2009; Polikar, 2006). The most popular methods proposed for effi-

cient aggregation of learners (Friedman et al., 2009; Polikar, 2006) are bagging, boosting and random forest. A hybrid ensemble, which combines

learners of different nature, has been successfully applied to recommend tourist routes based on location-tagged data (Wan et al., 2018).

The main drawbacks of the techniques applied so far in the development of TRSs are: the lack of a theoretical background to understand the

underlying motivational factors conditioning the tourist decision-making, and their interpretability to explain the recommendations. The study and

identification of tourist's motivation is a central element of the so called push-pull models in tourism (Crompton, 1979; Dann, 1976; Pestana

et al., 2020). They are based on the notion that tourists make choices according to a set of needs and motivations that push them to travel, while

tourist items have a set of desirable characteristics that attract them. So, the first pillar to develop a sound TRSs should be to understand and learn

those push motivations that may explain both tourist's preferences and behaviours. The machine learning approaches apply different shortcuts in

order to solve this problem. All rating-based models learn preferences from ratings considering a strong relationship between them: in memory-

based approaches, it is assumed that decision-makers with similar ratings will have similar tastes; and in model-based techniques, ratings are

assumed to be the result of a matching between latent factors in an item and the decision-maker's preferences about those factors. The problem

is the absence of experimental evidence supporting these assumptions, which makes the accuracy of the learnt tastes/preferences unclear. Fur-

thermore, ensemble-based solutions, while successful in terms of accurate predictions, come at a cost of complexity and an opaque nature that

makes the recommendations difficult to explain.

Our work focuses on providing a theoretical background to the algorithms behind tourism recommender systems to alleviate these problems.

The contribution to the field of TRSs can be summarized as follows:

• The application of choice models (CM) as a tool to learn tourist's preferences with a sound methodology.

• The exploration of the potential of CM by comparing them with algorithms used in TRSs: (1) advanced rating-based algorithms and (2) ensemble

strategies.

The paper is organized in the following way. In the Related Work section, an overview of CM and other choice-based strategies are reviewed.

In the Background section, the recommendation problem is described as a choice problem and the CM are presented. In the Methods section, the

experiments, datasets and algorithms are described. In the Results section, the fitting as well as the performance evaluation of the algorithms are

presented. Finally, in the Discussion section we comment on the results and highlight the major contributions of the paper.

2 | RELATED WORK

2.1 | Choice models

Chaptini proposed the first application of discrete choice models (CM) in the field of recommender systems (Chaptini, 2005). The goal was to provide

personalized course recommendations for MIT students by means of a generalized mixed logit model fed with survey data. Some years later, Pol-

ydoropoulou and Lambrou continued the utilization of CM to recommend courses for seafarers and employees of the shipping industry

(Polydoropoulou & Lambrou, 2012). The models were estimated with data gathered from questionnaires. The novelty was centred on the application of

a Bayesian approach to update the estimated coefficients, which allows for different prior distributions to characterize individual preferences. A more

sophisticated model, a multi-level nested multinomial logit one, was proposed by Jiang et al. in the quest of achieving both relevancy and diversity in

the recommendation process (Jiang et al., 2014). Recently, the group of Ben-Akiva at MIT have explored the potential of CM in app-based recom-

mender systems (Danaf et al., 2019), a setting in which the attributes of the alternatives may vary over time and therefore user's preferences need to

be continuously updated. The updating method has been tested in the field of transportation with real choices of users collected in Switzerland.

In the field of tourism, our preliminary work has revealed the potential value of CM for gastronomic recommendations by comparing their

performance with that of basic rating-based algorithms (Saavedra et al., 2016). Following a similar line of thought, Mottini and Leheritier analysed

how CM can be used in the air travel industry to have a better understanding of flight choices (Mottini et al., 2018).

2.2 | CM and the quality of data

Two types of information can be gathered from users: explicit and implicit. Explicit ratings obtained directly from users are the most common

information used in recommender systems. However, it has been pointed out that ratings have some important drawbacks (Claypool et al., 2001):
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(1) the input of these opinions can alter normal pattern of browsing and reading, and (2) users may stop entering this data if they do not see the

benefit. As a result, the ratings may not be a reliable source of data for the recommending process. The solution is the use of implicit information,

that is, the type of data obtained using an indirect method without direct interrogation of the user. Actions such as mouse clicks, mouse move-

ment, browsing times and user's choices can be recorded and used to derive user's interest and preferences (Peska & Vojtas, 2017). Choices are

the key data proposed in this paper to feed both the CM and the TRSs.

2.3 | CM and patterns of human decision-making

Understanding how tourists make choices is crucial to develop efficient TRSs. On this regard, the ASPECT model comes handy as it describes six

different decision-making strategies or patterns that humans may follow when facing a choice problem (Jameson et al., 2015): attribute-based,

consequence-based, experience-based, socially-based, policy-based and trial-and-error-based choice. A relationship between these patterns and

state-of-art recommendation algorithms can be found: content-based algorithms follow the ideas behind the attribute-based pattern while

collaborative-based algorithms could be related with the socially-based one. The CM utilized in this work may be considered as a formal imple-

mentation of the attribute-based choice pattern.

3 | BACKGROUND ON CHOICE MODELS

3.1 | Recommendation as a choice problem

The recommendation problem can be approached in different ways by viewing it as the problem of predicting user's choices in any particular

context. Under this perspective, the Rational Choice Theory can be considered the classic paradigm used to explain the choices made by

rational agents (Sen, 1990). This theory assumes that any decision-maker will solve the decision-making problem by applying the follow-

ing rule:

CR A, �ð Þ¼ a0 �A
���a0 � a, 8a�A

n o
, ð1Þ

where, CR represents ‘choice rule’, A is the choice set, the set of alternatives considered for the decision maker at the time of choice, and the �
operator represents the relationship ‘preferred to’, or at least ‘preferred’. The chosen alternative will therefore be that for which the decision-

maker shows the greatest preference.

In order to build a predictive model on the basis of this rule, the researcher must replace the qualitative preference operator with a quantita-

tive one that will enable numerical comparison between the benefit of each alternative. Utility theory comes to the rescue to solve this issue. One

of its axioms states that it is possible to define a utility function such that,

a� b,U að Þ≥U bð Þ: ð2Þ

Therefore the choice rule in Equation (1) becomes:

CR A, ≥ð Þ¼ a0 �A
���U a0ð Þ≥U að Þ, 8a�A

n o
: ð3Þ

This rule is mathematically equivalent to the formulation of the general recommendation problem (Adomavicius & Tuzhilin, 2005), which is

described in terms of a maximization problem:

a0 ¼ argmax
a � A

U að Þ,

CR A, ≥ð Þ¼ a0 �A
���U a0ð Þ≥U að Þ, 8a�A

n o
:

ð4Þ

As the recommendation problem can be understood as a choice prediction problem, the powerful models and techniques developed in the

latter field can be applied to generate recommendations.

ALMOMANI ET AL. 3 of 18
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3.2 | Choice models with random utility

The choice rule represents how decision-makers reach their decisions. However, in the real world, researchers do not have access to all of the

information that decision-makers may handle to estimate the utilities. For a specific user cn, the researcher only knows some attributes of the

alternatives, labelled xj, for all aj alternatives with j � {1, … , J}. Therefore, the predicted utility can be decomposed as follows:

U cn, aj
� �¼Vnjþϵnj, ð5Þ

where, Vnj = V (xj) is the representative utility, which can be estimated on the basis of the observed factors, and ϵnj captures the unknown factors

that cannot be observed by the researcher. This decomposition is fully general, as ϵnj is defined simply as the difference between the true utility

Unj and the representative utility Vnj.

The uncertainty about ϵnj is handled as a random variable, and the researcher must make further assumptions about its probability distribu-

tion. The models derived under these assumptions are called random utility models (RUM) (McF, 1973).

From the researcher's perspective, the choice rule of Equation (3) for a decision-maker cn, which is deterministic from the decision-maker's

perspective, becomes probabilistic in the following way:

CR A, ≥ð Þ¼ ai �A
���Pni ≥Pnj, 8aj �A

n o
, ð6Þ

and the probability Pni is estimated by considering the decomposition formulated in Equation (4):

Pni U cn, aið Þ>U cn, aj
� �

for all j≠ i
� �¼Pni ϵnj�ϵni <Vni�Vnjfor all j≠ i

� �
: ð7Þ

If the joint density of ϵn = (ϵn1, … , ϵnJ) is denoted by f, the cumulative probability can be rewritten as follows:

Pni ¼
ð
ϵ
 ϵnj�ϵni <Vni�Vnj for all j≠ i
� �

f ϵnð Þdϵn, ð8Þ

where,  is the indicator function, equalling 1 when the term in parentheses is true and 0 otherwise.

3.3 | Standard and mixed logit models

Different models are derived depending on the density chosen, that is, depending on the evidence or assumptions about the distribution of the

unobserved portion of utility. The simplest and most widely adopted choice model is the standard logit model (McF, 1973), which is obtained

under the assumption that each unobserved portion of utility ϵnj is distributed independently and identically. In this case, f denotes the density for

Gumbel distribution and the integral 8 takes a closed form with the following solution:

Pni ¼ eVniP
je
Vnj

: ð9Þ

This model estimates the probability Pni as the ratio between the relevancy of the item ai for user cn, estimated by the eVni term, and the

aggregated relevancy of all items aj in the choice set. This set is the collection of items that the user considers/analyzes at the time of choice. Typ-

ically it is a reduced number of items that were filtered by the user by considering different constraints (price, distance, knowledge of the

user, etc.).

The values of the probability Pni depend on the representative utilities. As Vni increases, reflecting a higher match between the observed attri-

butes of the alternative and the preferences of the decision-maker, with Vnj for all j≠ i held constant, Pni approaches the value one. Pni

approaches zero when Vni decreases, as the exponential in the numerator approaches zero as Vni approaches �∞.

The representative utility is usually specified as linear in the set of alternative attributes: Vnj = βnj � xj, where xj is a vector including, as before,

the observed attribute's values of the alternative aj, and βnj denotes the model coefficients vector describing the preferences of decision-maker cn

for the attributes of the alternatives aj. The preferences βnj (model coefficients) are estimated by fitting Equation (9) to a data set of choices. The

choice set must verify three properties. It must be finite, exhaustive (the decision-maker always chooses one of the alternatives) and mutually

exclusive (the choice of one alternative necessarily implies not choosing any of the other ones).

4 of 18 ALMOMANI ET AL.
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The standard logit model cannot represent differences in tastes that are not related to observed characteristics (Train, 2009). Therefore,

if taste variation is modelled as partly random, a logit model with random parameters should be considered instead. Thus, β is now a vector

of random coefficients that vary across decision-makers in the population with density g. This density is a function of parameters θ that rep-

resent, in the Gaussian case, the mean and covariance of the random coefficient in the population. The choice probabilities can be written as

follows:

Pni ¼
ð

eVni βð ÞP
j
eVnj βð Þ

0
B@

1
CAg βjθð Þdβ: ð10Þ

As the previous integral does not adopt a closed form, it must be evaluated numerically. Once the researcher specifies a distribution g for the

coefficients, the parameters θ maximizing the simulated log-likelihood must be estimated through simulation. The R draws of the coefficients are

then taken from g and the logit probabilities are computed for each draw. The unconditional probability in Equation (10), which is the expected

value of the conditional probabilities, is estimated as the average of the R probabilities determined previously.

3.4 | Required data

In order to fit a choice-based model, we need a sufficient number of choices taken by the decision-maker. For each choice, the following data is

required:

• The vector xi for the chosen alternative.

• The vectors xj for all alternatives aj in the choice set.

4 | METHODS

The methods were chosen to compare the performance of CM against rating-based models and popular ensemble strategies. The analysis was

carried out with a gastronomic data set generated in an ecological experiment in the tourism domain. The design is described in Section 4.1 and

the data set in Section 4.2. The details of the CM considered in this study are presented in Section 4.3. The baseline algorithms (rating-based and

ensembles) chosen to compare our models are introduced in Section 4.4. The evaluation criteria used to estimate the performance of each algo-

rithm are included in Section 4.5. Finally, software and implementation details are provided in Section 4.6.

4.1 | Experiment

We designed an ecological experiment under the scope of the RECTUR project. The chosen setting was the fourth edition (in 2011) of the Santi-

ago(é)Tapas contest, a gastronomic event that takes place every year in the city of Santiago de Compostela. For the event, 56 local restaurants

proposed and elaborated up to three tapas that were sold at a fixed price. A total of 5517 participants, including local, Spanish and international

users, tasted the available tapas over a period of 2 weeks. A TapasPassport was made available to all participants and included the following offi-

cial information: (i) the contest guidelines, (ii) restaurant location, and (iii) the tapas offered at each restaurant. After consuming the tapas, partici-

pants evaluated their experience by providing a vote with two ratings (Figure 1): (i) a rating for the tapas, and (ii) a rating of the overall experience

(service, place atmosphere, etc.).

It is important to point out that the experiment was carried out in a real setting rather than a laboratory setting. Thus, the restaurants were

free to offer whatever type of tapas they wished, and the participants made their own decisions about which tapas to try. It can therefore be

assumed that the data set will include some sampling bias that may have some impact on the model predictions.

4.2 | RECTUR datasets

The data collected in the experiment were used to build two datasets: the choice and the rating dataset. The choice dataset consisted on choice

observations, where each observation included the vector xi and the vectors xj containing the attribute values of the chosen tapa ai as well as the

tapas aj of the choice set. To describe a tapa, the following attributes were considered (Table 1): type and character. Traditional tapas were

ALMOMANI ET AL. 5 of 18
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created following well-known, popular recipes, while daring tapas were new and creative. In terms of data preparation, type and character attri-

butes were transformed into eight dichotomous or binary variables associated with each value. Suppose the observation of a decision-maker

located in the old area of the city choosing tapa t100, which is of a meat type and has a daring character. In this case, the chosen tapa was codified

as follows: (1) ‘meat’ variable set to 1, (2) all other type variables set to 0, (3) ‘daring’ variable set to 1, and (4) ‘traditional’ variable set to 0. The

choice dataset codified this way was used to fit the choice-based models.

On the other hand, the rating dataset stored a collection of ratings, an attribute of the tapa-user interaction, to gather the user's satisfaction

with the tapa. The rating dataset was applied to train the baseline models.

4.3 | Choice models: standard and mixed logit models

The standard logit model as well as the mixed logit model, assuming Gaussian distribution on the coefficients, were chosen as basic representa-

tives of the family of random utility choice-based models. Application of the mixed logit model was justified as we found evidence of taste varia-

tions among decision-makers on the basis of both personal and contextual factors (Ismoilov, 2017).

Although a large number of users tasted more than one tapa, the number of choices per user were not enough to fit a choice model per user.

Constrained by this limitation, we decided to define three choice problems, each one corresponding to each area of the city. Each choice problem

therefore aggregated the observations of all choices on each area of the city and assumed an unique choice set for all users in that area. Both the

standard and mixed logit models were estimated for the three problems.

F IGURE 1 RECTUR experiment. Images of votes, participating locals, and TapasPassport. The experiment was carried out in Santiago de
Compostela during the celebration of a real contest of tapas

TABLE 1 Tapa and tapa-user attributes

Tapa attribute Values

ID t1 to tn

Type Cheese, Egg, Fish, Meat, Vegetable, Shellfish, Sweet, and Other

Character Traditional or daring

Tapa-user attribute Values

Rating 0–5

6 of 18 ALMOMANI ET AL.
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4.4 | Baselines

The following types of baseline models were chosen: (1) basic rating-based collaborative filtering algorithms, (2) advanced rating-based collabora-

tive algorithm, (3) single decision-trees, and (4) tree-based ensemble strategies. The choice of tree-based from among other types of ensembles is

explained by the fact that trees produce meaningful predictions (Ali et al., 2015; Quinlan, 1986), and they thus become a natural alternative to

choice-based models to overcome the interpretability problem. Moreover, tree-based methods have proved useful for building recommender sys-

tems in different areas outperforming other approaches (Utku et al., 2015). However, the accuracy of prediction may suffer from both the size of

the available data set (Bar et al., 2013; Ghimire et al., 2012) and the number of features (Lavanya & Rani, 2012). Our previous studies have dem-

onstrated the superior performance of tree-based ensembles relative to single decision-trees, as well as their dependency on the number of avail-

able features (Almomani et al., 2017).

4.4.1 | Basic rating-based collaborative filtering (CF)

Two basic rating-based CF models were used: user-based collaborative filtering (CF-UB) and matrix factorization (CF-MF). CF-UB

assumes that individuals with similar preferences will rate items in a similar way. Thus, missing ratings for a specific user cn can be

predicted by finding a neighbourhood N(n) of similar users and aggregating their ratings to calculate the corresponding prediction. The

concept of similarity between users is used to define the neighbourhood given all users within a similarity threshold. In this study, the

cosine similarity measure was considered, and jN(n)j was set at 25. For an item i and an individual cn, the ratings predicted, brni, can be

expressed as follows:

brni ¼ 1
jN nð Þ j

X
j � N nð Þ

rji, ð11Þ

where, jj denotes the cardinality of N(n).

CF-MF, on the other hand, characterizes both items and users by vectors of factors inferred from item rating patterns. For a given item i and

a user cn, the vector qi measures the extent to which the item possesses those factors and the vector pn, the extent of interest the user has in

items that score highly on the corresponding factors. The dot product qTi pn captures the user's interest in the item's characteristics. This approxi-

mates user cn's rating of item i, rni, leading to the following estimate:

brni ¼ qTi pn: ð12Þ

Therefore, the challenge is to compute the mapping of each item and user to vectors qi and pn. Here, singular value decomposition will be

applied to factoring the user-item rating matrix, which may be sparse. In order to learn the factor vectors (pn and qi), the regularized squared error

on the set of known ratings is minimized:

minq�,p�
X

u, ið Þ � K

rni�qTi pn
� �2þλ qik k2þ pnk k2

� �
, ð13Þ

where, K is the set of the (cn, i) pairs for which rni is known, kk is the Euclidean norm and λ denotes a constant controlling the extent of regulariza-

tion. In this work, λ = 1.5.

4.4.2 | Advanced rating-based collaborative filtering (CF)

As a more complex model of this family, we resorted to CF-SVD++, an extension to CF-MF in which the effect of implicit information is included

in the minimization rule. The difference here is that the prediction rule considers the fact of a user rating of an item as an additional indication of

preference. Therefore, the vector representing the user's interest becomes (Koren, 2008):

pnþjN nð Þj�1
2

X
j � N nð Þ

yj: ð14Þ
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4.4.3 | Single decision trees

The idea of decision trees is to build a tree structure with nodes representing the features or attributes and leaves indicating the corresponding

values of the attributes. The trees can be used for classification or for regression depending on the nature of the predicted outcome (Breiman

et al., 1984). In this study, we used regression trees as the predicted variables (i.e., ratings) are numerical.

The tree is constructed through binary recursive partitioning, an iteration process that splits the features into branches. The process con-

tinues by splitting each partition into a minimum number of nodes. For the recursive binary splitting, both the splitting variable Xi and a split point

z are considered. The splitting at the split point is therefore described as follows:

R1 i, zð Þ¼ XjXi ≥ zf g and R2 i, zð Þ¼ XjXi < zf g: ð15Þ

A tree is formally described as follows:

T X, Θð Þ¼
XJ

j¼1

γj I X�Rj

� �
, ð16Þ

where a γj parameter is assigned to each terminal node, and Θ = {Rj, γj}. The prediction will be the mean of the outcome predictions (i.e., rating

predictions in this study) in the region or terminal node. Figure 2 shows an example of the regression tree learnt for user number 1377 (u1377)

and 44 tapas.

F IGURE 2 Regression tree for user number 1377 learnt from 44 consumed tapas
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4.4.4 | Tree-based ensemble strategies

Ensembles are aggregations of simple learners, such as trees, and the final prediction is estimated by combining the outcomes. The three ensem-

ble methods used in this study are described below:

• Boosting builds a tree by using an iterative procedure. This means each tree depends and improves its performance on the basis of the prior

trees. The prediction is estimated as follows:

fm xð Þ¼
XM
m¼1

T X, θmð Þ, ð17Þ

where, M is the number of trees.

• Bagging builds different trees on M different bootstrapped training data set. All trees are fully grown, indicating that a search over all features

is carried out at each node in order to find the feature that best splits the data at that node. The final prediction is the average of each single

tree estimationbf�b xð Þ:

bfbag xð Þ¼ 1
M

XM
m¼1

bf�b xð Þ: ð18Þ

• Random Forests (RF) is a particular case of Bagging. The main difference is that at each candidate split in the learning process, a random sample

of the predictors or features is chosen among all the predictors or features. The goal is to build a large collection of uncorrelated trees. The pre-

diction in a regression problem is estimated as follows:

bfrf xð Þ¼ 1
M

XM
m¼1

bf�b xð Þ: ð19Þ

4.5 | Evaluation

The performance of all models in the three areas of the city was analysed by applying random sub-sampling and leave-one-out cross validation to

the RECTUR data set. For validation of random sub-sampling, 100 iterations were considered using 25% of randomly selected individuals for test-

ing and the other 75% for training. For each decision-maker in the test data and for each recommendation method, prediction error measures

were then estimated. The procedure for leave-one-out cross validation is similar, but the test set includes only one decision-maker per iteration.

Two metrics were applied in order to evaluate the performance of choice-based and rating-based algorithms: Precision and Discounted

Cumulative Gain (DCG). For each tapas item included in the choice set, either its rating or its choice probability was predicted. Thereafter, the

tapas were ranked and only the item with highest value was considered the predicted choice and therefore recommended (Top-1 scheme). The

Precision measure was estimated as the fraction of correct recommendations to total recommendations after comparing the predicted choices

with the real ones (Salton & McGill, 1986):

Precision¼Correct recommendations
Total Recommendations

: ð20Þ

Discounted Cumulative Gain (DCG) was chosen as a measure of ranking quality to capture the distance between the true choice and the

predicted choice (Järvelin & Kekäläinen, 2002). This is defined as follows:

DCGp ¼
Xp
i¼1

reli
log2 iþ1ð Þ , ð21Þ

ALMOMANI ET AL. 9 of 18
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where, p is a particular ranking position, and reli is the weighted relevance at position i. In the present study, there was only one relevant tapas

item, that is, the item chosen, and therefore reli was set to 1 when the relevant item was at position i, and 0 otherwise.

4.6 | Software

We conduct the analyses in R, the free software environment for statistical computing. Specifically, we used the following packages: (1) the mlogit

package to estimate the multinomial logit models (see Croissant, 2012 for further details), (2) the caret package to estimate the single decision-

trees and the tree-based ensembles, and (3) the recommenderlab package to evaluate the rating-based baselines. In addition, some cross-validation

functions were developed using the R language to analyse the model performance in terms of predictions.

5 | RESULTS

5.1 | Data description

The choice dataset characterized in Section 4.2 includes the choices of 5517 individuals regarding a set of 113 tapas available during the Santiago

(é)Tapas contest. The three choice sets corresponding to the three locations of restaurants in the city are briefly described.

In the new area of the city 2030 users consumed 3888 tapas that were chosen from 37 alternatives: 18 of traditional character, and 19 of dar-

ing character. Figure 3 shows a histogram plotting the consumption of each tapa, a label indicating the main ingredient and the average rating per

item. According to the data, t22 and t61 were the most popular choices and the average rating was greater than 3, which indicates a high level of

satisfaction.

As for the old area, 3953 participants tasted 8948 tapas chosen from the set of 62 available tapas: 32 of traditional character, and 30 of dar-

ing character. Figures 4 and 5 show the total number of daring and traditional tapas that users consumed for the 62 possible choices, respectively.

According to the data, t101 was the most common choice, while t37, t103 and t102 were rarely selected. With regard to the average, the lowest

ratings correspond to t21 and t94, and the highest to t11 and t99.

Finally, in the outlying area of the city, the least popular area, 436 users consumed 743 tapas from 14 available choices: 3 of traditional nature

and 11 of daring nature. As before, Figure 6 summarizes the data set for this area. According to this figure, t44, t45, t104 and t105 were the tapas

F IGURE 3 Bar plot for number of different tapas consumed, main ingredient, and mean of users' ratings in the new area of the city
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most frequently chosen, and t2 and t3 were rarely selected. In this case, the lowest and highest mean ratings correspond to tapas t58 and t44,

respectively.

5.2 | Fitting of choice models

Both the standard and mixed logit models were fitted to the data for the three choice problems described in Section 4.3. For the mixed logit

model, a Gaussian distribution of the coefficients was assumed, and the number of draws, R, was set to 100.

F IGURE 4 Bar plot for number of different daring tapas consumed, main ingredient, and mean of users' ratings in the old area in the city

F IGURE 5 Bar plot for number of different traditional tapas consumed, main ingredient, and mean of users' ratings in the old area

ALMOMANI ET AL. 11 of 18
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The coefficients obtained for both models are shown in Tables 2 and 3. Most of these proved significant (in bold). For the mixed logit model

(Table 3), only the mean estimations of Gaussian distributions are shown. In terms of preferences, the sign of coefficients represent the positive

or negative preference of users for the tapas attribute. For instance, Table 2 shows that participants revealed a positive preference for egg, meat

and shellfish tapas in the old area, but a negative one for egg and traditional tapas in the new area.

5.3 | Performance evaluation

According to the results shown in Section 5.2 the estimation of coefficients of the standard logit model is similar to the ones obtained for the

mixed logit models. Therefore, only the first CM, the standard logit model, was evaluated and compared with the baseline algorithms.

Tables 4–6 show the evaluation results for the outlying, new and old areas of the city, respectively. The data shows that CM perform slightly

better, in terms of Precision, than both CF and Ensemble algorithms, but quite similarly to the Single-Tree approach. However, in most cases, Pre-

cision is zero or close to zero, indicating that the predicted tapas item does not usually correspond to the one actually chosen. DCG, in turn, is

more informative for analysing and comparing the performance of the different models. CM showed a superior performance in the Outlying area

of the city, but Single-Tree and Ensemble algorithms provided better results in the other two areas.

F IGURE 6 Bar plot for number of different tapas consumed, main ingredient, and mean of users' ratings in the outlying area of the city

TABLE 2 Estimation by maximum likelihood of the standard logit model coefficients for different areas of the city

New area Old area Outlying area

Cheese �0.07 �0.25

Egg �2.48 0.31

Fish �0.46 �0.02 0.14

Meat 0.06 0.28 �0.44

Shellfish �0.03 0.21 0.38

Sweet 0.07 �0.46 �0.38

Vegetable �0.18 �0.17 0.26

Traditional �0.62 �0.15 0.24

Log-likelihood �13,772 �36,757 �1913.8

Note: Significant coefficients are shown in bold.
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The ranking of the methods in terms of DCG in the R.CV validation is shown in Figure 7. In the case of equal DCG values, the ranking was

based on Precision. Choice-models were ranked first in the outlying area (with only 14 alternative tapas) but the comparative performance was

lower in the other two areas, in which the choice sets are larger. Ensembles show a somewhat opposite behaviour: they performed comparatively

better when more choices, users and observations are available. Surprisingly, the Single-Tree method, including only one learner, provided

TABLE 3 Estimation of the means for mixed logit model coefficients assuming normal distribution for different areas of the city

New area Old area Outlying area

Cheese �0.07 �0.24

Egg �2.48 0.31

Fish �0.46 �0.01 0.13

Meat �0.07 0.27 �0.67

Shellfish �0.03 0.21 0.37

Sweet �0.003 �0.46 �0.38

Vegetable �0.18 �0.17 0.26

Traditional �0.93 �0.09 �0.01

Log-likelihood �13,631 �36,680 �1897.9

Note: Significant coefficients are shown in bold.

TABLE 4 Outlying area of the city: cross validation predictions errors

Method

R.CV LOO.CV

Precision DCG Precision DCG

CHOICE 0.11 0.35 0.12 0.36

CF-UB 0 0.29 0 0.29

CF-MF 0 0.29 0 0.29

CF-SVD++ 0.07 0.32 0.03 0.33

Single-Tree 0.13 0.33 0.16 0.36

Ensemble-Boosting 0 0.29 0 0.29

Ensemble-Bagging 0 0.29 0 0.29

Ensembre-RF 0 0.29 0 0.29

Note: Random and leave-one-out cross validation are denoted by R.CV and LOO.CV, respectively. In this area, the number of different tapas offered was

14 and DCG measures were estimated according to this ranking size.

Outlying area of the city: cross validation prediction errors. Best evaluation results are highlighted in bold.

TABLE 5 New area of the city: cross validation predictions errors

Method

R.CV LOO.CV

Precision DCG Precision DCG

CHOICE 0.05 0.27 0.05 0.25

CF-UB 0 0.21 0 0.21

CF-MF 0 0.21 0 0.21

CF-SVD++ 0.03 0.24 0.05 0.23

Single-Tree 0.14 0.41 0.11 0.40

Ensemble-Boosting 0 0.28 0 0.29

Ensemble-Bagging 0.07 0.40 0.05 0.39

Ensembre-RF 0 0.29 0 0.30

Note: Random and leave-one-out cross validation are denoted by R.CV and LOO.CV, respectively. In this area, the number of different tapas offered was

37 and DCG measures were estimated according to this ranking size.

New area of the city: cross validation prediction errors. Best evaluation results are highlighted in bold.
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competitive results in the outlying and new areas. As expected, however, for larger data sets (old part of the city) the performance was not as

good as that of ensembles and CM. On the other hand, CF approaches are far from being competitive and occupied the lowest position, except

for the outlying area of the city. Another interesting finding is that the performance of all models in terms of DCG was lower as long as the choice

set, that is, the number of available tapas, increased from the outlying area to the old area. This may suggest that the prediction problem is proba-

bly more complex when the choice set increases and the choice becomes more difficult for the decision-maker.

6 | DISCUSSION

With the aim of providing algorithms for tourism recommender systems with both a theoretical understanding of tourist's motivations and a cer-

tain degree of transparency/interpretability, we have applied CM to generate recommendations of tapas. From this perspective, the

TABLE 6 Old area: cross validation predictions errors

Method

R.CV LOO.CV

Precision DCG Precision DCG

CHOICE 0.02 0.21 0.01 0.21

CF-UB 0 0.18 0 0.18

CF-MF 0 0.18 0 0.18

CF-SVD++ 0.01 0.21 0.01 0.20

Single-Tree 0 0.21 0 0.21

Ensemble-Boosting 0 0.22 0 0.22

Ensemble-Bagging 0 0.20 0 0.20

Ensembre-RF 0 0.20 0 0.21

Note: Random and leave-one-out cross validation are denoted by R.CV and LOO.CV, respectively. In this area, the number of different tapas offered was

62 and DCG measures were estimated according to this ranking size.

F IGURE 7 Ranking of models according to DCG in each area of the city. The performance of models depends on the size of the data set.
Choice models work better with fewer available users and fewer alternatives in the choice set (outlying area of the city), while the ensemble
models perform better as the size of the data increases (old area)
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recommendation problem is considered a problem of choice prediction rather than of rating prediction, the current paradigm in the field of recom-

mender systems. The key elements of CM are as follows: (1) user's preferences are learnt from choices, (2) the choice set of each choice situation

is treated as an important variable for both explaining and predicting future choices, and (3) unobserved factors affecting the decision-making pro-

cess are captured through random variables.

6.1 | Benefits of choice models

CM offer a theoretical background to generate sound recommendations. The robustness of the approach is achieved by means of estimating pref-

erences from a reliable source. In CM, preferences are learnt by fitting choice-based models with choice data. The underlying assumption is that

user's choices are the result of the direct matching between the user's preferences and the item's attributes. So, by observing the choices and

gathering the attribute's values of the alternatives in the choice sets, the unknown preferences can be discovered. On the other hand, rating-

based models rely on user's ratings, which represent a post-experience satisfaction. This outcome mainly depends on the comparison between

the real and the expected satisfaction. Preferences and tastes are thus out of this equation, meaning that ratings and preferences have no clear

relationship.

Transparency and interpretability are another contribution of choice models. The estimated preferences, that is, model coefficients, provide a

means of easily explaining why some items are more likely to be recommended than others. Moreover, this benefit does not mean a decrease in

performance. The results shown in Tables 4–6, and summarized in Figure 7, suggest that choice models may be inferior to ensembles only in situa-

tions where larger data sets (old area) are available. The fact that ensembles show a superior performance in the case of larger datasets was

expected as the N predictors of the ensemble could take advantage of sampling the data in a more efficient way.

6.2 | Cost of choice models

CM require more information than rating-based models. As described in Sections 3.4 and 4.2, CM need attribute's values as well as choice sets,

while rating-based models only use ratings. The history of science shows that the improvement of the accuracy of a model has frequently come at

the cost of increasing complexity. This often means that new variables and data need to be gathered in order to test the model. However, the cost

of information gathering is alleviated by the fact that user's choices and their corresponding choice sets are collected in an implicit way. In our

specific problem, choices are naturally recorded using the tapa votes and choice sets are automatically determined by the location of the restau-

rant. In a digital environment, this process would be even easier, as every user-environment interaction would be automatically recorded. So, by

using choice data we remove the burden of explicitly interrogating decision-makers about their ratings. Moreover, the attributes and attribute

values may be learnt automatically by means of Product Attribute Extraction (PAE) methods. If textual product descriptions, such as tags, product

reviews, and so forth, were available, which happens quite often in e-commerce sites, the domain information can be gathered with no manual

effort.

In short, both implicit information and PAE methods can naturally be applied in digital settings to reduce the cost of information gathering in

a quite significant way. This will lower the information barrier to apply CM.

6.3 | Issues with our specific problem: bias and scalability

In our experiment the involved restaurants have different accessibility and popularity, which also have an impact on the tapas offered on each res-

taurant. This all means that our dataset is biased. It ends up on having some items that a priori seems to have higher or lower probability of being

chosen. As a result, we cannot guarantee an orthogonal design to ensure that each tapa and restaurant class is in the choice set available to be

chosen exactly the same number of times. A possible solution to this problem might be based on embedding the proposed choice models in a

Bayes probabilistic scheme, so the sampling bias could be managed as prior probabilities. This is a very interesting issue and we will face the prob-

lem in our future work.

Another concern is about the scalability of CM in terms of available alternatives. In order to understand this issue, two related but different

concepts need to be defined: (1) the user's choice set, and (2) the recommendation set. The former is the reduced set of items that the user is con-

sidering/analysing at the time of choice. The later is the set containing all the items that are available at the time of the recommendation. The first

set is usually a small subset of the second set. Now, two computational tasks need to be carried out:

• Fitting/Training task. For model fitting we need to know the user's choice set. The size of the choice sets determine the total elements in the

summation of Equation (9). This summation is just a normalization factor to ensure that the model provides a probability value. In our tapa's
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problem the models deal with quite large choice sets. This is so as we assumed the user may consider to taste any tapa available on the region

she would be located. Therefore, all the tapas available on each of the three areas of the city should belong to the choice set of that area. In

fact, by making this assumption, the choice set coincides with the recommendation set. In general, the choice set should be much smaller than

the ones used in our paper, so we believe that the size of the choice set will not be an issue when applied to other problems.

• Prediction/Recommendation task. At this stage, the recommendation set is used to estimate the choice probability per each alternative. In this

stage, the number of alternatives in the recommendation set is not a real problem, as it only impacts on the computational cost of running

N probability estimations. In a real e-commerce scenario where timely recommendations are required and N may be extremely large, various

solutions could be implemented, such as reducing the recommendation set (viewed alternatives, purchased alternatives by similar users, etc.)

and/or periodically updating the probability estimations beforehand.

6.4 | Conclusion

CM seem to provide an optimal trade-off between theoretical soundness, interpretability and performance in the field of tourism recommender

systems. For future work, we plan to go a step further in terms of uncovering motivational drivers of behaviour. For instance, we wonder about

the effect of cultural factors in the mindset of tourists and how they affect their choices. We are also interested on analysing different choice

problems in the field of tourism in order to prove the efficiency of CM in a broader scope.

In summary, CM pave the way to the application of sound decision-making models in the field of tourism recommender systems, and open

the door of incorporating new and powerful motivational factors to develop more efficient algorithms.
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