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Preface

The present dissertation is the result of the research performed in the
last three years under the leadership of Arce Domingo Relloso, in col-
laboration with the Integrative Epidemiology Group, Department of
Chronic Diseases Epidemiology from the National Center for Epidemi-
ology - Carlos III Health Institute (Madrid, Spain), the Department of
Statistics and Operations Research, University of Valencia (Spain), the
Department of Environmental Health Sciences, Columbia University
Mailman School of Public Health (New York, NY), and the Bioinfor-
matics Division, Walter and Eliza Hall Institute of Medical Research
(Melbourne, Australia).

The data applications of this thesis use both simulated data and
population-based data from the Strong Heart Study, a prospective
cohort of American Indians from Arizona, Oklahoma, North Dakota
and South Dakota. All research involving the Strong Heart Study is
community based, thus, topics are proposed to the tribal communities
and resulting science is directly communicated to them. All research
conducted in this thesis involving the Strong Heart Study has been
approved by the Strong Heart Study’s steering committee.

This thesis has been conducted with the aim of contributing to
the development of statistical methods for omics data research, which
is on the spotlight of the scientific community due to its potential
to contribute to the developement of treatments and early detection
tools for disease. In a world in which multidisciplinary research is
becoming essential to approach research problems, this thesis is an
example of how several knowledge areas need to be put together in
order to have a broader perspective in biomedical research. This is a
multidisciplinary PhD which falls within the areas of biostatistics and
epidemiology, while also including some bioinformatics applications.
Part of the thesis is largely focused on the development of statistical
methods. However, epidemiologic studies that contribute to the body
of evidence in the field of DNA methylation, environmental factors
and chronic disease are likewise an important part of this thesis.
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The structure of this thesis is as follows. In chapter 1, we present
the motivation and objectives and we provide a general introduction
to DNA methylation and its association with environmental factors
and chronic disease, as well as to transcriptomics, the direct bio-
logical consequence of DNA methylation. Chapter 2 describes the
currently established and mainly used statistical methods for DNA
methylation association analysis, including both one-marker-at-a-time
and multiple-markers-at-a-time approaches, as well as Bayesian penal-
ized methods and simple mediation analysis. Chapter 3 deepens into
the problem of variable selection in the omics data setting. Section
3.1 describes the extension of the ISIS tool developed in this thesis.
Section 3.2 includes two different applications of this statistical tool;
the first application is a comparison between different penalization
methods paired with ISIS, and the second is the application of ISIS
to an epidemiologic problem: the association of arsenic exposure with
DNA methylation and cardiovascular disease. Chapter 4 focuses on
multiple uncausally correlated mediators in survival settings. Section
4.1 provides an introduction to multiple mediation analysis, whereas
section 4.2 focuses on multiple mediation analysis with survival out-
comes. Section 4.3 describes our contribution to the multimediate
algorithm, which conducts multiple mediation analysis for uncausally
correlated mediators in the context of survival analysis. Section 4.4
includes two applications of the multimediate algorithm: the first ap-
plication is a simulation study to illustrate its utility, and the second
is an application of the algorithm to an epidemiologic problem: the
association of smoking with DNA methylation and smoking-related
cancers. Chapter 5 depicts a future work line, in which we aim to
extend our research to gene expression data. This chapter includes an
evaluation of statistical methods to assess differences in variability in
transcriptomics of single cells. Chapter 6 includes conclusions, limi-
tations and final remarks. Last, chapter 7 summarizes the scientific
production conducted during this doctoral thesis.
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The role of blood DNA methylation in environment-related

chronic disease: a biostatistical toolkit

UNIVERSITÀT DE VALENCIA

Faculty of Mathematics

Doctoral Program in Statistics and Optimization

General abstract

Epigenetic changes refer to modifications that alter gene expres-
sion without changing the genomic sequence. Environmental and be-
havioral factors are well-known epigenetic modifiers, leading to heri-
table changes that might disrupt essential biological processes and, in
turn, influence the development of disease.

DNA methylation is the most widely studied epigenetic mark. Sci-
entific evidence supports the association between environmental fac-
tors, such as smoking and metals, and DNA methylation dysregula-
tions. In addition, the evidence supports the association between DNA
methylation dysregulations and chronic disease, especially for cancer.
However, it is unknown whether these associations are causal or hap-
pen due to DNA methylation being a biomarker of other disrupted
biological processes.

In order to evaluate the potential role of genome-wide DNAmethy-
lation on the association between environmental factors and chronic
disease, appropriate statistical methods for the analysis of ultra-high
dimensional and highly correlated data are needed.

To begin with, we need to select which methylation sites in the
genome are associated with our outcome of interest. Existing methods
for variable selection and effect estimation lose predictive ability and
are subject to bias in ultra-high dimensional settings. Additionally,
they are not able to quantify statistical uncertainty.
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Once we get to select the set of epigenomic features associated with
our outcome, mediation analysis is a valuable tool to quantify the po-
tential intermediate effect of these methylation sites on the association
between environmental factors and chronic disease. The most biolog-
ically plausible scenario is that several correlated DNA methylation
marks (as opposed to a single one) are mediators between an expo-
sure and an outcome. On the other hand, it is common to consider
time-to-event outcomes in epidemiological settings, in order to incor-
porate the time in which the outcome happened into the statistical
model. However, to date, no mediation analysis algorithms able to
deal with multiple correlated mediators with survival outcomes have
been developed.

Thus, this thesis has two main objectives, the first one related to
variable selection in ultra-high dimensional settings, and the second
one focused on multiple mediation analysis with survival outcomes.

Abstract of objective 1. The first objective of this thesis arises
from the need to extend the Iterative Sure Independence Screening
(ISIS) statistical tool, which conducts variable selection for ultra-high
dimensional data, in order to improve its predictive accuracy, effect
estimation and to incorporate statistical uncertainty. The objective
was to pair the ISIS algorithm with two shrinkage methods: elastic-
net and adaptive elastic-net (Aenet), and to include an algorithm for
calculation of bootstrap-based confidence intervals. This extension of
ISIS has been added to the SIS R package, which is available in the
CRAN repository.

As part of this first objective, this dissertation shows two applica-
tions of the ISIS algorithm. For this purpose, we used data from the
Strong Heart Study (SHS), the largest and longest prospective cohort
of American Indians. The first application aimed to evaluate the im-
provements introduced by our extension of ISIS (Aenet, elastic-net,
MSAenet) as compared to other shrinkage methods implemented in
the original version. The ISIS algorithm paired with Aenet provides
increased predictive ability as compared to the original ISIS version,
especially for continuous and binary outcomes. Additionally, by pair-
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ing ISIS with Aenet, a more consistent effect estimation is obtained
because Aenet fulfills the oracle property. Our bioinformatics analysis
reveals that it also leads to a more robust variable selection in terms
of subsequent biological pathway enrichment.

The second application is an epidemiologic study in which we eval-
uate the potential intermediate role of single DNA methylation sites
on the well-documented association between arsenic and cardiovascu-
lar disease (CVD). We used the ISIS algorithm paired with Aenet to
select methylation sites associated with CVD, and we subsequently
conducted a simple mediation analysis (one marker at a time) in the
selected sites. We found statistically significant mediated effects for 21
and 15 differentially methylated positions (DMPs) for CVD incidence
and mortality, respectively. In addition, six of the 21 DMPs showing
statistically significant mediated effects for CVD incidence were repli-
cated in three independent American cohorts (the Framingham Heart
Study, Women’s Health Initiative y Multi-Ethnic Study of Atheroscle-
rosis) with the same direction in the association. The genes annotated
to methylation sites with statistically significant mediated effects were
also replicated in a mouse model. The biological plausibility of those
genes in CVD provides additional robustness of the results.

Abstract of objective 2. The second objective of this thesis fo-
cuses on the extension of the multimediate algorithm, which conducts
mediation analysis in the context of multiple correlated mediators, to
survival outcomes. Jerolon and colleagues developed this algorithm
for continuous and binary outcomes. Using the Lin-Ying additive
models, we extended the multimediate algorithm as well as the the-
oretical results for identification of mediated effects to time-to-event
data. In addition, we adapted the multimediate algorithm to incor-
porate potential exposure-mediator interactions. The extension of the
algorithm to survival outcomes is available in the following Github
repository: https://github.com/AllanJe/multimediate. The extension
including exposure-mediator interactions will soon be posted in the
same repository.

As part of this second objective, we also included two data appli-
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cations of this algorithm. The first application is a simulation study
in which we prove the better performance of the multimediate algo-
rithm as compared to simple mediation analysis, even in settings of
uncorrelated mediators.

The second data application is an epidemiologic study in which we
investigate the potential intermediate role of multiple, potentially cor-
related, DNA methylation marks on the association between smoking
and smoking-related cancers using data from the SHS. We first used
the ISIS algorithm paired with elastic-net to select DNA methyla-
tion sites associated with cancer. Subsequently, we applied the mul-
timediate algorithm to evaluate several methylation sites as potential
mediators on the association between smoking and cancer. The algo-
rithm identified a joint mediated effect of 81.3 % attributable to three
DMPs for lung cancer, and of 64.4 % attributable to four DMPs for
a combined endpoint including all smoking-related cancers available
(lung, esophagus-stomach, colorectal, liver, pancreatic and kidney).
The results of the mediation analysis were largely replicated in an in-
dependent population (the Framingham Heart Study), in which we
also conducted functional validation using gene expression data. In
general, we found inverse association between DNA methylation and
gene expression for the methylation sites identified in our mediation
analysis.

In addition to these two main objectives, this thesis presents a
short section focused on gene expression, the biological process di-
rectly influenced by DNA methylation, which points to future research
lines. Even if mediated effects of DNA methylation on the association
between environmental factors and chronic disease are identified, this
does not necessarily imply causality, as unmeasured confounders and
other sources of bias might exist. Thus, investigating the biological
processes influenced by DNA methylation might help as functional
support of its role in chronic disease.

In particular, gene expression measured in single cells (scRNAseq)
is at the forefront of omics data research, as it enables the character-
ization of cell heterogeneity. However, these data present statistical
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challenges due to high proportions of zeros obtained in gene expression
measurements for each individual gene and cell.

In addition to evaluating differences in means of gene expression
across groups, differences in variability have shown to be biologically
relevant. Several methods have been developed for the evaluation of
differential variability in omics data. However, these methods are not
specific for scRNAseq data. In this thesis, we have used simulations
to evaluate the impact of high proportions of zero counts in statistical
methods for the identification of differentially variable genes in scR-
NAseq data. We found that high proportions of zeros lead to inflated
variances and p-values, as well as higher false discovery rates. The dis-
tinct algorithm, which uses permutation tests to identify differences
in distributions across groups, shows the best performance in terms of
compromise between false discovery and true positive rates.

In summary, this thesis has contributed to the field of omics data
research, both by providing novel statistical methods for DNA methy-
lation data analysis, which can also be used for other omics, and by
contributing to the body of epidemiological evidence that supports a
role of environmental epigenetics in chronic disease.
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la metilación del ADN en enfermedades crónicas

relacionadas con factores ambientales

UNIVERSITÀT DE VALENCIA

Facultad de Ciencias Matemáticas

Programa de Doctorado en Estad́ıstica y Optimización

Resumen general

La epigenética se refiere al estudio de las marcas qúımicas que
alteran la expresión génica sin cambiar la secuencia genética. Los
factores ambientales y conductuales son conocidos modificadores de la
epigenética, resultando aśı en cambios heredables que pueden dar lugar
a alteraciones en procesos biológicos esenciales y, por consiguiente, al
desarrollo de enfermedades.

La metilación del ADN es la marca epigenética más estudiada.
Sucede cuando un grupo metilo se adhiere a la molécula del ADN.
Existe amplia evidencia cient́ıfica de la asociación entre factores am-
bientales tales como tabaco y metales, y desregulaciones en la meti-
lación del ADN. Asimismo, existe amplia evidencia de la asociación
entre desregulaciones en metilación del ADN y enfermedades crónicas,
en especial para el cáncer. Sin embargo, aún está por descifrar si es-
tas asociaciones son causales o suceden debido a que la metilación del
ADN es un biomarcador de otros procesos biológicos alterados, siendo
estos procesos los que influyen en las enfermedades de forma causal.

Para evaluar el papel de la metilación del ADN en la asociación
entre los factores ambientales y las enfermedades crónicas, se requieren
métodos estad́ısticos apropiados para el análisis de datos de muy al-
tas dimensiones y altamente correlacionados. Tradicionalmente, cada
posición de metilación se evaluaba en modelos de regresión separados.
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Sin embargo, esta metodoloǵıa no es la más adecuada, ya que no in-
cluye todas las posiciones de metilación en un mismo modelo y, por lo
tanto, no es capaz de tener en cuenta las correlaciones entre las mis-
mas. Además, esperaŕıamos que las posiciones de metilación influyan
de manera conjunta en la bioloǵıa, y no por separado. Por ello, en los
últimos años, se ha optado por incluir todas las posiciones de meti-
lación en el mismo modelo como método preferente. Sin embargo, y
puesto que en el contexto de datos ómicos nos enfrentamos a cientos
de miles, e incluso millones de variables, los métodos de reducción de
la dimensionalidad son esenciales para el apropiado análisis de estos
datos.

En primer lugar, debemos ser capaces de seleccionar qué posi-
ciones genómicas de metilación están asociadas con nuestra variable
respuesta de interés. Los métodos de penalización, que constituyen
el mecanismo más utilizado para la selección de variables, pierden
capacidad predictiva y presentan sesgos en contextos de dimensiones
muy altas, ya que tienden a introducir sesgo para disminuir la varian-
za. Además, no cuantifican la incertidumbre estad́ıstica. El algo-
ritmo Least Absolute Shrinkage and Selection Operator (LASSO), en
concreto, ha sido el más utilizado para selección de variables. Sin
embargo, se ha demostrado que presenta sesgos no ignorables en la
estimación de los coeficientes y, además, no es adecuado para con-
textos en los que existe multicolinealidad, puesto que no es capaz de
seleccionar más de un predictor de un conjunto de predictores correla-
cionados. Métodos como elastic-net, una combinación entre LASSO
y la regresión Ridge, y adaptive elastic-net (Aenet), una modificación
del elastic-net que introduce pesos adaptivos en la norma L1, han sido
presentados como mejoras del algoritmo LASSO en cuanto a capacidad
predictiva y reducción del sesgo en estimación de coeficientes. El al-
goritmo Aenet, además, cumple la propiedad de oracle, que garantiza
la consistencia en estimación de coeficientes. La propiedad de oracle
establece que la estimación de los coeficientes se realiza de manera
igual de precisa que si se conociese con anterioridad el conjunto de
variables seleccionadas. Sin embargo, estos métodos también presen-
tan un pérdida de rendimiento cuando se aplican en dimensiones muy
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altas.

Una vez seleccionado el conjunto relevante de posiciones de meti-
lación asociadas con nuestra variable respuesta, el análisis de me-
diación es una herramienta útil para cuantificar el potencial efecto
intermedio de estas posiciones de metilación en la asociación entre
factores ambientales y enfermedades crónicas. El contexto más pro-
bable es que varias marcas de metilación (y no una única marca) sean
intermediarias entre estos dos procesos, estando además posiblemente
correlacionadas. Por otro lado, es habitual que las variables respuesta
analizadas en contextos epidemiológicos sean de supervivencia, con el
fin de incorporar al modelo el tiempo hasta el evento de salud. Sin em-
bargo, hasta la fecha, no se han desarrollado algoritmos de mediación
que incorporen múltiples mediadores correlacionados en el contexto
de análisis de supervivencia. Además, los métodos tradicionales de
mediación tales como el metodo de la diferencia entre coeficientes y el
método del producto entre coeficientes no son capaces de incorporar
las interacciones entre la exposición y el mediador.

Aśı pues, esta tesis consta de dos objetivos principales, el primero
relacionado con la selección de variables en muy altas dimensiones,
y el segundo relacionado con el análisis de mediación múltiple para
datos de supervivencia. Para llevar a cabo estos objetivos, utilizamos
tanto datos simulados como datos del Strong Heart Study, la cohorte
prospectiva de indios americanos con más participantes y de mayor
duración en Estados Unidos. Esta cohorte incluye 12 tribus de indios
americanos de Arizona, Oklahoma, Dakota del Sur y Dakota del Norte,
y consta de casi 30 años de seguimiento en enfermedad cardiovascular
y cáncer. Asimismo, la metilación en ADN en sangre fue medida en la
primera visita en 2351 participantes, junto a los metales en orina y las
variables cĺınicas de interés. Los datos de metilación fueron procesados
siguiendo los procedimientos estándar en el área, incluyendo control
de calidad, normalización y corrección por variabilidad técnica no de-
seada. La metilación en sangre se midió usando el microarray Illumina
MethylationEPIC Beadchip, obteniendo aśı datos de proporciones de
metilación (valores beta) para cada una de las casi 800,000 posiciones
genómicas incluidas en el array. Estas proporciones se transforman
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usando la transformación loǵıstica en base 2 para obtener los valores
M, más utilizados en el análisis estad́ıstico debido a su naturaleza más
homocedástica que la de las proporciones de metilación.

Resumen del objetivo 1. El primer objetivo de esta tesis surge
de la necesidad de extender la herramienta estad́ıstica Iterative Sure
Independence Screening (ISIS), que realiza selección de variables en
contextos de muy altas dimensiones, para mejorar su capacidad pre-
dictiva, su estimación de efectos y para incorporar la incertidumbre
estad́ıstica. El algoritmo ISIS se basa en aprendizaje de correlaciones,
de manera que evalúa cada variable por separado en relación a la
variable respuesta, aplicando después un método de regularización y
evaluando la contribución adicional de los predictores que no han sido
seleccionados de manera iterativa. Este último paso se realiza para
lidiar con la situación en que existen altas correlaciones entre los pre-
dictores, situación muy habitual en datos ómicos. También para tener
en cuenta las variables que no están individualmente asociadas con la
variable respuesta, pero śı lo están en presencia de otras variables.

Aśı pues, nuestro objetivo consiste en combinar el algoritmo ISIS
con los métodos de regularización elastic-net, Aenet y multi-step adap-
tive elastic-net (MSAenet), una versión modificada del Aenet, que
aplica pesos proporcionales a la magnitud de los coeficientes tanto a
la norma L1 como a la norma L2, mientras que el Aenet los aplica
solo a la normal L1. Estos tres métodos de regularización presentan
mejoras en cuanto a reducción de sesgo y mayor capacidad predictiva
con respecto a los métodos pareados con el algoritmo ISIS hasta la
fecha (LASSO, Smoothly Clipped Absolute Deviation [SCAD] y Min-
imax Concave Penalty [MCP]). Además, tienen la capacidad de lidiar
con la multicolinealidad, pudiendo seleccionar más de una variable de
un conjunto de variables correlacionadas. Estos métodos de regular-
ización se incluyeron en la función tune.fit del algoritmo SIS.

Por otro lado, nuestro objetivo incluye la implementación de un
algoritmo para el cálculo de intervalos de confianza basados en boot-
strap, en el que incluimos un mecanismo de control basado en los
errores estándar de los intervalos de confianza para asegurar que la
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variabilidad de los estimadores bootstrap no es demasiado grande.
Esta herramienta se desarrolla en la función boot.ci del algoritmo SIS,
y es opcional, pudiendo el usuario decidir si desea computar intervalos
de confianza o no. La extensión del algoritmo SIS que hemos desarro-
llado ha sido incluida en el paquete SIS de R, que está disponible en
el repositorio público CRAN.

En la ĺınea de este objetivo, esta tesis incluye dos aplicaciones
prácticas del algoritmo ISIS. Para ello, hemos usado datos del Strong
Heart Study. La primera aplicación es metodológica y evalúa las mejo-
ras introducidas por nuestra extensión del paquete (la inclusión de
Aenet, elastic-net y MSAenet para combinar con el algoritmo ISIS) en
comparación a los métodos de regularización incluidos en la versión
original (LASSO, SCAD y MCP). Evaluamos, como principal variable
respuesta, el ı́ndice de masa corporal como variable continua. Como
variables respuesta secundarias, evaluamos la incidencia de cáncer de
pulmón como variable de supervivencia y la incidencia de diabetes
como variable dicotómica. La razón de considerar estas variables res-
puesta como secundarias es que, puesto que las variables respuesta
de supervivencia y dicotómicas son menos informativas que las varia-
bles respuesta continuas, que representan un valor real, se necesita un
tamaño muestral mayor para llegar a seleccionar el mismo número de
variables. Por ello, SIS automáticamente fija el número máximo de
variables seleccionadas por defecto a una cantidad más baja para las
variables respuesta de supervivencia y dicotómicas, en comparación
a las continuas. El número máximo de variables seleccionadas, sin
embargo, puede ser modificado por el usuario. Utilizamos el error
cuadrático medio en el conjunto de aprendizaje y en el conjunto de
prueba como medida de capacidad predictiva para la variable res-
puesta continua. Para las variables respuesta de supervivencia y bi-
narias, utilizamos el ı́ndice de concordancia y el área bajo la curva
ROC, respectivamente. También evaluamos el número de variables
seleccionadas y el coste computacional. Además, realizamos un aná-
lisis bioinformático (enriquecimiento de rutas biológicas KEGG) para
evaluar la plausibilidad biológica de nuestros resultados. El algoritmo
ISIS pareado con Aenet presentó una mejora en capacidad predictiva
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con respecto a la versión original de ISIS, en especial para variables
respuesta continuas y binarias. Además, al parear ISIS con Aenet, se
obtiene una estimación de efectos más consistente debido al cumpli-
miento de la propiedad de oracle. Nuestro análisis bioinformático reve-
ló que también da lugar a una selección más robusta de variables desde
el punto de vista biológico. Es importante destacar que el algoritmo
MSAenet no presentó ninguna mejora en capacidad predictiva con res-
pecto a Aenet ni a elastic-net, lo cual sugiere que introducir pesos en
las normas L1 y L2 no ofrece ninguna mejora con respecto a intro-
ducirlos solo en la norma L1, tal como se hace en el algoritmo Aenet.
Además de ello, MSAenet, SCAD y MCP podŕıan dar lugar a la se-
lección de conjuntos de variables excesivamente pequeños, lo cual es
una limitación en el contexto de datos ómicos, puesto que si la finali-
dad de la selección de variables es el descubrimiento biológico y no la
predicción, el análisis estad́ıstico debeŕıa estar centrado en no dejar
de seleccionar variables importantes.

La segunda aplicación del algoritmo ISIS incluida en esta tesis es
un estudio epidemiológico que evalúa el potencial rol intermedio de los
cambios en metilación del ADN en la ampliamente documentada aso-
ciación entre el arsénico y la enfermedad cardiovascular. El arsénico
es un metaloide tóxico presente en el agua, en el aire, en los alimen-
tos y en la tierra de ciertos terrenos. El arsénico ha sido asociado
con enfermedad cardiovascular, incluso en dosis bajas o moderadas,
pero los mecanismos biológicos no han sido esclarecidos. Una de las
potenciales rutas biológicas mediante las que el arsénico podŕıa estar
asociado a la enfermedad cardiovascular es a través de la epigenética.
Para analizar esta cuestión, empleamos el algoritmo ISIS pareado con
Aenet para seleccionar las posiciones de metilación asociadas con la
enfermedad cardiovascular, y posteriormente realizamos un análisis
de mediación simple en esas posiciones. Encontramos efectos media-
dos estad́ısticamente significativos en 21 y 15 posiciones diferencial-
mente metiladas (DMPs) para incidencia cardiovascular y mortali-
dad cardiovascular, respectivamente. Además, de las 21 DMPs con
efectos mediados significativos para enfermedad cardiovascular, seis
fueron replicadas en tres cohortes americanas independientes (Fram-
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ingham Heart Study, Women’s Health Initiative y Multi-Ethnic Study
of Atherosclerosis) con la misma dirección de asociación. Esto indica
que la metilación en esas seis posiciones genómicas se asocia de manera
robusta con la enfermedad cardiovascular. Los genes asociados a las
posiciones de metilación significativas en nuestro análisis de mediación
también fueron replicados en un estudio animal con ratones. Las fun-
ciones biológicas de estos genes, ampliamente relacionadas con la en-
fermedad cardiovascular, proporcionan evidencia de la robustez de los
resultados. En conclusión, encontramos que parte de la asociación del
arsénico con la enfermedad cardiovascular estaŕıa potencialmente me-
diada por cambios en posiciones de metilación con funciones biológicas
asociadas con enfermedad cardiovascular. Sin embargo, este análisis
también revela la necesidad de realizar análisis de mediación múltiple,
puesto que los efectos mediados individuales podŕıan estar inflados de-
bido a interrelaciones entre las rutas biológicas y a correlaciones entre
las posiciones de metilación.

Resumen del objetivo 2. El segundo objetivo de la tesis se centra
en la extensión del algoritmo multimediate, que realiza análisis de me-
diación múltiple para mediadores correlacionados, a datos de super-
vivencia. Jerolon y colaboradores desarrollaron este algoritmo para
variables respuesta continuas y binarias. En esta tesis, extendimos ese
algoritmo a variables respuesta de supervivencia. Los modelos adi-
tivos son más apropiados que los multiplicativos para realizar análisis
de mediación en el contexto de supervivencia, debido a la no colapsi-
bilidad del hazard ratio y del odds ratio. El modelo de Lin-Ying es un
modelo aditivo de Aalen que tiene coeficientes y covariables invariantes
en el tiempo, de modo que el único término que vaŕıa en el tiempo en
este modelo es el riesgo base. Utilizando los modelos aditivos de Lin-
Ying, hemos extendido los resultados teóricos para la identificación de
efectos mediados, directos y totales, aśı como el propio algoritmo, al
contexto de supervivencia. Usando el marco contrafactual, hemos de-
mostrado teóricamente que estos efectos pueden ser calculados usando
la tasa, cuando el modelo de la variable respuesta en mediación está
definido como un modelo aditivo de Lin-Ying. Nótese que para que
estos efectos puedan ser identificados, deben cumplirse las asunciones
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de ignorabilidad secuencial para múltiples mediadores. Estas asun-
ciones consisten en que no haya confusores no medidos en las asocia-
ciones entre la exposición y el mediador, la exposición y la variable
respuesta y el mediador y la variable respuesta (condiciones de inter-
cambiabilidad), aśı como el hecho de que no haya múltiples versiones
del tratamiento o la exposición (consistencia), y que haya individuos
expuestos y no expuestos en cada uno de los estratos de los confusores
(positividad).

Asimismo, hemos adaptado el algoritmo multimediate para la in-
corporación de potenciales interacciones entre la exposición y el me-
diador. Estas interacciones no se pueden tener en cuenta de forma
directa en los métodos tradicionales para el análisis de mediación, que
incluyen el método de la diferencia entre coeficientes y el método del
producto entre coeficientes. La extensión de este algoritmo a datos
de supervivencia está disponible en el siguiente repositorio de Github:
https://github.com/AllanJe/multimediate. La extensión que incluye
la posibilidad de considerar interacciones entre la exposición y el me-
diador se incluirá próximamente en el mismo repositorio.

En este segundo objetivo, también se incluyeron dos aplicaciones
a datos de este algoritmo. La primera es un estudio de simulación
en el que se evaluó el rendimiento del algoritmo multimediate en
comparación a los algoritmos de mediación simple. Para ello, simu-
lamos tres mediadores, con una variable de exposición dicotómica que
tomaba valores 0 o 1, para simplificar el escenario. Además, conside-
ramos tres escenarios de correlaciones (correlaciones negativas, correla-
ciones positivas o mediadores incorrelados), y tres escenarios distintos
para el riesgo base. El primero de ellos contempla un riesgo base cons-
tante, el segundo, un riesgo base dependiente del tiempo, y el último,
un riesgo base no monotónico. Estos riesgos fueron utilizados poste-
riormente para simular los tiempos de supervivencia. Se calcularon
errores cuadráticos medios, sesgo y varianza de los efectos estimados,
aśı como el porcentaje de cobertura de los intervalos de confianza al
95 %. Los resultados de nuestra simulación muestran la superiori-
dad del algoritmo multimediate con respecto a la mediación simple,
incluso en el caso de mediadores no correlacionados. El algoritmo mul-
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timediate presenta un menor error cuadrático medio, sobre todo para
el efecto indirecto en contextos de mediadores correlacionados. Se
percibe una especial mejora del algoritmo multimediate con respecto
a mediación simple en la cobertura de los intervalos de confianza, que
baja notablemente en el caso de mediación simple cuando los me-
diadores están correlacionados. El algoritmo multimediate mantiene
una excelente cobertura de los intervalos de confianza en cualquier
escenario. La definición del riesgo base no influyó en el rendimiento
del algoritmo, ofreciendo resultados similares en los tres escenarios.
Este algoritmo asume que las correlaciones entre los mediadores no
dependen del tratamiento. Futuras ĺıneas de trabajo debeŕıan incluir
evaluaciones de potenciales violaciones de esa asunción y posibles for-
mas de relajar la misma.

La segunda aplicación relacionada con el algoritmo multimediate
es un estudio epidemiológico en el que estudiamos el papel intermedio
de múltiples marcadores de metilación, potencialmente correlaciona-
dos, en la asociación entre el tabaco y el cáncer usando datos del
Strong Heart Study. El tabaco es la exposición ambiental con aso-
ciación con la metilación del ADN más ampliamente documentada.
Esta asociación ha sido reportada en poblaciones de todo el mundo.
Los genes más conocidos en relación con el tabaco y la metilación son
AHRR y F2RL3, que tienden a ser hipometilados por el tabaco. Uti-
lizamos el algoritmo ISIS pareado con elastic-net para seleccionar posi-
ciones de metilación asociadas con cáncer y posteriormente evaluamos
estas posiciones en un análisis de mediación simple. Se obtuvieron
29 posiciones de metilación con efectos mediados significativos para
cáncer de pulmón, y 37 para una variable respuesta combinada de to-
dos los cánceres asociados con el tabaco de los que dispońıamos datos
(pulmón, esófago-estómago, colorrectal, h́ıgado, páncreas y riñón).
Posteriormente, introdujimos las posiciones de metilación que resul-
taron significativas en el análisis de mediación simple en el algoritmo
multimediate, para evaluar varias posiciones de metilación como po-
tenciales mediadores conjuntos en la asociación entre el tabaco y el
cáncer. El algoritmo multimediate detectó un efecto mediado con-
junto del 81.3 % atribuible a tres posiciones de metilación para el
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cáncer de pulmón (incluyendo el gen AHRR), y del 64.4 % atribuible
a cuatro posiciones de metilación para la variable respuesta combi-
nada de cánceres asociados con el tabaco. Aśı, aunque el análisis de
mediación simple detectó que muchas posiciones de metilación pre-
sentaban efectos mediados, al evaluar el efecto conjunto mediado por
todas las posiciones de metilación solo tres y cuatro posiciones de
metilación fueron relevantes. Esto ilustra el hecho de que muchas posi-
ciones de metilación presentaban efectos mediados por el mero hecho
de estar correlacionadas con otras posiciones de metilación. Asimismo,
los resultados del análisis de mediación fueron ampliamente replica-
dos en una población independiente (Framingham Heart Study), en
la que también llevamos a cabo validación funcional con datos de ex-
presión génica. En general, encontramos una asociación inversa entre
metilación del ADN y expresión génica en las posiciones de metilación
identificadas en nuestro análisis de mediación. También realizamos un
análisis bioinformático mediante análisis de enriquecimiento de rutas
biológicas KEGG, en el que encontramos que muchas de las rutas en-
riquecidas en nuestros resultados estaban asociadas con cáncer. Estos
resultados contribuyen a la identificación de potenciales mecanismos
biológicos relacionados con la asociación entre el tabaco y el cáncer.
Son necesarios estudios experimentales para evaluar la potencial aso-
ciación causal, ya que no se puede descartar la presencia de confusores
no medidos en estudios observacionales.

Además de estos dos objetivos principales, esta tesis presenta un
breve apartado relacionado con la expresión génica, el proceso direc-
tamente influenciado por la metilación del ADN. Incluso obteniendo
efectos mediados significativos de la metilación del ADN en la aso-
ciación entre exposiciones ambientales y enfermedades crónicas, des-
conocemos si este efecto es causal o no, debido, entre otros tipos de
sesgos, a que podŕıan existir confusores no medidos. Aśı pues, es-
tudiar los procesos biológicos que son influenciados por la metilación
del ADN podŕıa contribuir a evaluar su papel en las enfermedades
crónicas.

El proceso biológico directamente influenciado por la metilacion
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del ADN es la expresión génica, que posteriormente daŕıa lugar a la
creación de protéınas o RNAs sin codificar. La secuenciación del RNA
es el método más popular para medir expresión génica. Mediante este
método, se obtiene una matriz de conteos que representa la expresión
génica en cada gen y muestra biológica. Sin embargo, agrupar grandes
cantidades de células en muestras da lugar a pérdida de información
e incapacita la cuantificación de la heterogeneidad calular. La ex-
presión génica medida en forma de secuenciación de células individua-
les (scRNAseq) se sitúa a la vanguardia de la investigación de los
datos ómicos, debido a su capacidad para capturar y evaluar la hete-
rogeneidad celular. Esta tecnoloǵıa es capaz de medir la expresión
génica en células individuales. Sin embargo, estos datos presentan re-
tos estad́ısticos para su análisis, debido a las grandes proporciones de
ceros que se obtienen en las mediciones de la expresión génica para
cada gen y célula en la matriz de conteos.

Además de evaluar diferencias en medias de expresión entre gru-
pos, las diferencias en variabilidad de expresión han demostrado ser
biológicamente relevantes, por ejemplo para el envejecimiento o el
cáncer. Varios métodos han sido desarrollados para la identificación
de variabilidad diferencial en datos ómicos, aunque no para datos de
scRNAseq. En esta tesis hemos evaluado, usando datos simulados,
cómo influye la presencia de grandes proporciones de ceros en los
métodos estad́ısticos utilizados para la identificación de genes diferen-
cialmente variables en datos de scRNAseq. Para ello, hemos simulado
datos de scRNAseq usando la libreŕıa muscat de R, y hemos aplicado
diversas técnicas estad́ısticas que podŕıan favorecer la evaluación de
diferencias en variabilidad de expresión génica entre grupos. Estas
técnicas incluyen los algoritmos diffVar, SuperCell, SAVER, distinct
y scDD. Hemos concluido que la presencia de altas proporciones de
ceros da lugar a varianzas y p-valores inflados, aśı como a subidas
en las tasas de descubrimientos falsos. Las tasas de verdaderos des-
cubrimientos, por el contrario, no se ven afectadas por la introducción
de grandes proporciones de ceros. La agrupación de células con perfiles
de expresión génica parecidos, realizada por el algoritmo SuperCell, no
mejoró las tasas de falsos positivos y falsos negativos obtenidas. Tam-
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poco lo hizo la imputación de los ceros llevada a cabo por el algoritmo
SAVER. El algoritmo distinct, que utiliza tests de permutaciones para
identificar diferencias en distribuciones entre grupos, es el que mejores
resultados presenta en cuanto a equilibrio entre tasa de verdaderos
descubrimientos y de falsos descubrimientos. Sin embargo, es nece-
sario el desarrollo de algoritmos que lleven a cabo la identificación
de variabilidad en expresión génica para datos de scRNAseq, puesto
que la herramienta distinct no es espećıfica para la cuantificación de
diferencias en variabilidad, sino de diferencias en distribución.

En resumen, esta tesis ha contribuido al área cient́ıfica de los
datos ómicos, tanto mediante el desarrollo de métodos estad́ısticos
innovadores para el análisis de datos de metilación del ADN, como
realizando contribuciones a la evidencia epidemiológica relacionada
con metilación del ADN en asociación con exposiciones ambientales
y enfermedades crónicas. Hemos mejorado la herramienta SIS para
facilitar la selección de variables en muy altas dimensiones mejorando
la capacidad predictiva, la estimación de coeficientes e incorporando
incertidumbre estad́ıstica. Por otro lado, hemos implementado el algo-
ritmo multimediate para la evaluación de múltiples mediadores corre-
lacionados en el contexto de analisis de supervivencia. Hemos utilizado
nuestras novedosas herramientas estad́ısticas para identificar efectos
mediados de las diferencias en metilación del ADN en la asociación
entre el arsénico y la enfermedad cardiovascular, y en la asociación
entre el tabaco y los cánceres asociados al tabaco. También hemos
mostrado la plausibilidad biológica de nuestros resultados realizando
análisis bioinformáticos.

Futuras potenciales ĺıneas de trabajo debeŕıan incluir la optimización
del algoritmo SIS para bajar el coste computacional. Otra de las po-
tenciales futuras ĺıneas de investigación podŕıa ser la implementación
del algoritmo multimediate para casos en los que existen correlaciones
causales entre los mediadores, puesto que la versión actualmente im-
plementada solo contempla los casos en los que los mediadores son, o
bien independientes, o bien no causalmente correlacionados. Además,
seŕıa importante adaptar los métodos para análisis de sensibilidad exis-
tentes para análisis de mediación al algoritmo multimediate, puesto
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que las asunciones de confusores no medidos en las asociaciones en-
tre la exposición y el mediador, el mediador y la variable respuesta y
la exposición y la variable respuesta son imposibles de verificar en la
práctica para estudios observacionales. Por ello, cuantificar el poten-
cial sesgo que estos confusores podŕıan introducir en nuestros efectos
mediados constituiŕıa un trabajo futuro de interés.
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CHAPTER 1

Introduction

1.1 Motivation

The word omics comes from Greek and refers to the study of the
whole or the totality of something. However, we use it to refer to the
study of an organism in its different levels. Genomics, epigenomics,
transcriptomics, proteomics and metabolomics complete the study of
an organism from its genetic code to the metabolites it generates [2].

Epigenetic changes, or heritable phenotype changes that do not
alter the DNA sequence, have shown to be highly influenced by en-
vironmental factors [3] and, in turn, have been proposed to influence
chronic disease [4, 5]. The complexity of epigenomic data and the
lack of appropriate statistical methods, though, have hindered the
precise quantification of the association between epigenetic marks and
chronic disease, including the potential intermediate role of epigenetic
changes on the well-known association between environmental factors
and chronic disease [6].

Several characteristics of omics data challenge the development of
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Chapter 1. Introduction

appropriate statistical methods to analyze these data. First, the ultra-
high dimensional nature of omics data requires effective dimensional-
ity reduction techniques in order to select the features that are related
to the outcome of interest, and focus subsequent extensive statistical
analyses in those features. Shrinkage methods such as Least Absolute
Shrinkage and Selection Operator (LASSO), which have been widely
used for variable selection in high-dimensional settings [7], have shown
to worsen their performance in ultra-high dimensional settings for both
variable selection and effect estimation [8]. On the other hand, high
correlations (both spatial and non-spatial) between features challenge
the performance of traditional shrinkage methods. Thus, Fan and
Lv proposed to use a variable selection technique fulfilling the sure
screening property (i.e., high probability of selecting the optimal vari-
able set) combined with shrinkage methods for variable selection in
ultra-high dimensional settings [8]. This method, however, was paired
with shrinkage methods (LASSO, Smoothly Clipped Absolute Devia-
tion [SCAD] and Minimax Concave Penalty [MCP]) that present lim-
itations, and had no way to quantify uncertainty. Statistical methods
for variable selection in ultra-high dimensional settings that minimize
the error in effect estimation and are able to quantify statistical un-
certainty are needed.

Once we are able to select the optimal set of omics features as-
sociated with the outcome, a problem of interest in epidemiologic
research is to quantify the amount of the effect of an exposure or
treatment on an outcome that is mediated by changes in those omics
features. Jerolon et al. proposed the multimediate algorithm [9], a
quasi-bayesian algorithm that is able to conduct multiple mediation
analysis in the context of correlated mediators. However, this algo-
rithm was limited to continuous or dichotomous outcomes. Survival
outcomes are widely used in epidemiologic research as they allow the
incorporation of the time in which the event happened to the analy-
sis of interest. To our knowledge, no statistical tools able to conduct
multiple mediation analysis in the context of correlated mediators for
survival analysis had been developed prior to this work.

Provided we find evidence of an intermediate role of DNA methy-
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lation on the association between environmental factors and chronic
disease, this would not be enough to establish a causal association.
Whether DNA methylation dysregulations play a causal role in the
development of chronic disease or are just biomarkers of other under-
lying disrupted biological processes would remain unclear. To study
the biological processes that are influenced by DNA methylation and
that could be important for disease development, the impact of DNA
methylation in subsequent omics processes needs to be analyzed.

The aim of this dissertation was to develop a biostatistical toolkit
to study the environmental epigenetics of chronic disease. We focused
on high dimensional genome-wide DNA methylation, the most widely
studied epigenetic mark, with special interest in variable selection and
mediation analysis. In addition, given that DNA methylation directly
influences gene expression, we present some preliminary work on this
omics layer. In the following sections, we provide an introduction to
DNA methylation and its association with environmental factors and
chronic disease, as well as an introduction to transcriptomics. The
main objectives of the thesis are presented in section 1.4.
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Chapter 1. Introduction

1.2 Environmental epigenetics and chronic dis-

ease

The term epigenomics refers to changes in gene regulation that do not
affect the underlying DNA sequence. Although this term was not in
the spotlight until the XXI-st century, it was first defined in 1942 as
the concatenation of interactions between genotype and phenotype so
that disturbances at early stages may cause far-reaching abnormalities
in organs and tissues [10]. Nowadays, epigenetics is considered as the
study of environmental and behavioral factors that alter gene expres-
sion in a heritable manner without changing the genomic sequence.
Epigenetic changes have the ability to influence whether genes are
more or less expressed. These modifications can last from a few min-
utes to a whole lifetime, therefore having direct impact in biological
processes of human health. Thus, the use of epigenetics for both early
detection of disease and disease treatment has been the focus of intense
research in the area of biomedical sciences in the last years [11, 12].

DNAmethylation is the most studied epigenetic mark [13]. Methy-
lation is predominantly found at genomic sites presenting a cytosine
nucleotide followed by a guanine, with a phosphate link (hereinafter
referred to as CpG sites). It occurs through the attachment of a methyl
group (CH3) onto the C5 position of the cytosine, which leads to 5-
methylcytosine (5-mC). The process is shown in Figure 1.1. Methy-
lation is generally measured on a proportion scale (between 0 and
1), which represents the proportion of methylated cytosines for each
genomic position.

DNA methylation is essential for normal cellular development and
involved in several key biological processes. Other less studied, but
relevant, epigenetic marks include DNA hydroxymethylation, histone
modifications, RNA transcripts or microRNAs. Environmental factors
such as exposure to chemicals, diet, physical exercise or stress are
known regulators of epigenetic changes [14].
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Figure 1.1: Summary of biological processes involved in DNA methylation.

Source: Lebecque et al. 2021 [15].

1.2.1 Environmental factors and DNA methylation

Environmental chemicals have shown to be major contributors to dys-
regulations of DNA methylation [16]. Among other explanations, they
can influence one-carbon and citric acid metabolism pathways, lead-
ing to dysregulations of DNA methylation [17]. Smoking, a complex
mixture of chemical compounds, has been robustly associated with
DNA methylation in populations all over the world [18, 19, 20, 21].
On the other hand, metals such as arsenic are classified as group 1
carcinogens by the International Agency for Research on Cancer [22].
However, given that metals are poor mutagenics (with the exception of
chromium), the biological processes that link metals exposure to dis-
ease are not well understood. DNA methylation has been proposed as
a potential biological mechanism underlying the association between
environmental exposures and chronic disease [6].

Cigarette smoke is the exposure that has reached the greatest con-
sensus in terms of specific DNA methylation dysregulation patterns
being commonly found and robust across populations, as stated in this
meta-analysis [18]. For instance, DNA methylation dysregulations of
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multiple CpGs annotated to the AHRR gene (Aryl Hydrocarbon Re-
ceptor Repressor, which mediates dioxin toxicity and is involved in
cell growth and differentiation [23]) and the F2RL3 gene (Coagulation
factor II receptor-like 3, also known as PAR-4, which plays a role in
blood coagulation, inflammation and response to pain [24]) have been
associated with smoking in several studies [19, 20, 18, 21]. In addi-
tion to AHRR and F2RL3, other genes such as PRSS23 and GPR15
have also been consistently associated with smoking in methylome-
wide epidemiologic studies [18]. Whether DNA methylation might be
a causal mechanism through which smoking causes disease, however,
remains unknown.

On the other hand, exposure to inorganic arsenic is a global health
problem. Even at low exposure levels in water and food, arsenic has
been related to multiple health outcomes including cardiovascular dis-
ease (CVD) [25, 26, 27]. CVD outcomes associated with arsenic in
Bangladesh, Chile, Taiwan, Denmark, Spain and the United States
include coronary heart disease (CHD) [28, 29, 26, 30, 31], stroke [26],
peripheral arterial disease [32] and overall CVD mortality [26, 33, 34].
Arsenic has also been prospectively associated with changes in blood
pressure levels [31, 35] and carotid atherosclerosis [31, 36, 37]. These
epidemiological findings are consistent with data from animal mod-
els showing that arsenic can induce atherosclerosis at relatively low
exposure levels [38, 39].

The recognition of arsenic as a CVD risk factor, however, re-
mains hindered by limited understanding of the specific mechanisms
involved. Growing evidence points to the importance of epigenetic
dysregulation and its influence on gene transcription pathways as
a potential mechanism for arsenic-related CVD. Indeed, arsenic has
been associated with changes in DNA methylation in epigenome-wide
association studies (EWAS) in human populations from Bangladesh
[40, 41, 42, 43, 44], South America [45, 46], Taiwan [47], China [48],
and the US [49, 50, 51]. Arsenic might influence DNA methylation
through the inhibition of DNA methyltransferases by repressing ex-
pression of the DNA methyltransferase genes DNMT1 and DNMT3A
[52].
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The well-documented influence of environmental factors on DNA
methylation dysregulations might be a plausible explanation of part
of the influence of environmental exposures in chronic disease. Indeed,
DNA methylation dysregulations have been related to several chronic
disease, with overwhelming evidence especially for different types of
cancer [53, 54].

1.2.2 DNA methylation and chronic disease

DNA methylation dysregulations have shown to start several years
before disease onset, which provides great opportunity for early detec-
tion of disease. In particular, extensive literature exists supporting the
association of DNA methylation changes with several types of cancers
including lung [55, 56, 57, 58, 59], colorectal [60, 61], liver [62, 63], kid-
ney [64, 65], pancreatic [66, 67], esophagus and stomach [68, 69], and
lymphatic-hematopoietic [70] cancers, among others. Aberrant DNA
methylation occurs in early stages of tumorigenesis and has been as-
sociated with cancer-related biological processes including oxidative
stress [71] and apoptosis [72]. Many types of human cancers show hy-
permethylation of regulatory regions of certain tumor-suppressor genes
[73]. DNA methylation-based biomarkers have been a target for early
detection of cancer [74, 75, 76] due to their early and frequent emer-
gence in tumors, their high quality measurement by well-established
methods, their stability over time, their presence in different body
fluids, and their cell type specificity. In addition, DNA methylation
has shown to be consistent across large genomic regions [77], thus en-
abling the use of multiple CpG sites for a more robust prediction. In
fact, several diagnostic kits using DNA methylation-based epigenetic
biomarkers for early detection are in clinical use nowadays for cervi-
cal, oral, colorectal, lung, breast, liver, ovarian and prostate cancers,
among others [78].

For other clinical traits, the evidence is less clear. For CVD, for
instance, little consensus has been reached between studies for a com-
mon epigenomic signature. We recently conducted an EWAS of CHD
including five cohorts. In this study, we found a complex and highly
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population-specific epigenomic signature of CHD, with only few com-
mon differentially methylated positions (DMPs) across cohorts [79].
This might reflect that DNA methylation dysregulations associated
with CVD are population-specific. More epidemiologic and exper-
imental studies are needed to elucidate the potential role of DNA
methylation on CVD.
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1.3 Impact of DNA methylation in the genome

structure: transcriptomics

Several biological processes might be involved on the association be-
tween DNA methylation and chronic disease, including the biological
products affected by DNA methylation. Transcriptomics is the omics
field that studies gene expression, the process by which information
encoded in a gene is used to produce RNA, which will eventually lead
to the synthesis of proteins or non-coding RNAs [80]. In transcrip-
tion, DNA sequences are copied to RNA using an enzyme called RNA
polymerase (Figure 1.2) [81].

Figure 1.2: From DNA sequence to translation into protein: the role of RNA tran-

scription.

Source: National Center for Multiscale Modeling of Biological Systems

(https://biologicalmodeling.org/motifs/transcription).

DNA methylation is known to influence gene expression [13]. Tra-
ditionally, DNA hypermethylation has been considered to repress tran-
scription, especially when it happens in gene promoter regions, while

9
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hypomethylation has been considered to increase gene expression [82].
Specifically in cancer, methylation in promoter regions of tumor sup-
pressor genes has shown to lead to gene silencing [53]. However, more
recent research has shown that the role of DNA methylation in tran-
scription is more complex, and it differs through genomic positions
[83, 84]. DNAmethylation is thought to affect gene expression through
remodeling of chromatine structure [85], however, establishing a direct
correspondence between DNA methylation and gene expression is far
from straightforward with the current understanding of the genome.

The most widely used method to measure gene expression is RNA
sequencing (RNAseq) [86], which uses next-generation sequencing to
measure the quantity of RNA in a biological sample. One read refers to
a sequenced RNA fragment. The reads obtained from next generation
sequencing are aligned to a reference genome, and the number of reads
mapped to each gene are counted. The number of sequencing reads
mapped to a given gene is an estimation of the expression level of
that gene. This leads to a counts matrix, which is the matrix we
statistically analyze after preprocessing.

RNAseq has led to extensive discovery and innovation in medicine
over recent years. However, grouping large numbers of cells in bio-
logical samples results in loss of information and does not allow de-
tailed assessment of the cells or the individual nuclei that package the
genome. Current technologies allow to measure gene expression in sin-
gle cells, which is useful to analyze cellular population heterogeneity,
to identify cellular subtypes and to analyze the behavior of individual
cells (Figure 1.3). This technology, known as single cell RNAseq (scR-
NAseq), allows the comparison of transcriptomes of individual cells,
thus being useful to assess transcriptional differences and similarities
within populations of cells [87]. This technique is able to reveal regula-
tory relationships between genes, and identify trajectories of different
cell lineages in development, for example. In cancer, major hetero-
geneities between cells of the same tumor arise due to genetic and epi-
genetic factors, thus challenging treatment effectiveness. scRNAseq
technologies would be able to characterize this heterogeneity, identify
cell subtypes and measure mutation rates with the ultimate goal of

10



1.3. Impact of DNA methylation in the genome structure: transcriptomics

guiding diagnosis and treatment [88].

Figure 1.3: Comparison between single cell RNA-sequencing and bulk RNA-

sequencing methods.

Source: 10x Genomics.
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1.4 Objectives

The main objective of this thesis was to extend existing statistical
methods to enable the evaluation of the role of DNA methylation in
environment-related chronic disease. To do so, this thesis had two
main objectives that focus on approaching different statistical chal-
lenges related to the analysis of differences in DNA methylation.

• Objective 1: To pair the ISIS tool with Aenet, elastic-net
and MSAenet to improve predictive accuracy and mini-
mize the error in effect estimation, and to incorporate a
bootstrap-based confidence interval approach to ISIS to
quantify statistical uncertainty.

We used novel shrinkage methods such as elastic-net and Aenet to
extend the existing Iterative Sure Independence Screening (ISIS)
statistical tool [8] and incorporated statistical uncertainty by cal-
culating bootstrap confidence intervals (CIs). This tool is able
to conduct variable selection in ultra-high dimensional settings
while dealing with multicollinearity.

Two practical applications of the extension of this tool are in-
cluded in this dissertation: ”Comparison of regularization meth-
ods for the evaluation of blood DNA methylation as a marker of
health endpoints”, which is under journal review, and ”Arsenic
Exposure, Blood DNA Methylation and Cardiovascular Disease”,
which was published in the journal Circulation Research [89]. We
also included the extension of this algorithm in the SIS R pack-
age, available in CRAN [90].

• Objective 2: To develop an extension of the multimediate
algorithm, which conducts mediation analysis for multi-
ple correlated mediators, to time-to-event outcomes.

We extended the multimediate algorithm to time-to-event out-
comes, and provided theoretical results as well as a simulation
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study to show the improvements beyond single mediator mod-
els. The resultant paper is under journal review. We additionally
adapted the algorithm to accommodate exposure-mediator inter-
actions. A practical application of the extension of this tool to
population-based data is included in this thesis: ”Smoking, DNA
methylation and smoking-related cancers”, which is under jour-
nal review. We included the survival version of this algorithm in
the multimediate R package, available in Github.

In addition to the two main objectives, we also conducted some
subsequent work focused on gene expression, the process by which the
information encoded in a gene is turned into a biological function.
Gene expression is the direct biological consequence of DNA methy-
lation. We particularly focused on single cell RNA sequencing (scR-
NAseq) gene expression, which is in the spotlight of the omics research
community due to its potential to identify cell heterogeneity. In chap-
ter 5, using simulated data, we analyzed whether existing methods
to analyze transcriptional differences between groups for other omics
data types are able to capture differences in transcriptional variability
in scRNAseq data.
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1.5 Study population

The population-based data applications included in this thesis use
data from the Strong Heart Study (SHS), a prospective cohort study
funded to investigate CVD and its risk factors in American Indian
adults [91]. It is the largest and longest study of CVD in American
Indian communities. In 1989–1991, a total of 4,549 men and women
aged 45–75 years who were members of 13 tribes based in Arizona,
Oklahoma, North Dakota, and South Dakota accepted invitations to
participate. Participants without sufficient urine for metal analyses
were excluded (N=576). Due to tribal request, samples from one of
the tribes were not selected for DNA methylation analyses, leaving
3,515 participants. Among them, participants who were free of CVD
and not missing urinary metals or other variables of interest at base-
line (1989–1991) were eligible for blood DNA methylation analyses
(N=3,105). Sufficient blood was available for DNA methylation anal-
yses in 2,350 participants.

Trained and certified nurses and medical examiners collected infor-
mation on sociodemographic factors (age, sex, study region, education
level), medical history, smoking status (never, former, current), and
cumulative smoking dose (cigarette pack-years) in a personal inter-
view. Participants having smoked ≥ 100 cigarettes in their lifetime
and smoking at the time of the interview were considered current
smokers. Non current smokers who had smoked > 100 cigarettes in
their lifetime were classified as former smokers. Cigarette pack-years
were calculated as the number of 20-cigarette packs smoked per day
times the number of years the person smoked, with zero assigned to
never smokers. A physical exam was conducted, including anthro-
pometric measures (height and weight to measure body mass index
[BMI]), and collected fasting blood and spot urine samples. Height
was measured standing in centimeters rounded to the nearest integer,
and weight was measured in kilograms using a scale that was re-zeroed
each day and calibrated against a known 22.68 kilograms weight every
month.
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Blood DNA methylation measurements and statistical pre-
processing

DNA methylation was measured at the time of physical exami-
nation and interview for the assessment of baseline smoking status
and sociodemographic variables. Buffy coats from fasting blood sam-
ples were collected in 1989–1991. Biological specimens were stored at
70◦ C. DNA from white blood cells was extracted and stored at the
Penn Medical Laboratory, MedStar Health Research Institute under
a strict quality-control system. In 2015, blood DNA was shipped to
the analytical laboratory at the Texas Biomedical Research Institute
for DNA methylation analysis. DNA was bisulfite-converted with the
EZ DNA methylation kit (Zymo Research) according to the manu-
facturer’s instructions. Bisulfite-converted DNA was measured using
the Illumina MethylationEPIC BeadChip (referred to as 850K here-
inafter), which provides a measure of DNA methylation at a single
nucleotide resolution at > 850,000 CpGs. Samples were randomized
across and within plates to remove potential batch artifacts and con-
founding effects, and replicates and across-plate control samples were
included on every plate.

All the preprocessing was conducted using R version 3.6.1. Data
were read in six different batches (of ∼ 400 individuals each) and
combined using the R package minfi [92]. Detection p-values were
calculated using the detectionP function. This function calculates
the total DNA signal (Methylated + Unmethylated) for each posi-
tion as compared to the background signal level. The background is
estimated using negative control positions, assuming a normal distri-
bution. Then, a p-value of reliability of the DNA methylation signal
is computed for each genomic position. Positions with high detection
p-values should not be trusted. We removed CpGs with a p-detection
value greater than 0.01 in more than 5 % of the individuals (6,159
CpGs).

Two different normalization procedures were applied. First, mi-
croarray data must be background corrected to remove the effects of
non-specific binding or spatial heterogeneity across the array. Single
sample noob normalization was conducted using the preprocessNoob
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function in the R package minfi [93, 94], which includes a background
correction with dye-bias normalization for Illumina Infinium methy-
lation arrays. This method uses normal-exponential convolution for
background correction. On the other hand, the EPIC microarray uses
two types of probes—Infinium I (type I) and Infinium II (type II)—in
order to increase genome coverage. However, differences in probe
chemistries result in different type I and II distributions of methy-
lation values, which might introduce bias in the downstream analyses.
Thus, regression on correlated probes normalization was applied to
correct for probe type bias using the R package ENmix [95]. This
method uses the existing correlation between pairs of nearby type I
and II probes to adjust the methylation proportions of all type II
probes. As a result of these preprocessing preliminary analyses, we
had data from 2,325 individuals and 860,079 CpGs.

Additionally, cross-hybridizing probes, sex chromosomes, and sin-
gle nucleotide polymorphism (SNP) probes with minor allele frequency
> 0.05 [96] were removed for analyses. The final number of CpGs for
analyses was 790,026. Beta value calculation, which ranges from 0 to
1 and represents the proportion of unconverted cytosines in bisulfite-
converted DNA at specific locations, was performed using the R pack-
age minfi [94]. M values, which refer to logit 2 transformed beta values
and have better properties for statistical analyses (for example, they
are more homoscedastic, and their range does not fall between 0 and
1), were also calculated.

Differences in cell type compositions can introduce bias in blood
DNA methylation analyses. We estimated cell proportions (CD8 T
cells, CD4 T cells, Natural Killer cells [NK], B cells, monocytes, and
neutrophils) using the Houseman method [97], which uses regression
calibration to estimate proportions of white blood cells from DNA
methylation data. We used the R package FlowSorted.Blood.EPIC
[98], which provides an adaptation of the Houseman method to the
850K microarray. We subsequently used those cell counts as adjust-
ment variables in the regression models, leaving out one of the esti-
mated cell type proportions, as they all add up to 1.

To account for population stratification, all models were addition-
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ally adjusted for genetic principal components (PCs) [99]. Of 2,562
genotyped SHS participants as part of the CALiCo/PAGE Study, we
identified 644 unrelated individuals (either founders of pedigrees or
unrelated spouses of their descendants). Of 162,718 autosomal SNPs
that passed quality control, we selected 15,158 based on the following
criteria: minor allele frequency ≥ 0.05 (i.e., not rare variants), mini-
mum physical separation of 1 kb and pairwise correlation of genotype
scores ≤ 0.1 within a 100 kb sliding window. We performed PC anal-
ysis on the genotype scores within unrelated individuals. The first five
PCs were kept for adjustment in the models as they explained most
of the variance.

We detected and corrected for potential batch effects by sample
plate, sample row, and DNA isolation time using the combat function
(sva R package) [100]. This method uses an empirical Bayes frame-
work described by [100] to correct for known batch effects.

We conducted annotation of CpGs to the nearest gene according
to the Illumina Infinium MethylationEPIC Manifest File (version 1.0
B4). All this preprocessing resulted in data from 2,325 individuals
and 788,368 CpG sites for our analyses.

In the following chapter, we present the state of the art on sta-
tistical methods for DNA methylation data analysis, and how our
developed methods improve the current gold standards.
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CHAPTER 2

Statistical methods for DNA methylation
data analysis

Omics data, including DNA methylation, have the particular charac-
teristic of being ultra high-dimensional. At least hundreds of thou-
sands (and even tens of millions) of genomic positions need to be
interrogated in order to have an adequate landscape of the whole
epigenome. The analysis of ultra-high dimensional data, which fur-
ther includes substantial between-feature correlations, poses a great
computational and statistical challenge. Specifically, traditional data
analysis methods in epidemiologic studies, such as linear regression
for continuous endpoints or Cox proportional hazards regression for
survival analysis, cannot accommodate large numbers of predictors at
a time, especially in cases of multicollinearity when introducing highly
correlated variables, which can lead to inflated standard errors, thus
making the corresponding point estimates uncertain [101]. Therefore,
the task of analyzing the data to look for patterns, associations and
to potentially construct clinically useful scores and algorithms, implies
the development of advanced statistical methods. Many efforts have
been posed in the past few years to develop efficient statistical meth-
ods for the analysis of these data. In this section, we first describe the
traditional approaches for epigenomic data analysis, which have effec-
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tively set the bases for the development of more statistically efficient
tools for these purposes.

2.1 One marker at a time approach

Traditionally, omics data analysis has been conducted evaluating ge-
nomic positions in separate regression models. The first and more
obvious problem that arises from this approach is the multiple com-
parisons issue. The probability of identifying false positives increases
with the number of statistical tests conducted, which, in the case of
omics data, might be hundreds of thousands. Thus, p-values need to
be corrected to make sure we are not identifying a high proportion
of false positives among our statistically significant results. Bonfer-
roni, family-wise error rate (FWER) and false discovery rate (FDR)
are common methods to correct for multiple comparisons. The FDR
refers to the rate that features called significant are truly null. For
example, an FDR of 5 % (common threshold of significance) would
mean that, among all features called significant, 5 % of these would
be truly null. The FDR method has uniformly higher power, in terms
of probability of rejecting the null hypothesis when the alternative is
true, as compared to Bonferroni and FWER methods [102]. Thus,
this method is lately preferred by researchers to account for multiple
comparisons in EWAS.

The limma R package [103] has been considered as the standard for
EWAS for several years. The limma lmFit function conducts linear re-
gression for each CpG site individually, and then uses a quasi-Bayesian
algorithm to shrink the standard errors towards a common value and
gain robustness and stability of the test statistics. This tool fits the
same statistical model to each available genomic position or gene, and
ranks the features by evidence against the null hypothesis. This ap-
proach computes posterior values that shrink the observed variances
towards the prior values that describe how the unknown coefficients
and variances vary across features. Thus, moderated t-statistics that
borrow information accross features are calculated, leading to more
stable inference [104].
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Another strength of the limma algorithm is that it is extremely
fast in terms of computational efficiency. However, it has the huge lim-
itation that the algorithm expects DNA methylation to be introduced
as the outcome, as it conducts one regression per column of the multi-
dimensional matrix that is introduced as the outcome. Thus, it is not
appropriate for settings in which we want to evaluate the effect of DNA
methylation on a clinical outcome (i.e. considering DNA methylation
as the predictor). In addition, in omics data, and in particular, in
epigenetics, it is well known that the potential effects of DNA methy-
lation dysregulations on disease for each individual CpG are unlikely
to be independent [105]. In fact, the identification of differentially
methylated regions on the epigenome [77], the observed high corre-
lations between CpGs [106] and the existence of complex regulatory
networks in the genome [107], support that jointly studying all CpG
sites (i.e., “multiple markers at a time”) is a more informative ap-
proach. Even though efforts have been made in the limma algorithm
to incoporate the common feature-wide structure of Genome-Wide
Association Studies (GWAS) and EWAS, this approach still considers
each feature in a separate regression model. To overcome this limi-
tation, shrinkage methods have become a popular choice to approach
the ”all markers at a time” method in omics data analysis. We hereby
describe the main frequentist and Bayesian shrinkage methods that
have been developed in recent years.

2.2 Multiple markers at a time approach: fre-

quentist shrinkage methods

The bias-variance trade-off [108] establishes that the variance of the
parameters estimated accross samples can be reduced by increasing
the bias in the estimated parameters. Shrinkage or regularization
methods, such as LASSO or Ridge regression, decrease standard errors
at the cost of introducing some bias in the simultaneously estimated
effects. Thus, the first versions of these methods were considered very
efficient for variable selection, while less efficient for effect estimation.
Subsequent efforts have improved the effect estimation component of
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shrinkage methods, as we will describe in this section. These tools have
become popular approaches for variable selection in multi-dimensional
DNA methylation data [109] and genome-wide SNPs analyses [110,
7]. We hereby describe the most widely used frequentist shrinkage
methods.

2.2.1 Ridge Regression

Ridge regression, presented by Hoerl and Kennard in 1970 [111], was
the first proposed shrinkage method. As all shrinkage methods, Ridge
regression introduces bias with the aim of decreasing the mean squared
errors (MSE-s). However, it does not conduct variable selection, i.e.,
it does not lead to a sparse solution. The Ridge estimator is obtained
by solving the L2 penalized least squares problem:

β̂Ridge = argmin
β

(∥Y −Xβ∥22 + λ∥β∥22)

where ∥ � ∥2 is the L2 norm, and λ > 0 is a tuning parameter that
controls the amount of shrinkage. Ridge regression can be performed
in R using the glmnet package [112].

2.2.2 Least Absolute Shrinkage and Selection Operator:
LASSO

The LASSO estimator was the first popularized shrinkage method,
and is even nowadays one of the most widely used ones. It was first
developed in geophysics applications in 1986 by Fadil Santosa and
William W. Symes [113], and was later rediscovered in 1996 by the
statistician Robert Tibshirani [114]. LASSO was initially an extension
of ordinary least squares, and is obtained by solving the L1 penalized
least squares problem:

β̂LASSO = argmin
β

(∥Y −Xβ∥22 + λ∥β∥1)
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where ∥ � ∥1 is the L1 norm, and ∥ � ∥2 is the L2 norm. Because of the
nature of the constraint, some of the coefficients will be set to exactly
zero, which facilitates variable selection. Although widely used, the
LASSO penalty has shown non-ignorable bias on effect estimation,
which increases with the increase of the effect estimate in absolute
value [115]. In addition, multicollinearity worsens the performance
of the LASSO [116]. Moreover, it would not be the most suitable
method for omics data given that it tends to select only one variable
from a correlated set. In omics data settings, two highly correlated
genes might have different biological functions. Thus, shrinkage meth-
ods for variable selection in omics data settings would ideally need to
select more than one feature from a correlated set. LASSO can be
implemented in R using the glmnet package [112].

2.2.3 Elastic-net

Elastic-net was proposed by Zou and Hastie [116] as an improvement of
the LASSO for high-dimensional settings. It is a combination between
Ridge and LASSO regressions, and enables selecting several variables
from a correlated set, therefore improving prediction in highly corre-
lated variables settings. However, the effect estimates are also subject
to bias. The elastic-net estimator is defined as follows [117]:

β̂Enet =

(
1 +

λ2

n

) {
argmin

β

(
∥Y −Xβ∥22 + λ2∥β∥22 + λ1∥β∥1

)}
,

being n the sample size, and λ1 and λ2 regularization parameters.
When predictors are standardized to have mean 0 and standard de-
viation 1 (in most practical settings),

(
1 + λ2

n

)
can be replaced by

(1 + λ2). The L1 part of the elastic-net performs variable selection,
whereas the L2 part stabilizes the solution paths and thus improves
predictive accuracy. The glmnet R package [112] uses an alternative
formulation for the implementation of elastic-net:
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β̂Enet = argmin
β

(
∥Y −Xβ∥22 + λ

[
1− α

2
∥β∥22 + α∥β∥1

])
.

According to this formulation, λ > 0 is a tuning parameter that
controls the amount of shrinkage and can be selected via cross-validation.
The α ∈ [0, 1] parameter controls the relative contribution of the L1

and L2 parts to the final solution. LASSO corresponds to α = 1,
whereas Ridge regression corresponds to α = 0. Small α choices such
as α = 0.05, close to Ridge regression, are popular choices for the
omics data setting and have shown to work well in terms of variable
selection [109]. The reason is that, in the omics data setting, variable
selection is generally conducted as a first screening step to reduce the
dimensionality and subsequently do further evaluation of the selected
markers (such as mediation analysis, for example). Thus, a more in-
clusive variable screening is generally preferable.

2.2.4 Smoothly Clipped Absolute Deviation (SCAD)

The SCAD [115] is a coupling of the concave convex procedure [118]
and the LASSO. The SCAD penalty applies the same penalization
rate (and bias) of the LASSO for small effect estimates, but contin-
uously relaxes the rate of penalization as the absolute value of the
effect estimate increases. Thus, it presents less bias in effect estimates
that are high in absolute value as compared to the LASSO [119]. In
addition, it has shown to be consistent in estimation and enjoys the
oracle property [119]. This property states that, asymptotically, the
model can perform as well in effect estimation as if the components of
the true parameter that are restricted to zero were known in advance
(see section 3.1.4). However, when the variables are strongly corre-
lated, the performance of the SCAD is worsened. Similar to LASSO,
it tends to select only one variable from a correlated set. The SCAD
estimator is defined as follows [119]:
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β̂SCAD = argmin
β

(
∥Y −Xβ∥22 +

p∑
j=1

pλ,γ(βj)

)

where p is the dimension of β, and pλ,γ(βj) is the SCAD penalty such
that:

pλ,γ(βj) =


λ|βj|, if |βj| ≤ λ
2γλ|βj |−β2

j−λ2

2(γ−1) , if λ < |βj| < γλ
λ2(γ+1)

2 , if |βj| ≥ γλ

(2.1)

for λ > 0 and γ > 2. The tuning parameter γ controls the concavity
of the penalty, which represents how rapidly the penalty tapers off.
SCAD can be implemented in R using the ncvreg package [120].

2.2.5 Minimax Concave Penalty (MCP)

Similar to SCAD, MCP is another alternative to get less biased effect
estimates for the non-zero coefficients in sparse models. This method
also relaxes the penalization rate as the absolute value of the effect es-
timate increases, but MCP relaxes it immediately, while SCAD man-
tains the rate flat for a while before decreasing it [121]. MCP also
enjoys the oracle property. Introduced by Cun-Hui Zhang [121], it is
defined as follows:

β̂MCP = argmin
β

(
∥Y −Xβ∥22 +

p∑
j=1

qλ,γ(βj)

)

where qλ,γ(βj) is the MCP penalty such that:

qλ,γ(βj) =

{
λ|βj| −

β2
j

2γ , if |βj| ≤ γλ
γλ2

2 , if |βj| > γλ
(2.2)
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for λ > 0 and γ > 1. MCP can be implemented in R using the ncvreg
package [120].

2.2.6 Adaptive elastic-net (Aenet)

Zou and Zhang [117] proposed an adaptive version of the elastic-net, in
which adaptive weights are used in the L1 penalty. The improvement
with respect to LASSO and elastic-net is twofold. First, similar to
SCAD and MCP, it enjoys the oracle property (see section 3.1.4).
Second, it handles the multicollinearity issue and is able to select
more than one predictor from a correlated set. Adaptive weights are
constructed by fitting an elastic-net model to the data:

β̂Enet =
(
1 + λ2

n

) {
argminβ

(
∥Y −Xβ∥22 + λ2∥β∥22 + λ1∥β∥1

)}
,

ŵj = (|β̂j(elastic net)|)−γ, j = 1, ..., p

with γ being a positive constant (typically set to 1). Then, those
weights are applied to the L1 penalty of the elastic-net:

β̂Aenet =
(
1 + λ2

n

) {
argminβ

(
∥Y −Xβ∥22 + λ2∥β∥22 + λ1

∑p
j=1 ŵj∥βj∥1

)}
(2.3)

Aenet can be implemented in R using the gcdnet package [122]
for continuous and binary outcomes, and the Coxnet [123] package for
survival outcomes. To our knowledge, no implementations of Aenet
for other outcome families such as Poisson have been conducted.

2.2.7 Multi-step adaptive elastic-net (MSAenet)

This method is an alternative approach presented by Xiao and Xu
[124] and developed in the R package msaenet [125]. The formulation
is similar to that of Aenet, however, instead of applying the adaptive
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weights only to the L1 penalty, it applies the weights to both the L1

and L2 penalties in an iterative way (see Xiao and Xu [124]). The
oracle property has not been proven for this alternative version of
Aenet. The estimation is as follows:

β̂Msaenet =
(
1 + λ2

n

){
argminβ

(
∥Y −Xβ∥22 + λ2

∑p
j=1 ŵj∥βj∥22 + λ1

∑p
j=1 ŵj∥βj∥1

)}

2.3 Multiple markers at a time approach: Bayesian

shrinkage methods

Bayesian shrinkage methods, like frequentist ones, assume sparsity,
i.e., assume that only a relatively small number of predictors are re-
lated to the outcome. The difference between frequentist and Bayesian
shrinkage methods is that Bayesian methods introduce a prior distri-
bution to the regression parameters [126]. Bayesian versions of popular
frequentist shrinkage approaches such as LASSO and elastic-net have
been developed [127, 128, 129].

Unfortunately, Bayesian shrinkage methods are currently not fea-
sible for direct application to omics data unless prior dimensionality
reduction is conducted, due to its intensive computational cost. The
currently implemented Bayesian shrinkage methods rely on Markov-
chain Montecarlo (MCMC) methods. Markov chains are defined as
stochastic processes for which the probability of an event depends
only on the state attained in the previous event. Given that MCMC
estimations depend on the estimations from the previous iteration,
they cannot, in general, be parallelized. This makes these methods
unfeasible when dealing with thousands, or even hundreds of thou-
sands of variables, as in the case of omics data. Further research is
needed to investigate how the computation of these methods could be
sped-up.

Nevertheless, we included two Bayesian penalized methods in our
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work as proof of concept and because it is still useful to compare
the effect estimation obtained from other shrinkage methods, as well
as from traditional methods such as linear regression and Cox pro-
portional hazards models, to those obtained with Bayesian shrinkage
methods. We hereby describe two Bayesian shrinkage methods imple-
mented in R: the methodology implemented in the bayesreg package
[130], which accomodates both continuous and binary outcomes, and
the methodology implemented in the psbcGroup package [131], which
accomodates survival outcomes.

2.3.1 Bayesian linear and logistic penalized models

The bayesreg R package [130] implements Bayesian regularized linear
and logistic models based on sparsity inducing priors, which are im-
plemented with exchangeable Gaussian variance mixture distributions.
Let us consider an outcome y and a covariates matrixX = (X1, ..., Xp).
Then, the Bayesian penalized regression model is set as follows, for the
i-th individual:

zi|Xi, β0, β, ω
2
i , σ

2 ∼ Nn(β0 +XT
i β, σ

2ω2
i ),

σ2 ∼ π(σ2)dσ2,

ω2
i ∼ π(ω2

i )dω
2
i ,

β0 ∼ dβ0,

βj|λ2
j , τ

2, σ2 ∼ N (0, λ2
jτ

2σ2),

λ2
j ∼ π(λ2

j)dλ
2
j ,

τ 2 ∼ π(τ 2)dτ 2,

where i = 1, ..., n corresponds to the individual, j = 1, ..., p corre-
sponds to the covariate, β0 is the intercept and β are the regression
coefficients. Statistical models for both the data and the prior dis-
tributions are constructed from exchangeable Gaussian variance mix-
ture distributions [132]. The hyperparameter τ 2 > 0 is the global
variance parameter, which controls the amount of overall shrinkage
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of the coefficients, and it is given the following prior distribution:
τ ∼ C+(0, 1), where C+ is the half-Cauchy distribution. The hyper-
parameters (λ1, ..., λn) correspond to the local variance components
that determine the type of shrinkage penalty applied to the regression
coefficients. Several prior distribution choices are available including
LASSO, Ridge and Horseshoe, with details available in [130].

For linear regression, the Bayesian penalized regression model is
adapted to a Bayesian linear regression model with Gaussian noise.
The scale parameter σ2 > 0 is given the scale invariant prior distri-
bution π(σ2) ∝ 1

σ2 . The posterior distribution of σ2 is given by the
inverse Gamma distribution IG(α, β), with:

α =
n+ p

2
, β =

1

2

(
n∑

i=1

e2i
ω2
i

+

p∑
j=1

β2
j

τ 2λ2
j

)
;

being ei the residuals of the linear model. One typical choice for the
latent variables (ω2

1, ..., ω
2
n) is to set them to ω2

i = 1 (other formulations
for the latent variables are considered in [130]). The variables z1, ..., zn
can be set to zi = yi.

For binary outcomes (outcomes y ∈ {0, 1}), a logistic regression
model is assumed:

p(yi = 1|xi, β0, β) =
1

1 + exp(−(β0 + xTi β))
,

and the variables z1, ..., zn are set to zi = ω2
i

(
yi − 1

2

)
.

The framework of the bayesreg R package models logistic regres-
sion using a Gaussian variance mixture distribution with a Pólya-
gamma mixing density [133]. In this case, the scale parameter is fixed
at σ2 = 1. A Pólya-gamma prior distribution is considered for the
latent variables (ω1, ..., ωn):

ω2
i ∼ PG(0, 1).
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The posterior distribution of the latent variables 1
ω2 is the Pólya-

gamma distribution PG(1, c̃i), where

c̃i = β0 + xTi β.

For both linear and logistic models, the point estimate is calcu-
lated as the median of the posterior distribution of β, whereas 95 %
credibility intervals are calculated as the 2.5 and 97.5 percentiles of
the posterior distribution.

2.3.2 Bayesian Cox penalized model

The psbcGroup R package [131] fits penalized semiparametric Bayesian
Cox regression with an elastic-net prior. A Laplace prior is used for
the regression coefficients as detailed in [131]:

π(β|σ2) ∝ exp

(
− λ1√

σ2

p∑
j=1

|βj| −
λ2

2σ2

p∑
j=1

β2
j

)

To guarantee unimodality [131], a noninformative marginal prior
π(σ2) = 1

σ2 is assigned to σ2. The conventional random walk Metropo-
lis Hastings algorithm is used to update the parameters. The point
estimates are calculated as the median of the posterior distribution of
β, whereas 95 % credibility intervals are calculated as the 2.5 and 97.5
percentiles of the posterior distribution.

Different shrinkage methods might be adequate depending on whether
the purpose is accurate effect estimation, high predictive ability, sparse-
ness or computational efficiency. However, the performance of these
tools might be especially worsened in ultra-high dimensional settings
[8], meaning those in which, being n the sample size, the order of the
number of predictors is exp{O(nξ)}, for a given ξ > 0. Thus, Fan
and Lv [8] proposed to apply an effective variable selection method in
ultra-high dimensional settings, before applying shrinkage methods to
the data: ISIS, which is described in section 3.
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Once dimesionality has been reduced, the adequate set of fea-
tures has been selected and associations with the outcome have been
established, subsequent statistical analyses of interest regarding asso-
ciations between features and the outcome might be conducted. One
of them is mediation analysis, which aims to evaluate the potential
intermediate role of a third variable on the association between two
variables.
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2.4 Evaluating the potential intermediate role of

DNA methylation in environment-related dis-

ease: mediation analysis

The understanding of causal pathways underlying the association be-
tween an exposure or treatment and an outcome is a question of inter-
est in epidemiologic research. Mediation analysis aims to quantify to
which extent the relationship between two variables happens through
a third variable called the mediator (indirect effect), and to which
extent it happens through other not considered pathways (direct ef-
fect). Extensive literature, as well as many analytic tools, exist for
the evaluation of simple mediation analysis [134, 135].

The counterfactual framework has been widely used in causal in-
ference, including in mediation analysis [136]. Let us denote E as an
exposure or treatment and Y as the outcome of interest. The counter-
factual outcomes refer to the values Y would take under each of the
potential values of E. Please note that some of those values of Y will
be unobservable, which is the reason why they are called counterfac-
tual (contrary-to-fact). For example, if the exposure E is dichotomous
(exposed / unexposed), an individual will either be exposed or unex-
posed, thus, one of the counterfactual outcomes will not be observed.

For causal effects to be identified in observational studies, three
conditions need to hold. The first condition is called consistency and
ensures there are no multiple versions of the treatment or the exposure.
The second condition is called exchangeability and refers to no unmea-
sured confounders. The last condition is called positivity, and refers
to the probability of having exposed and unexposed (or treated and
untreated) individuals in each strata of the covariates being greater
than zero [136].

Focusing on causal mediation analysis, let us denote M as the me-
diator, which is dependent on the exposure E; X as a set of covariates
and Y as the outcome of interest. Let us consider two different values
of the exposure, e and e∗. Following the counterfactual framework
[137], we consider Y (e∗,M(e)) as the counterfactual outcome, i.e., the
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value the outcome would take had the exposure been set to e∗ and the
mediator been set to the value it would take when the exposure is set
to e. For most of the purposes of this work, e will be a dichotomous
variable (presence or absence of exposure), thus, (e, e∗) ∈ {0, 1}2. We
define the average indirect effect of changing the exposure from e∗ to
e when the covariates are set to X = x as follows [138, 9, 139]:

δ(e) = E [Y (e∗,M(e))|X = x]− E [Y (e∗,M(e∗))|X = x] .

Similarly, the average direct effect, which refers to the effect of the
exposure or treatment on the outcome which does not happen through
the mediator, is quantified as:

ζ(e) = E [Y (e,M(e))|X = x]− E [Y (e∗,M(e))|X = x] .

Please note that there is an indirect and a direct effect for each e.
Last, the average total effect, which denotes the effect of the exposure
or treatment on the outcome both through the mediator pathway and
through other pathways, is quantified as:

τ(e) = E [Y (e,M(e))|X = x]− E [Y (e∗,M(e∗))|X = x] .

Please also note that, following these definitions, it holds that
τ(e) = ζ(e) + δ(e), showing that the indirect and direct effects repre-
sent an exact decomposition of the total effect. Figure 2.1 depicts the
framework of mediation analysis.
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Figure 2.1: Overview of mediation analysis.
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The total effect is the sum of the direct and the indirect effects.

The Sequential Ignorability Assumptions [140], related to no un-
measured confounding in the exposure-outcome, exposure-mediator
and mediator-outcome relationship, are needed for these effects to be
identified. In addition, the previously described causal inference as-
sumptions of positivity and consistency [141] need to hold.

Given that survival outcomes are widely used in epidemiologi-
cal research, Lange and Hansen [139] extended the general mediation
framework to time-to-event outcomes, thus setting the bases for con-
ducting simple mediation analysis in survival settings.

Simple mediation analysis in survival settings: additive risks
model

Cox proportional hazards models are the most widely used in sur-
vival analysis. However, the coefficients of this model represent the
log hazard-ratio, typically exponentiated to obtain the hazard ratio,
which is a non-collapsible measure [142, 143, 144]. Non-collapsibility
implies discrepancy between conditional and marginal effects even on
the absence of confounding [142]. For non-collapsible measures, con-
ditioning on a covariate that is related to the outcome would change
the coefficient of the exposure, even if the covariate is unrelated to the
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exposure. Conversely, measures from additive models are collapsible.
These models quantify the effects on an additive scale (as rate differ-
ences), thus providing a more interpretable measure of impact that
can be highly informative for public health [145]. For this reason,
additive hazards models have been widely used in mediation analysis
instead of Cox proportional hazards models.

The Aalen additive hazards model [146] assumes that the hazard
function (or the rate) for the failure time t, dependent on an exposure
E, a mediator M and a covariates matrix X, takes the form:

γ(t;E,M,X) = λ0(t) + λ1(t)E(t) + λ2(t)
TX(t) + λ3(t)M(t),

being λ0 the baseline hazard. Lin and Ying [147] developed the semi-
parametric additive risks model, in which the same form of the hazard
function is assumed, but the covariates and coefficients can have ei-
ther time-varying or constant effects. For this work, we will focus on
time-invariant covariates and coefficients for simplicity, therefore us-
ing the Lin-Ying additive risks model. Only the baseline hazard λ0 is
dependent on time, and the hazard function would then be:

γ(t;E,M,X) = λ0(t) + λ1E + λT
2X + λ3M

Effect definition

Lange and Hansen [139] proposed to define the direct, indirect and
total effects in a survival context for a single mediator using an additive
hazards model as the outcome model, in which the total effect of an
exposure on an outcome is expressed as differences in rate. Let us
assume that the mediator is continuous and use a linear model for the
mediator model. Thus, being E the exposure, M the mediator and X
a vector of p covariates, the mediator and outcome models are defined
as follows:
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{
M(E,X) = α0 + α1E + αT

2X + ϵ

γ(t;E,X,M) = λ0(t) + λ1E + λT
2X + λ3M

where α0, α1, λ1, λ3 ∈ R; α2, λ2 ∈ Rp; λ0(t) is the time-varying base-
line hazard and ϵ ∼ N (0, σ2) is the error in the linear model, with
variance σ2. The first equation is called the mediator model, whereas
the second one is referred to as the outcome model.

In survival settings, the mediated effect, or indirect effect of chang-
ing the exposure from e∗ to e, is quantified as:

δ(e) = γ(t; e∗,M(e), X)− γ(t; e∗,M(e∗), X).

The direct effect is quantified as:

ζ(e) = γ(t; e,M(e), X)− γ(t; e∗,M(e), X).

Last, the total effect is quantified as:

τ(e) = ζ(e) + δ(e) = γ(t; e,M(e), X)− γ(t; e∗,M(e∗), X).

Please note that, here, the effects are defined as differences in
hazard functions instead of differences of averages. In general, δ(e),
ζ(e) and τ(e) are functions of t.

Sequential Ignorability Assumptions in survival analysis

We define T (e,m) as the time to event when the exposure is set
to e and the mediator is set to m. The following assumptions need to
hold for the direct, indirect and total effects to be identifiable:

• H.1. First exchangeability assumption: No unmeasured con-
founding of the exposure-outcome relationship: E ⊥ T (e,m) | X.
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• H.2. Second exchangeability assumption: No unmeasured con-
founding of the mediator-outcome relationship : M ⊥ T (e,m) |X,E.

• H.3. Third exchangeability assumption: No unmeasured con-
founding of the exposure-mediator relationship: E ⊥M(e) | X.

• H.4. Consistency: M(e) = M, T (e,m) = T.

• H.5. Identifiability: M(e∗) ⊥ T (e,m) | X.

In Theorem 1 of Lange and Hansen [139], it was proven that,
under sequential ignorability assumptions, the total effect measured
in the rate difference scale at time t is:

τ(e) = γ(t; e,M(e), X)−γ(t; e∗,M(e∗), X) = λ1(t)(e−e∗)+λ3(t)α1(e−e∗),

where λ1(t)(e−e∗) is the direct effect of the exposure on the outcome,
and λ3(t)α1(e − e∗) is the indirect efect through the mediator. The
proof of this result can be found in the Appendix of Lange and Hansen
[139]. Please note that, if λ1 and λ3 are time-independent, the three
effects wil also be time-independent.

An application of simple mediation analysis to evaluate the poten-
tial intermediate role of DNA methylation on the association between
arsenic and CVD is detailed in section 3.2.2. An extension to multi-
ple mediation analysis for correlated mediators in survival settings is
described in chapter 4.
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CHAPTER 3

Variable selection in the omics data setting

Several challenges need to be faced when implementing variable se-
lection methods in the omics data setting. In ultra-high dimensional
settings, spurious correlations between some unimportant predictors
(predictors that are not associated with the outcome) and the outcome
can happen due to the fact that those unimportant predictors can be
highly correlated with some predictors that are related to the outcome
[8]. Other problems include the growing computational cost and the
fact that the population covariance matrix can become ill conditioned
(i.e. can have big changes when small changes happen among the
predictor variables) when the sample size grows [8]. These drawbacks
make it challenging to estimate the coefficients of the sparse parameter
vector in ultra-high dimensional settings. To overcome these limita-
tions, Fan and Lv proposed the Sure Independence Screening (SIS)
tool and its variants, which are paired with a shrinkage method cho-
sen by the user [8].

In this section, we describe this tool in detail, including its im-
plementation in the SIS R package and our contributions to the ex-
tension of this package. The original SIS statistical framework has
been published in [148], as well as its variants [149]. Our contribu-
tions include the incorporation of elastic-net, Aenet and MSAenet as
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shrinkage methods to be paired with ISIS, as well as a bootstrap CI
approach to quantify uncertainty of the estimated effects. We subse-
quently describe two applications of this tool to the omics data setting,
particularly, using DNA methylation data. The first application is fo-
cused on the comparison of the performance of different regularization
methods paired with ISIS. The second application uses the SIS tool
to approach the problem of quantifying the association of arsenic ex-
posure with DNA methylation and CVD.
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3.1 Sure Independence Screening and its variants

The SIS method was proposed to reduce dimensionality from ultra-
high to that below the sample size [8]. This method is based on
component-wise regression (i.e., correlation learning), such that it
ranks the importance of features according to their marginal corre-
lation with the outcome and discards those variables that have weak
marginal correlations with the outcome. This algorithm is imple-
mented in the SIS R package for gaussian, dichotomous, time-to-event,
Poisson and multinomial outcomes. Component-wise regression is con-
ducted differently if the outcome follows a Gaussian, binomial, multi-
nomial or Poisson distribution than if it is a time-to-event outcome.
As detailed in [148], under a Gaussian outcome, we would consider
the following model:

y = Xβ + ϵ, (3.1)

being y = (Y1, ..., Yn)
T a vector of responses, X = (x1, ..., xn)

T the
n × p design matrix, β = (β0, ..., βp)

T a vector of parameters and
ϵ = (ϵ1, ..., ϵn)

T a vector of independent identically distributed random
errors. The maximum likelihood estimator is defined as:

β̂LS = (XTX)−1XTy.

For generalized linear models (including, in this case, binomial,
multinomial and Poisson models), let us consider that we have ob-
servations {(xi, yi) : i = 1, ..., n} from the population (x, y), where
x = (x0, ..., xp)

T is a (p + 1)-dimensional predictor vector, and y is
the outcome. We assume that the distribution of y given x is from an
exponential family taking the canonical form:

f(y, x, β) = exp{yxTβ − b(xTβ) + c(y)},

being b(·) and c(·) known functions, and β a (p+1)-dimensional regres-
sion coefficient vector. The maximum marginal likelihood estimator
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(MMLE) β̂ is defined as:

β̂MMLE = argmax
β

n∑
i=1

{yixTi β − b(xTi β)}.

For time-to-event outcomes, we denote δ ∈ {0, 1} as the failure
indicator, y as the time-to-event and x as the p-dimensional predictor
vector such that x = (x1, ..., xp)

T . We additionally denote R(tj) as
the risk set prior to time tj: R(tj) = {i : yi ≥ tj}. Then, in order to
obtain the MMLE for β, the Cox proportional hazards model uses the
maximization of the partial log-likelihood:

β̂MMLE = argmax
β

 n∑
i=1

δix
T
i β −

n∑
i=1

δi log

{ ∑
k∈R(yi)

exp(xTk β)

} .

Let us denote M∗ as the true model, and Mγ as the model selected
in the variable selection process. The SIS method enjoys the sure
screening property, which refers to all the important variables being
selected with probability tending to 1 (i.e. P (Mγ ⊂ M∗) → 1 as
n→∞) under certain regularity conditions that we hereby describe.

3.1.1 Sure screening assumptions

We assume the linear model in (3.1). We define the standardized
predictor vector z = Σ−1/2x, being x a vector of p covariates and
Σ = cov(x). Note that z has covariance matrix Ip. Being X the design
matrix, we also define the transformed design matrix Z = XΣ−1/2.
Please note that, provided the covariates are normally distributed,
the n rows of Z are independent identically distributed copies of z,
being n the number of observations.

Being λmax and λmin the largest and smallest eigenvalues of a ma-
trix, respectively, a matrix is said to fulfill the concentration property
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if there exist some c, c1 > 1 and C1 > 0 such that the deviation in-
equality:

P{λmax(p̃
−1Z̃Z̃T ) > c1 or λmin(p̃

−1Z̃Z̃T ) < 1
c1
} ≤ exp(−C1n)

holds for any n× p̃ submatrix Z̃ of Z with cn < p̃ ≤ p. This property,
which we call C property for simplicity hereinafter, intuitively means
that, with high probability, the n non-zero singular values of the n× p̃
matrix Z̃ are of the same order [8].

In order for the sure screening property to be fulfilled, these four
conditions need to hold:

1. p > n and log(p) = O(nξ), for some ξ ∈ (0, 1 − 2κ), where κ is
given by condition 3.

2. z has a spherically symmetric distribution, i.e., it is invariant
with respect to rotations, and the Z matrix has property C. In
addition, ϵ ∼ N (0, σ2) for some σ > 0.

3. var(Y ) = O(1), which implies that the variance does not grow
with sample size, and, for some κ ≥ 0 and c2, c3 > 0; mini∈M∗ |βi| ≥
c2
nκ and mini∈M∗ |cov(β−1i Y,Xi)| ≥ c3. This condition would rule
out the situation in which important variables are marginally un-
correlated, but jointly correlated with the outcome. The iterative
variant of SIS, explained in Algorithm 1, aims to take this situa-
tion into account.

4. There exist some τ ≥ 0 and c4 > 0 such that λmax(Σ) ≤ c4n
τ .

This condition would rule out the case of strong collinearity,
which is, again, to be taken into account by the iterative vari-
ant of SIS.

Deeper explanations of conditions 1-4 have been published [8].
Under conditions 1-4, the SIS tool has been proven to fulfill the sure
screening property. However, please note that these assumptions re-
fer to the case in which the outcome is a linear model with Gaussian
covariates, as if covariates do not follow a normal distribution, the
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standardization does not guarantee independence between covariates,
it would only guarantee they are uncorrelated. This would limit its
use in practice to the cases in which there are no categorical vari-
ables in the design matrix, which is highly unlikely in most settings.
Thus, Fan and Song [150] extended the SIS tool to a generalized linear
model framework based on marginal maximum likelihood estimation.
In addition, they extended the previously described sure independence
conditions to the broader framework of generalized linear models and
any kind of covariates.

On the other hand, in situations in which important variables are
marginally uncorrelated, but jointly correlated with the outcome, or in
situations of high correlations between predictors, these assumptions
would not hold. In order to overcome this, an iterative variant was
proposed by Fan and Lv as an extension of the SIS algorithm: ISIS
[8]. Because this situation is quite common in the setting of omics
data, this work is exclusively focused on ISIS, which is described in
the following section, rather than on regular SIS.

3.1.2 Iterative Sure Independence Screening

ISIS goes one step further and evaluates the additional contribution
of variables that have not initially been selected by the SIS algorithm.
To do so, it conducts a multivariable regression considering all selected
variables and each of the non-selected variables. The workflow of the
ISIS algorithm is described in Algorithm 1.
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Algorithm 1 Iterative Sure Independence Screening

Input: Response vector Y , design matrix X, pre-specified maximum number of

variables to select a1, maximum number of iterations k.

Output: Selected variables and coefficients.

1: Select the set M̂1 using component-wise regression as the set of the a1 largest

marginal regression coefficients in absolute value: M̂1 = {1 ≤ i ≤ p :

abs(β̂i) is among the a1 largest}

2: Obtain the subset Ŝ1 by applying penalized regression to the set M̂1.

3: for i← 2 to k do

4: M̂i = {j ∈ M̂ c
i−1 : abs(β̂j) is among the a1 largest}

5: Obtain Ŝi by applying penalized regression to the set Ŝi−1 ∪ M̂i.

6: if
∣∣∣Ŝi

∣∣∣ = a1 or M̂i = M̂s being s < i then

7: break

8: end if

9: end for

Step 4 in Algorithm 1 is conducted to cover the situation in which
some variables might be marginally uncorrelated but jointly correlated
with the outcome. To avoid leaving those variables outside the selected
set, the additional contribution of the variables that have not been
selected is evaluated.

The maximum number of variables to select, a1, can be user-
specified. The asymptotic theory [8] shows that, in the linear model,
there exists some θ > 0 with which the sure screening property should

be obtained with
⌊
n1−θ

⌋
< a1 < n. However, θ is unknown in prac-

tice. Thus, Fan, Samworth andWu [149] recommended a1 =
⌊ n

log(n)

⌋
,

which led to good numerical results. Although choosing larger values
of a1 increases the probability of selecting all the important variables,
including unimportant variables in the selected set tends to have a
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detrimental effect on the performance of the effect estimation [149].
This detrimental effect is more evident in models with less informative
responses than the real-valued Gaussian outcome. For this reason,

the ISIS algorithm sets default a1 values to
⌊ n

log(n)

⌋
for Gaussian

outcomes, to
⌊ n

2 log(n)

⌋
for Poisson outcomes and to

⌊ n

4 log(n)

⌋
for

time-to-event and binary outcomes.

3.1.3 Variants of Iterative Sure Independence Screening

In order to reduce false selection rates of the ISIS algorithm, two vari-
ants of ISIS based on sample splitting have been proposed [149]. The
first variant is called conservative variant. The reason of using sample
splitting is that an unimportant predictor would need to be selected
in both sets in order to be selected in the overall algorithm, which
minimizes the probability of false selection. Algorithm 2 describes the
workflow of the conservative ISIS variant.

46



3.1. Sure Independence Screening and its variants

Algorithm 2 Conservative Variant of Iterative Sure Independence Screening

Input: Response vector Y , design matrix X, pre-specified maximum number of

variables to select a1, maximum number of iterations k.

Output: Selected variables and coefficients.

1: Y and X are randomly split into two parts. Regular ISIS is applied to each of

them. The number of features selected from M̂1
1 and M̂2

1 is the smallest number

by which we can ensure that M̂1
1 ∩ M̂2

1 has at least 2
3
a1 features.

2: Obtain the subset Ŝ1 by applying penalized regression to the set M̂1
1 ∩ M̂2

1 .

3: for i← 2 to k do

4: M̂1
i = {j ∈ (M̂1

i−1)
c : abs(β̂j) is among the a1 largest} and

5: M̂2
i = {j ∈ (M̂2

i−1)
c : abs(β̂j) is among the a1 largest} ensuring that M̂1

i ∩M̂2
i

has at least a1 − |Ŝi−1| features.

6: Obtain Ŝi by applying penalized regression to the set Ŝi−1 ∪ (M̂1
i ∩ M̂2

i ).

7: if
∣∣∣Ŝi

∣∣∣ = a1 or M̂1
i = M̂1

s or M̂2
i = M̂2

s being s < i then

8: break

9: end if

10: end for

As first estimations of the true sparse model, both sets M̂ 1
1 and

M̂ 2
1 defined in Step 1 of Algorithm 2 may have large false discovery

rates (FDR). However, under certain conditions [149], both sets should
contain the most important features, therefore, the FDR is reduced
as the most important features have been selected twice in different
sets. In Step 1, the sets M̂ 1

1 and M̂ 2
1 are selected in a way that we

ensure that the subset M̂ 1
1 ∩ M̂ 2

1 has at least 2
3a1 predictors. Thus,

this variant warrants that at least 2
3a1 predictors will be included in

the penalized regression. This procedure is repeated in all iterations.

The second variant, called aggressive variant, is also based on sam-

ple splitting. However, it does not specify a minimum set size for M̂ 1
i
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and M̂ 2
i . Algorithm 3 describes the workflow of the aggresive ISIS

variant.

Algorithm 3 Aggresive Variant of Iterative Sure Independence Screening

Input: Response vector Y , design matrix X, pre-specified maximum number of

variables to select a1, maximum number of iterations k.

Output: Selected variables and coefficients.

1: Y and X are randomly split into two parts. Regular ISIS is applied to each of

them, obtaining sets M̂1
1 and M̂2

1 .

2: Obtain the subset Ŝ1 by applying penalized regression to the set M̂1
1 ∩ M̂2

1 .

3: for i← 2 to k do

4: M̂1
i = {j ∈ M̂1

i−1
c : abs(β̂j) is among the a1 largest}

5: M̂2
i = {j ∈ M̂2

i−1
c : abs(β̂j) is among the a1 largest}

6: Obtain Ŝi by applying penalized regression to the set Ŝi−1 ∪ (M̂1
i ∩ M̂2

i ).

7: if
∣∣∣Ŝi

∣∣∣ = a1 or M̂1
i = M̂1

s or M̂2
i = M̂2

s being s < i then

8: break

9: end if

10: end for

The aggressive variant is more computationally efficient, but it
might lead to undesirably small model sizes, which, as previously men-
tioned, are not desirable in an omics data setting. This variant does
not guarantee that the intersection of the selected variables in each of
the sets has a certain number of variables, unlike the conservative ISIS
variant described in Algorithm 2. Therefore, this ISIS variant often
leads to no variables being selected. For this reason and for simplicity,
we will hereinafter focus on the conservative ISIS approach.

Once ISIS completes the screening process and the dimension of
the variable vector is reduced, a shrinkage method is applied to the
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reduced dataset. LASSO, SCAD and MCP (see section 2.2) were
initially implemented in the SIS R package. In this PhD dissertation,
we further implemented elastic-net and two versions of Aenet, which
were not previously implemented in the package and, as described
in detail in section 2.2, offer improved results in terms of variable
selection and effect estimation.

The SIS algorithm performs effect estimation in addition to vari-
able selection. Since we would like our algorithm to be consistent in
both variable selection and parameter estimation, we hereby introduce
the oracle property: a property that ensures this consistency.

3.1.4 The oracle property

An oracle-like estimator is a consistent estimator in both parame-
ter estimation and variable selection. In 2009, Zou and Zhang [117]
demonstrated that, under certain regularity conditions, Aenet fulfills
the oracle property. Let Ω be the true sparse model, XΩ the true de-
sign matrix and β∗Ω its vector of coefficients, in which some components
are exactly zero. Let us consider the Aenet estimator (see section 2.3).
This estimator satisfies the oracle property, which ensures these two
conditions:

• Consistency in selection: As n → ∞, the selected variables
are the ones included in the true sparse model, or P ({j : β̂j ̸=
0} = Ω)→ 1

• Asymptotic normality:

αT

1 + λ2

n

(I + λ2Σ
−1
Ω )Σ

1/2
Ω (β̂Aenet − β∗Ω)

−→
d N(0, σ2)

where α is a vector of norm 1,
−→
d means convergency in distribution

and ΣΩ = XT
ΩXΩ. From this formula, we can conclude that, asymp-

totically, the estimated coefficients are an unbiased estimation of the
true coefficients.
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The oracle property has also been proven for SCAD [119] and
MCP [151]. However, neither LASSO nor elastic-net estimators fulfill
the oracle property [152]. This property has not been proven to date
for MSAenet either.

Once we have conducted effect estimation, we would also like to
quantify the statistical uncertainty around those estimates. We ex-
tended the ISIS algorithm to incorporate a bootstrap-based confidence
interval approach in order to quantify that uncertainty. Our approach
is described in the following subsection.

3.1.5 Extension of the SIS R package: elastic-net, adaptive
elastic-net and bootstrap confidence intervals

In this work, we extended the SIS R package to pair its algorithm
with three previously described shrinkage methods that were not con-
sidered in the initial version of SIS: elastic-net, Aenet and MSAenet.
Given that these methods have shown smaller errors and better pre-
dictive ability [117, 116], we hypothesized they would improve variable
selection and effect estimation of the SIS tool. The inclusion of these
new shrinkage methods is performed in the second step of SIS, when a
shrinkage method is applied to the preselected features set by regular
SIS or ISIS.

For elastic-net, we used the cv.glmnet function of the glmnet R
package [112] to conduct cross-validation and select the optimal λ to
obtain the most parsimonious model within 1 standard error from the
value that minimizes the mean cross-validated error. We set the α
parameter to 0.05 as SIS is already very restrictive on the number of
variables selected, and we do not want to obtain undesirably minimal
sizes of selected feature sets. The number of folds for cross-validation
is automatically set to 10, but can be changed by the user.

For Aenet and MSAenet, we first fit an elastic-net model with the
same specifications detailed on the above paragraph. We choose the
appropriate λ and the set of coefficients obtained from that model.
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For Aenet, two different R packages are internally called depending
on whether the outcome is linear or binary, or time-to-event. If the
outcome is linear or binary, the gcdnet R package [122] is used. If
the outcome is time-to-event, the Coxnet package [123] is used. For
MSAenet, the R package msaenet [125] is used for all outcomes. The
type of penalty for the initial step of MSAenet is fixed to Ridge re-
gression. For both Aenet and MSAenet, the coefficients previously
calculated by elastic-net are considered as weights.

These three shrinkage methods were added to the tune.fit function
of the SIS R package, which is available in the CRAN repository, as
well as in the Github repository https://github.com/yangfengstat/SIS/.

In addition, given the need of quantification of uncertainty, we
included a quantile bootstrap-based approach to calculate CIs of the
obtained effect estimates. The non-parametric bootstrapping is a sta-
tistical approach that relies on resampling a dataset many times with
replacement [153]. This tool has been previously used to calculate
CIs for effect estimates obtained from penalized regression methods
[154, 155]. In our method, bootstrapping is applied to the variable set
selected by the ISIS method paired with penalized regression.

The quantile bootstrap approach uses the α
2 -th value of the boot-

strap distribution of βj as the lower bound CI of the j-th predictor,
and the

(
1− α

2

)
-th value as the upper bound CI. We set α = 0.05 to

obtain 95 % CIs. In order to ensure that the size of the bootstrap
estimator is adequate, we first test 200 bootstrap samples, repeat the
approach 10 times (leading to 2000 bootstrap estimates) and save the
lower and upper CIs. We subsequently check if the standard error of
the mean of those 10 estimations for both upper and lower CIs is lower
than the 5 % of the mean length of the interval for each variable, i.e.:

{
sd(LCIi)√

10
< 0.05 ∗mean(|LCIi − UCIi|), i = 1, ..., p

sd(UCIi)√
10

< 0.05 ∗mean(|LCIi − UCIi|), i = 1, ..., p
(3.2)

being LCIi the 10 estimations of the lower CI for the i-th variable, and
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UCIi the 10 estimations of the upper CI for the i-th variable. If this
condition is met for more than 95 % of the variables, the bootstrap
sample is adequate and we use the constructed sample to calculate
upper and lower CIs. If the condition is not met for more than 5
% of the variables, then the variability is too high and we need to
increase the number of bootstrap repetitions. Thus, the process of
testing 200 bootstrap samples 10 times is repeated and added to the
previous bootstrap estimates, leading to 4000 bootstrap estimates.
This process is repeated until the condition is met for more than 95
% of the variables. Bootstrap CIs were implemented in the boot.sis
function of the SIS R package. Their calculation is only conducted
if the value of the boot ci parameter in the initial SIS call is set to
TRUE.

In the following section, we illustrate two applications of our ex-
tension of SIS to population-based data from the SHS.
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3.2 Data applications

In this section, we describe two applications of the ISIS algorithm
to DNA methylation data. The first one is methodological and com-
pares the performance of different shrinkage methods paired with ISIS,
while also comparing them to traditional regression approaches and
Bayesian shrinkage methods. The second one is epidemiology oriented,
and applies the ISIS tool to a real problem of evaluating the effect of
arsenic exposure on DNA methylation and CVD. Both applications
use data from the SHS (see section 1.5).

3.2.1 Data Application 1: Comparison of regularization meth-
ods for the evaluation of blood DNA methylation as
a marker of health endpoints

Given that different shrinkage methods might outperform others in
computational efficiency, prediction or estimation, we empirically eval-
uated the performance -predictive accuracy, number of features se-
lected and computational efficiency- of all penalties included in the SIS
R package (LASSO, elastic-net, Aenet, MSAenet, SCAD and MCP) in
combination with the ISIS tool using data from the SHS (see section
1.5). Our main outcome was continuous (BMI, measured in kg/m2).
However, we also report performance metrics for a survival outcome
(lung cancer) and a binary outcome (diabetes incidence).

The reason why we consider survival and binary outcomes as sec-
ondary outcomes is that the real-valued outcome from a Gaussian
model is more informative than the survival outcome from Cox (due
to censoring) or the dichotomous outcome from binomial models (due
to categorization) [150]. For this reason, as explained in section 3.1.2,
being n the sample size, the maximum default number of variables
selected by Cox and binomial ISIS models is smaller than that of the
Gaussian outcomes. This implicitly means that we would need a big-
ger sample size for Cox and binomial models to obtain the same num-
ber of variables as for the Gaussian model. Poisson regression could
constitute an alternative as an approximation to survival and bino-
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mial models, as the maximum number of variables selected is set to⌊ n

2 log(n)

⌋
. However, to date, no R packages fitting Poisson regression

for Aenet have been developed. Nevertheless, and given that time-to-
event and binary outcomes are widely used outcomes in epidemiologic
research, we present performance measures for those outcomes as well.

In addition, we compared the effect estimates and CIs obtained
from ISIS for the three outcomes to those obtained from alternative
shrinkage Bayesian methods and to traditional regression approaches
(linear regression for continuous outcomes, Cox regression for survival
outcomes and logistic regression for binary outcomes). We finally
conducted bioinformatic pathway enrichment and network analyses
to assess the extent of overlap and connection of biological pathways
captured by the evaluated regularization methods.

Outcome Assessment

BMI was calculated as weight in kilograms divided by the square of
height in meters. Lung cancer was defined as time to incident lung can-
cer after excluding those individuals that had prevalent lung cancer at
the baseline visit, and it was assessed by interviews, death certificates
and/or chart reviews which included pathology reports. We calculated
the follow-up from the date of baseline examination to the date of can-
cer diagnosis or 31 December 2017, whichever occurred first. Diabetes
was defined as a fasting glucose level of 126 mg/dL or higher, a 2-hour
post-load plasma glucose level of 200 mg/dL or higher, a glycosylated
hemoglobin (HbA1c) level of 6.5 % or higher, or the use of insulin or
an oral hypoglycemic agent.

Statistical Analysis

To compare the different shrinkage methods combined with ISIS in the
context of a continuous outcome using linear regression, we used BMI
measured in kg/m2. The dataset was randomly split into a training set
(N=1676) and a test set (N=559). The Mean Squared Error (MSE),
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defined as the average squared difference between observed and pre-
dicted values, was calculated for each method for both the training set
and the test set. In addition to MSE-s, effect estimates, computational
times and numbers of variables selected were reported for each shrink-
age method. On the other hand, the ISIS algorithm internally relies
on several random subset or observation selection processes such as
cross-validation or bootstrap. In settings in which variables are highly
correlated and have similar associations with the outcome, setting dif-
ferent seeds might lead to the selection of different sets of variables. In
order to evaluate the impact of setting a different seed in the MSE-s
of different shrinkage methods, we repeated the models changing the
established seed.

For the time-to event and dichotomous outcomes, the dataset was
randomly split into a training set (N=1677, 73 lung cancer cases, 694
diabetes cases) and a test set (N=558, 24 lung cancer cases, 232 di-
abetes cases), having about 3/4 of the cases in the training set and
1/4 of them in the test set. The concordance index (C index), which
is defined as the proportion of concordant pairs between observed and
predicted values (1 would be perfect prediction, whereas 0.5 would be
random prediction), was used as the evaluation metric for the time-
to-event outcome. The Area Under the ROC Curve (AUC), which
represents the degree of separability of a binary classifier, was used as
the evaluation metric for the dichotomous outcome.

For the three outcomes, the predictors were DNA methylation
measurements at the 788,368 CpG sites, and models were adjusted
for age, sex, study center (Arizona, Oklahoma, and North Dakota
and South Dakota), smoking status (never, former, current), five ge-
netic principal components and estimated cell counts (CD8T, CD4T,
monocytes, B cells and NK cells). Lung cancer and diabetes models
were further adjusted for BMI. The lung cancer model was addition-
ally adjusted for cumulative smoking dose (cigarette pack-years). We
refer to CpGs statistically significantly associated with the outcomes
as Differentially Methylated Positions (DMPs).

55



Chapter 3. Variable selection in the omics data setting

Pathway enrichment analysis

The enrichment analysis aims to provide a global view of biological
pathways associated to a list of genes, as it considers the accumulated
biological knowledge of how the genes of interest work together, al-
lowing the identification and quantification of over-represented genes
in pre-specified pathways. KEGG (Kyoto Encyclopedia of Genes and
Genomes) is a public database for the systematic analysis of gene func-
tions that links genomic information with high-level functions of the
biological system [156]. To evaluate how the different ISIS-regularized
methods compare in terms of capturing biological pathways, we con-
ducted KEGG pathway enrichment analyses out of the list of the genes
annotated to selected BMI-DMPs by each of the methods separately
(method-specific networks), as well as for the union set of genes anno-
tated to DMPs selected by the six methods together (overall network).
We did not conduct enrichment analysis for lung cancer and diabetes
endpoints as the number of selected variables was not sufficient. The
significance threshold for KEGG pathway enrichment, based on a two-
sided hypergeometric test, was set to a 0.05 In addition, the cut-off
of the Kappa statistic, which is used to define KEGG terms interrela-
tions (edges) and functional similarity groups based on shared genes
between terms, was set to 0.6. For the overall network, to study
the ontological contribution of each of the methods, we represented
the nodes as slices according to the proportion of the genes from each
method that contribute to the pathway. The pathway and network en-
richment analyses were performed using Cytoscape v.3.8.2 [157] with
ClueGO v.2.5.8 [158] and CluePedia v.1.5.8 [159] plugins.

Results

Predictive accuracy. Table 3.1 shows MSE-s (for the continuous out-
come), C indexes (for the survival outcome) and AUC-s (for the di-
chotomous outcome) for each shrinkage method paired with ISIS.
Aenet showed the smallest MSE in the test set for the continuous
outcome and the highest AUC in the test set for the dichotomous
outcome, which constitutes the best predictive accuracy. For the sur-
vival outcome, although elastic-net showed the best C index in the
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test set, all methods performed similarly in terms of prediction except
MSAenet, which had a worse C index in the test-set.

Table 3.1: Performance measures (predictive accuracy, number of variables selected

and elapsed time) for each shrinkage method paired with Iterative Sure Independence

Screening

Method Aenet LASSO Elastic-neta MSAenet SCAD MCP

Continuous outcome

(body mass index)

MSE train 21.3 14.7 17.2 22.5 12.6 11.8

MSE test 30.9 41.6 36.5 43.0 50.1 51.8

N variables selected 214 224 224 135 210 214

Elapsed time (hours) 146.4 124.8 108 81.6 67.2 69.6

Survival outcome

(lung cancer)

C index train 0.95 0.91 0.93 0.94 0.94 0.94

C index test 0.69 0.72 0.73 0.60 0.71 0.68

N variables selected 56 35 56 56 42 20

Elapsed time (hours) 40.5 77.4 17.5 39.6 66.2 47.2

Dichotomous outcome

(diabetes)

AUC train 0.83 0.86 0.83 0.83 0.86 0.88

AUC test 0.80 0.78 0.78 0.76 0.76 0.77

N variables selected 53 57 57 50 46 53

Elapsed time (hours) 32.9 35.8 29.3 81.4 38.6 62.6

Models adjusted for age (years), sex, study center (Arizona, Oklahoma or North Dakota /

South Dakota), smoking status (never, former or current), five genetic PCs and estimated

cell count proportions (CD8T, CD4T, monocytes, B cells and NK cells). Models for lung

cancer and diabetes additionally adjusted for BMI. Model for lung cancer additionally

adjusted for cigarette pack-years.
a α = 0.05 (α = 0 corresponds to Ridge regression, while α = 1 corresponds to LASSO

regression).

Lung cancer outcome: 73 cases in the training set, 24 cases in the test set.

Diabetes outcome: 694 cases in the training set, 232 cases in the test set.
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Feature selection. For the continuous outcome, one feature was com-
monly selected for all methods (Figure 3.1A). There was an overlap
of 12 DMPs for all methods except MSAenet, and additional over-
lap of 36 features for Aenet, elastic-net and LASSO. MSAenet was
the method leading to the smallest set of features selected (135 vari-
ables). For the survival outcome, no features were commonly selected
for all methods (Figure 3.1B). 22 features were selected in common for
Aenet, MSAenet and elastic-net. MCP was the method leading to the
smallest set of features selected (20 variables). For the dichotomous
outcome, 8 features were commonly selected for all methods (Figure
3.1C). Nine more features were commonly selected for five methods.
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Figure 3.1: Overlap of selected differentially methylated positions comparing differ-
ent shrinkage methods for the A) Body mass index model (continuous outcome), B)
Lung cancer model (survival outcome), C) Diabetes model (dichotomous outcome).
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Bins in the upset plot are mutually exclusive. Thus, in order to obtain the intersection
between two sets, the frequency of each of the bins in which those two sets are present
need to be added.
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Effect estimation. Effect estimates and 95 % CIs for the DMPs that
were selected for each shrinkage method paired with ISIS, as well as
effect estimates from the traditional models and the Bayesian model,
are shown in Appendix A, in Tables A1 to A6 (for the continuous out-
come), Tables A7 to A12 (for the survival outcome) and Tables A13
to A18 (for the dichotomous outcome). In general, the effect estimates
from all methods went in the same direction and were quite consis-
tent. The Aenet method showed attenuated coefficients as compared
to other methods.

Computational efficiency. Computational times for each shrinkage
method and each outcome are shown in Table 3.1. For the continuous
outcome, the algorithm is much more computationally expensive be-
cause the default maximum number of selected variables is higher than
for the survival outcome (see section 3.1.2). Major differences arise
between shrinkage methods in terms of computational time for the
continuous outcome. MCP and SCAD were the most computationally
efficient methods (69.6 and 67.2 hours, respectively). For the sur-
vival and dichotomous outcomes, the most computationally efficient
method was elastic-net (17.5 and 29.3 hours, respectively).

Performance measures for BMI with a different seed. The predictive
accuracy in both the training set and the test set, as well as the
numbers of variables selected, remained similar when changing the
random seed in the ISIS algorithm, as shown in Table 3.2.
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Table 3.2: Performance measures and number of variables selected for the continuous

outcome using a different seed in ISIS.

Method Aenet LASSO Elastic-neta MSAenet SCAD MCP

MSE train 22.89 14.50 15.73 24.25 14.71 20.18

MSE test 31.78 38.29 35.38 42.0 41.65 33.77

N variables selected 222 221 222 113 93 42

Models adjusted for age (years), sex, study center (Arizona, Oklahoma or North Dakota /

South Dakota), smoking status (never, former or current), five genetic PCs and estimated

cell count proportions (CD8T, CD4T, monocytes, B cells and NK cells).
a α = 0.05 (α = 0 corresponds to Ridge regression, while α = 1 corresponds to LASSO

regression).

Pathway enrichment analysis. In the enrichment analysis of the union
set of genes from method specific BMI-DMPs, Aenet was the method
with the highest number of overlapping pathways (N=20) in common
with at least one of the method-specific enrichment (Appendix A, Fig-
ure A1). Aenet was also the method that identified the highest number
of enriched biological pathways (40 enriched pathways, as compared
to 12 for elastic-net, 17 for LASSO, 14 for MCP, 12 for MSAenet
and 14 for SCAD). In the overall network (Figure 3.2), Aenet was
the method that contributed most genes to the enriched KEGG cate-
gories (i.e. genes annotated to BMI-DMPs from Aenet contributed to
45 out of the 46 biological pathways). All method-specific networks
and enriched pathways for each method can be found in Appendix A
(Figs. A2 to A7). While the pathways identified in the method-specific
networks for LASSO, elastic-net, MSAenet, MCP and SCAD were not
connected, Aenet showed many highly connected pathways (Appendix
A, Figure A2).
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Figure 3.2: Overall network of the significantly enriched pathways for the BMI

outcome for the selected genes of the six methods.

Aenet

Elastic net

LASSO

MCP

MSAenet

SCAD

KEGG pathways are represented as nodes and the node size represents the term enrichment

significance. The size of the slices represents the proportion of the genes that contribute

to the metabolic pathway for each method.

Discussion

We extended the SIS R package to pair the algorithm with Aenet,
elastic-net and MSAenet, including the implementation of a quantile
bootstrap-based approach to obtain CIs for the coefficients of selected
features. In addition, we used DNA methylation microarray data from
the SHS to compare the performance of all the available regulariza-
tion methods combined with ISIS. We observed that, while there are
specific ISIS-regularization method combinations that may be most
suitable for prediction or estimation only, the ISIS-Aenet combination
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can achieve the most-balanced compromise between both an optimal
feature selection and estimation.

Regarding predictive ability, Aenet was the least likely method to
overfit to the training data set for the continuous and binary outcomes
(the MSE and AUC for the training set and the test set were similar).
For the survival outcome, enet was the method with the highest C
index, although all methods had similar C indexes except MSAenet,
which had a much lower predictive ability for survival data. MSAenet
did not provide as good results in terms of minimizing the error as
did Aenet and elastic-net, and had, in general, less selected features
in common with all the other methods. This suggests that applying
weights to both L1 and L2 norms, as done in MSAenet, does not
provide an improvement beyond applying them only to the L1 norm
part of the penalty, as done in Aenet.

In general, models that lead to sparser solutions might lead to
selection of undesirably minimal predictor sets. In the omics data set-
ting, variable selection is commonly used to obtain manageable vari-
able sets in which associations with other traits will be tested. Thus,
if the goal of the analysis is biological discovery and not prediction,
the statistical analysis should be focused into not missing important
features. In this sense, Aenet, elastic-net and LASSO lead to a higher
number of selected variables. Given that LASSO is not able to select
more than one variable from a correlated set, Aenet and elastic-net
might be more prone to favor biological discovery.

The effect estimates were mostly consistent across different reg-
ularization methods and similar to those from traditional methods,
suggesting that shrinkage methods, when combined with ISIS, are a
reliable tool for effect estimation in addition to feature selection. How-
ever, the regression coefficients from Aenet were somewhat attenuated
as compared to the regression coefficients from other methods. The
adaptive weights used in Aenet, which provide a more precise effect
estimate by incorporating prior information on the coefficients, might
contribute to this attenuation. Consistently, Bayesian shrinkage meth-
ods, which also incorporate prior information, led to attenuated effect
estimates, similar to Aenet. On the other hand, given that LASSO
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and elastic-net estimators do not fulfill the oracle property, effect es-
timates from Aenet, SCAD or MPC are expected to be, theoretically,
more reliable.

Interestingly, many DMPs that were selected by the shrinkage
methods did not show statistically significant associations when using
conventional methods (Appendix A, Tables A1 to A18). This might
be related to multicollinearity after simultaneous introduction of the
multi-markers in the model, which tends to inflate standard errors and
undermine statistical significance. Linear regression provides unbiased
effect estimates, but shrinkage methods are able to lower the variance
of the estimators, thus generally reaching a better variance-bias trade-
off [108] and reducing regression dilution bias, leading to smaller MSE-
s than those of traditional methods.

Importantly, the pathway enrichment analysis of genes annotated
to BMI-DMPs suggests that pairing ISIS with AEnet leads to the
most robust selection of biologically relevant features as compared
to other regularization methods. The overall network included sev-
eral routes related to neurotransmitters and hormones release, which
is consistent with the well-known role of high BMI on insulin resis-
tance and diabetes [160]. Several other BMI-related pathways were
related to cancer, which is consistent with the results of meta-analysis
of 1000 observational studies supporting that excess body fat is associ-
ated with increased cancer risk [161]. Interestingly, in method-specific
enrichment analysis, only Aenet (and to a lesser extent elastic-net)
detected KEGG categories associated with CVD. Previous epidemi-
ological studies consistently support significant associations between
BMI and CVD [162, 163, 164].

Computational efficiency is a challenge when dealing with ultra-
high dimensional data, as unmanageable computational times can be
easily reached when using complex algorithms in datasets with thou-
sands or millions of variables. Although the difference in computa-
tional efficiency between shrinkage methods was not large when the

maximum number of variables selected was set to
⌊ n

4 log(n)

⌋
(for the

time-to-event outcome), it became more evident when the maximum
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number of variables was increased to
⌊ n

log(n)

⌋
(for the continuous

outcome). Future lines of research should evaluate performance of
the ISIS Cox and logistic models with the implemented regularization
methods in larger studies. On the other hand, we could not evalu-
ate Bayesian shrinkage methods on the complete set of 788,368 CpG
sites included in the microarray given the computational unfeasibility
of MCMC-based approaches. The implementation of more computa-
tionally efficient Bayesian shrinkage methods is left for future research.

In summary, differences in feature selection across methods high-
light the importance of selecting the most adequate shrinkage method
depending on whether the objectives of the study are predictive ac-
curacy, estimation, sparsity or computational efficiency. Our results
suggest that pairing the ISIS tool with Aenet is a good compromise
for feature selection, effect estimation and biological discovery, as com-
pared to the regularization methods previously paired with ISIS.
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3.2.2 Data Application 2: Arsenic Exposure, Blood DNA
Methylation and Cardiovascular Disease

Epigenetic dysregulation has been proposed as a key mechanism for
arsenic-related CVD.We hypothesized that epigenetics, measured based
on DMPs in blood, can partially explain arsenic-related CVD. To test
this hypothesis, we first used the ISIS-Aenet tool described in section
3.1.2 to select relevant DMPs for CVD. Subsequently, we conducted a
simple mediation analysis in those selected DMPs.

Our main population was the SHS, described in section 1.5. Prior
evidence in the SHS showed that baseline arsenic exposure from ground
contamination, which was stable for decades, was associated with in-
creased CVD risk [26] and with differentially methylated blood DNA
in an EWAS [49]. In order to validate our findings, we also used
data from three independent cohorts: the Framingham Heart Study
(FHS), Women’s Health Initiative (WHI) and Multi-Ethnic Study of
Atherosclerosis (MESA) to assess if DMPs associated with arsenic-
mediated CVD in the SHS were associated with incident CVD in those
populations. Since MESA is, to our knowledge, the only other United
States (US) cohort apart from the SHS that has data on arsenic, DNA
methylation and CVD, we also used data from MESA to assess if the
same DMPs were associated with arsenic exposure.

Our results were additionally validated in an animal model of
apolipoprotein knockout mice [38], in which DNA methylation was
measured in liver tissue and DMPs and differentially methylated re-
gions (DMRs) were identified. Last, we conducted bioinformatic anal-
yses to identify enriched biological pathways and assess the biological
plausibility of our findings.

Arsenic measurements in the Strong Heart Study

Arsenic measurements in spot urine samples have been described in
detail [165]. Briefly, arsenic species (inorganic arsenic, monomethy-
larsonate (MMA), dimethylarsinate (DMA), and arsenobetaine) were
measured using high-performance liquid chromatography coupled to
inductively coupled plasma mass spectrometry (Agilent 1100 HPLC
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and Agilent 7700x ICP-MS; Agilent Technologies). Urinary creatinine
was measured in the same urine sample used for arsenic measurement
using an automated alkaline picrate methodology run on a rapid flow
analyzer. As the biomarker of inorganic arsenic exposure (referred to
as urinary arsenic in the manuscript for simplicity), we calculated the
sum of inorganic and methylated arsenic species (MMA and DMA)
concentrations (µg/L). This biomarker was divided by urinary creati-
nine (g/L) to account for urine dilution.

Outcome assessment in the Strong Heart Study

The endpoints were incident fatal and non-fatal CVD assessed during
the follow-up by annual mortality and morbidity surveillance of med-
ical records, which included evaluation of medical history and physi-
cal examinations, emergency room visits, medical consultations, elec-
trocardiograms, laboratory assays, medical imaging, discharge sum-
maries, operations, and other procedures from the Indian Health Ser-
vice and other facilities. Mortality surveillance examined death certifi-
cates from state health departments, records from the Indian Health
Service, autopsy and coroner’s reports, and interviews with physicians
or family members. Potential CVD-related deaths and events were re-
viewed by two independent physicians. In case of disagreement, they
were adjudicated by a third independent physician. Incident CVD
was defined as the first occurrence of fatal or non-fatal CHD, stroke or
congestive heart failure, or other non-fatal CVD. CVD mortality was
defined as any fatal CVD. Follow-up time was calculated as the time
from blood drawn for DNA methylation measurements (1989-1991)
to the time of CVD events (through 2009). For participants who did
not develop CVD, follow-up was censored at the time of occurrence of
non-CVD death, loss to follow-up, or December 31, 2009.

For this analyses, we restricted the follow-up through 2009 as wa-
ter arsenic exposure, which was stable in the communities for decades
[166], changed a few years after the enactment of the US Environmen-
tal Protection Agency (EPA) final arsenic rule in 2006 [167, 168].

Replication populations
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We used data from the FHS, WHI, and MESA to replicate the DMPs
associated with arsenic-mediated CVD in the SHS. All of them used
follow-up procedures for CVD events and pre-processing of blood DNA
methylation similar to those used by the SHS. Details on CVD out-
come assessment and DNA methylation measurements for each cohort,
and arsenic measurements for MESA, are provided in the Supplemen-
tary Material of Domingo-Relloso et al. [89].

Briefly, FHS recruited White adults of European descent from
Framingham, Massachusetts starting in 1948 (original cohort). The
children of the original cohort and their spouses were recruited into
the Framingham Offspring study in 1971. The participants of exam 8
(2005-2008) of FHS offspring cohort were followed through 2014 (av-
erage follow-up of 7.7 years; range: 0.04 years – 9.8 years). DNA
methylation was measured from whole blood samples using the Illu-
mina Infinium HumanMethylation450K Beadchip array (referred to as
450K hereinafter). Among 2,631 FHS participants with blood DNA
methylation data available in the FHS Offspring, we excluded those
with prior CVD (N=316) and those missing information on CVD risk
factors (N=325), leaving 1,990 participants with 408,254 CpG sites
available. DNA methylation measurements in the FHS were con-
ducted in two separate batches including 1879 and 111 participants,
respectively. We conducted a sensitivity analysis excluding the 111
individuals in the second batch from the analysis.

WHI enrolled 161,808 women of diverse ethnicities (includingWhite,
African American, Native American, Hispanic, Asian and pacific Is-
landers) starting in 1993 as part of randomized control trials that were
continued as a prospective cohort study. The participants of WHI were
followed from baseline (1993-1998) to 2016 with an average follow-up
time of 12.18 years (range: 0.003 – 21.3 years). DNA methylation was
also measured in whole blood using the 450K array. Details regarding
measurements, quality control and preprocessing have been published
[169]. Among 2,096 WHI participants with blood DNA methylation
for 434,113 CpG sites, we excluded those with missing information on
traditional risk factors of CVD, leaving 1,487 participants.
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MESA followed participants of diverse ethnicities (White, African-
American, Hispanic and Asian) through 2017 with an average follow-
up time of 15.56 years (range: 7.76 – 17.42 years). DNA methylation
was measured in whole blood using the EPIC array. From 916 par-
ticipants that had DNA methylation data and prospective CVD data,
20 were excluded due to missing covariates. The final sample size for
DNA methylation and CVD analyses was 896. From 214 participants
that had DNA methylation and urinary arsenic data, 8 were excluded
due to missing covariates. The final sample size for DNA methylation
and arsenic analyses was 206.

Statistical methods

DMPs associated with CVD. To identify DMPs associated with CVD
incidence and mortality, we used Cox ISIS-Aenet. We entered all
the 788,368 CpG sites simultaneously to select DMPs associated with
CVD incidence and mortality (dependent variables, in separate mod-
els). CIs were calculated using the quantile bootstrap method as
described in section 3.1.5. Models were adjusted for baseline co-
variates including age, sex, smoking status (never, former, current),
BMI, low-density lipoprotein (LDL) cholesterol, high-density lipopro-
tein (HDL) cholesterol, diabetes status (yes/no), hypertension med-
ication (yes/no), systolic blood pressure (mm/Hg) and albuminuria
(micro, macro, normal), which are established CVD risk factors in
the SHS. Given the different characteristics of the three study centers
(Arizona, Oklahoma, and North Dakota and South Dakota), models
were also adjusted for study center. Models were also adjusted for es-
timated cell proportions (CD8T, CD4T, NK, B cells, and monocytes)
and five genetic PCs (see section 1.5).

Mediation analysis. To identify DMPs that may explain arsenic-
related CVD, we used additive hazards models for causal mediation
analysis with survival outcomes as explained in section 2.4, similar to
other mediation studies with time-to-event data [170, 171]. The DMPs
tested as possible mediators included the DMPs identified as relevant
for CVD by ISIS – Aenet, as well as 315 DMPs identified as associated
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with arsenic exposure using an elastic-net model in the SHS in a previ-
ous study [49]. The additive hazards model included time to incident
CVD (or CVD mortality, in a separate model) as the outcome, baseline
urine arsenic (modeled as log2) as the exposure, and DNA methyla-
tion as the mediator (each DMP in a separate model). Our mediator
model was a linear model with logit2-transformed methylation values
(M values) as the outcome (each DMP in a separate model) and urine
arsenic (modeled as log2) as the exposure. Both the outcome and me-
diator models included adjustment for the same covariates (age, sex,
smoking status, BMI, LDL cholesterol, study center, cell counts and
genetic PCs).

Mediated effects (natural indirect effects) were reported as the
number of CVD cases per 100,000 person-years associated with a 2-
fold increase in urinary arsenic that are attributable to DNA methyla-
tion changes in that CpG site. CIs were calculated using a resampling
method that takes random values from multivariate normal distribu-
tion of the estimates, as described by Lange and Hansen [139]. Total
effects, direct effects and indirect effects with CIs not including 0 were
considered significant. To account for the withdrawal of one of the
Tribal Nations, the primary mediation analyses used inverse probabil-
ity weighting to reduce bias [172]. We weighted the participants re-
maining in the study with approximately 1/3 of weight for each center
based on the baseline SHS cohort enrollment (33.0 % Arizona, 33.6 %
Oklahoma, 33.4 % North Dakota / South Dakota). Unweighted mod-
els are presented in the Supplementary Material of Domingo-Relloso
et al. [89].

Protein-protein interaction network to evaluate biological plausibility
of identified DMPs. Arsenic-associated and CVD-associated DMPs
were annotated to the nearest protein coding gene and included in a
protein-protein interaction network. The interactions between nodes
were obtained using the STRING database v11.0 [173], selecting all
active interaction sources with a confidence score of 0.4. The confi-
dence score (from 0 to 1) provided by the STRING database estimates
the likelihood that an annotated interaction between a pair of proteins
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is biologically meaningful, specific and reproducible. The network was
analyzed and displayed using Cytoscape v3.8.2.61 [157].

Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes
(KEGG) enrichment analyses. We used the missmethyl R package
[174] to conduct gene ontology enrichment and KEGG analyses. This
package conducts enrichment analysis taking two sources of bias into
account: the differing number of probes per gene, and CpGs that
are annotated to multiple genes. We tested whether any GO terms or
pathways were enriched for the set of DMPs that were significant in the
mediation analysis for both CVD incidence and mortality, as compared
to the total number of CpG sites that were tested in the mediation
analysis (329 for CVD incidence and 338 for CVD mortality).

Cross-reference with the EWAS catalog to evaluate biological plausibil-
ity. For DMPs showing significant mediated effects for arsenic-related
CVD incidence and/or mortality, we looked for previously known trait
associations in the EWAS Catalog [1]. This catalog contains informa-
tion on EWAS conducted across the literature and is regularly updated
(we used the February 4, 2021 version). For DMPs with several traits
in the EWAS catalog, either the most relevant trait or the study with
the largest sample size were selected.

Sensitivity Analyses. Because diabetes and hypertension might be in
the arsenic-CVD causal pathway, the main models were not adjusted
for those variables. We repeated the mediation analyses for CVD
incidence and CVD mortality adjusting for diabetes status and for
hypertension treatment and systolic blood pressure.

Differentially Methylated Genomic Regions and Positions in Livers of
Arsenic-Exposed Mice. Apolipoprotein E knockout (apoE-/-) mice are
a well-established animal model of atherosclerosis, where genetic ma-
nipulation results in hyperlipidemia. Importantly, the model increases
disease burden in response to dietary changes (i.e. high fat) [175] and
environmental exposures (i.e. arsenic) [38]. This model is relevant for
many human populations which diets are also lipid-rich, such as the
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typical diet of many participants in the SHS [176, 177]. B6.129P2-
ApoEtm1Unc/J (ApoE/) mice were obtained from the Jackson Labo-
ratory (see Domingo-Relloso et al. 2022 [89] for further details). The
male and female apoE-/- mice were assigned randomly into mating
pairs prior to arsenic exposure. Arsenic exposure was then provided
through drinking water or not to the female during the duration of
pregnancy based on the random assignment of the mating pair. At
endpoint, livers were harvested from the offspring (N=3 per sex, per
treatment group). A total of 12 liver samples from randomly cho-
sen offspring of each unique litter were sequenced. DNA was isolated
from liver tissues, and bisulfite conversion and whole-genome bisulfite
sequencing were performed.

The data were processed using the GemBS pipeline [178], using
the MM9 mouse reference genome. A chromosome-wise matrix of
methylation counts and read counts (after quality control filter) was
created for all samples. The BSmooth function [179] from the bsseq
bioconductor package was applied to smooth the data, and t-statistics
were calculated. Finally, the dmrfinder function was used to identify
genomic regions that were differentially methylated in the tissue sam-
ples from the offspring of exposed dams compared to the offspring of
control dams. For the identification of differentially methylated CpG
sites in the genes of interest, the R package limma [103] was used
separately for male and female. The DMRs were annotated with the
MM9 annotations using CHIPseeker [180] and Annotatr [181].
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Results

A total of 847 participants developed incident CVD in the SHS (36.4
%), 208 in the FHS (10.4 %), 754 in the WHI (50.7 %) and 87 in
MESA (9.7 %). In the SHS, individuals with incident CVD were older
and more likely to have diabetes, higher LDL cholesterol, hyperten-
sion, higher systolic blood pressure and micro and macro albuminuria.
Individuals who died of CVD had higher levels of urinary arsenic at
baseline (Table 3.3). Participants’ characteristics by CVD status for
the replication cohorts are shown in Table 3.4.

Table 3.3: Baseline participant characteristics by cardiovascular disease incidence

and mortality status in the Strong Heart Study.

Non-incident CVD Incident CVD CVD death

(N=1474) (N=847) (N=316)

Age (years), median (IQR) 53.1 (48.0, 60.0) 57.3 (51.0, 64.4) 58.4 (52.6, 66.2)

Sex, % Men 60.0 58.3 56.8

Smoking status, %

Former 33.3 33.4 29.6

Current 32.3 36.4 34.3

BMI, median (IQR) 29.8 (26.3, 34.2) 30.4 (27.1, 34.5) 30.4 (27.1, 34.3)

LDL cholesterol (mg/dL), 114 (92, 135) 121 (99, 142) 121 (100, 144)

median (IQR)

HDL cholesterol (mg/dL), 44 (38, 53) 42 (36, 50) 41 (36, 49)

median (IQR)

Systolic blood pressure, 122 (111, 135) 129 (118, 141) 133 (120, 144)

median (IQR)

Hypertension, % 15.3 30.1 34.5

Diabetes, % 40.3 61.9 69.2

Albuminuria, %

Microalbuminuria 15.1 24.5 24.2

Macroalbuminuria 6.4 15.8 24.4

Urinary arsenic (µg/g 10.2 (5.9, 16.7) 10.3 (6.0, 17.3) 11.2 (6.6, 18.2)

creatinine)*

CVD: Cardiovascular disease, IQR: interquartile range.

*Urinary arsenic corresponds to the sum of inorganic and methylated species (methylar-

sonic acid and dimethylarsinic acid) in the urine.
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Table 3.4: Baseline participant characteristics by cardiovascular disease incidence

status for the replication cohorts.

Framingham Heart Study Women’s Health Initiative Multi-Ethnic Study of Atherosclerosis

Non-incident CVD

(N=1792)

Incident CVD

(N=198)

Non-incident CVD

(N=733)

Incident CVD

(N=754)

Non-incident CVD

(N=848)

Incident CVD

(N=68)

Age (years), median (IQR) 64.0 (59.0, 70.0) 71.0 (64.0, 78.0) 64.0 (58.0, 69.0) 65.0 (60.0, 70.0) 68 (61, 77) 74.5 (65.0, 82.0)

Sex, % Men 41.6 52 - - 46.7 57.4

Smoking status, %

Former - - 6.68 11.27 49.9 53.7

Current 8.1 6.1 38.61 37.53 8.6 10.4

BMI, median (IQR) 27.3 (24.3, 30.7) 29.0 (25.7, 31.7) 28.6 (25.0, 32.6) 29.4 (25.8, 33.6) 28.3 (25.2, 32.2) 28.0 (24.2, 30.7)

LDL cholesterol (mg/dL), 190 (166, 214) 182 (161, 205) 139 (119, 162) 145 (121, 171.1) 106 (82, 127) 110 (80, 125)

median (IQR)

HDL cholesterol (mg/dL), 57 (46, 70) 50 (40, 62) 54 (46, 64) 49 (43, 58) 52 (44, 63) 50 (41, 63)

median (IQR)

Systolic blood pressure, 126 (115, 137) 133 (123, 144) 127 (115, 139) 133 (122, 146) 120 (110, 135) 129 (113, 144)

median (IQR)

Hypertension, % 42.6 63.6 31.5 47.6 57.9 69.1

Diabetes, % 9.4 22.2 6.1 15.0 19.5 20.6

Albuminuria, %

Microalbuminuria 0.28 2.0 - - 11.1 21.2

Macroalbuminuria 5.6 14.7 - - 2.4 7.6

Urinary arsenic (µg/g - - - - 2.9 (1.7, 4.9) 3.1 (1.8, 4.5)

creatinine)*

CVD: Cardiovascular disease, IQR: interquartile range.

*Urinary arsenic corresponds to the sum of inorganic and methylated species (methylar-

sonic acid and dimethylarsinic acid) in the urine.

The Cox ISIS-Aenet model selected 70 and 72 DMPs as relevant
for CVD incidence and mortality, respectively (Appendix B, Table B1
and Table B2).

In the mediation analysis for CVD incidence, which included the
70 DMPs selected by ISIS-Aenet and 315 DMPs associated with uri-
nary arsenic in our previous study [49], we found statistically signif-
icant mediated effects for 21 DMPs (seven from ISIS–Aenet model,
and 14 among those previously associated with arsenic) (Table 3.5).
For CVD mortality, which included 72 DMPs selected by ISIS-Aenet
and 315 DMPs associated with urinary arsenic in our previous study,
we found statistically significant mediated effects for 15 CpG sites
(five from the ISIS–Aenet model and 10 previously associated with ar-
senic) (Appendix B, Table B3). The DMPs cg05779585 (LOC286083 ),
cg19693031 (TXNIP), cg06716655 (ADAR), cg17608381 (HLA-A),
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cg22294740 (LINGO3 ), cg11946459 (HLA-A), cg03362418 (TYMP)
and cg06970472 (APBB2 ) were common significant mediators for arsenic-
related CVD incidence and mortality (two from the ISIS–Aenet model
and four from those previously associated with arsenic).

Table 3.5: Incident CVD cases per 100,000 person-years for the doubling of urinary

arsenic levels not attributable (direct effect) and attributable (indirect effect) to

changes in DNA methylation for each CpG (one marker at a time approach).

CpG Gene Function Cases attributable Cases attributable % cases

to a doubling of to a doubling of attributable to a

urinary As (95% CI) urinary As through doubling of

(direct effect) DNAm (95% CI) urinary As

(indirect effect) explained by

DNAm (95 % CI)

cg19693031 TXNIP Binding partner for redox signaling 137.6 (-61.2, 335.9) 95.7 (43.8, 158.8) 41.0 (14.5, 183.0)

protein thioredoxin

cg05779585 LOC286083 Unknown function 200.2 (5.8, 394.2) 69.2 (5.8, 161.2) 25.7 (1.8, 83.6)

cg03497652 ANKS3 Vasopressin signaling in the kidney 181.7 (-14.4, 377.5) 46.1 (12.9, 86.5) 20.2 (3.8, 97.4)

cg01270753 TGFBR1* Aortic disease and altered 200.3 (8.7, 391.4) 43.9 (13.6, 82.9) 18.0 (4.7, 70.6)

cardiovascular development

cg22294740 LINGO3 Unknown function 185.3 (-11.5, 381.9) 43.3 (7.0, 8.4) 18.9 (1.3, 92.4)

cg03362418 TYMP* Angiogenesis in vivo. Possible 190.3 (-3.8, 383.8) 40.1 (9.1, 78.6) 17.4 (2.8, 78.0)

therapeutic target for CVD

cg23027596 UBAC1* Glucose-induced insulin synthesis 186.3 (-6.0, 378.1) 39.9 (11.1, 74.6) 17.6 (3.5, 80.4)

and secretion

cg17608381 HLA-A Central role in the immune system 196.3 (-0.4, 392.4) 35.9 (5.5, 72.9) 15.5 (1.1, 74.9)

cg09956442 ARRDC2 Unknown function 195.2 (1.6, 388.4) 35.3 (10.3, 67.9) 15.3 (3.4, 68.2)

cg06668829 EPPK1* Cytoskeletal linker protein involved 203.4 (10.9, 395.5) 33.2 (10.1, 63.8) 14.0 (3.4, 60.5)

in response to stress

cg14827056 EIF2C2 RNA-mediated gene silencing 193.8 (-0.3, 387.5) 31.0 (5.5, 63.8) 13.8 (1.2, 67)

cg18032342 NISCH Cell growth and death in cardiac 197.2 (3.3, 390.8) 30.1 (2.2, 63.9) 13.2 (-0.4, 61.5)

tissue

cg13092901 TYMP* Angiogenesis in vivo. Possible 200.1 (6.4, 393.3) 30.3 (3.2, 62.7) 13.1 (0.2, 59.4)

therapeutic target for CVD

cg11946459 HLA-A Central role in the immune system 206.4 (11.6, 400.7) 27.2 (1.9, 58.8) 11.7 (-0.1, 55.5)

cg06970472 APBB2* Beta cell function, insulin secretion 205.7 (13.7, 397.3) 27.8 (7.7, 54.8) 11.9 (2.6, 52.3)

cg06716655 ADAR2 RNA editing enzyme involved in 203.3 (7.0, 399.2) 25.7 (3.9, 56.5) 11.2 (0.9, 55.7)

innate immunity

cg18618815 COL1A1* Extracellular matrix. As-induced 198.5 (3.1, 393.4) 23.7 (4.8, 49.8) 10.7 (1.2, 54.9)

remodeling mice model

cg01178924 LMO7 Development of muscle and 208.7 (13.6, 403.4) 23.7 (0.4, 54.7) 10.2 (-0.8, 48.8)

heart tissues.

Pancreatic cancer.

cg01542019 TECR Sphingolipid synthesis and 202.1 (7.7, 396.1) 21.4 (2.3, 48.4) 9.6 (0.2, 48.8)

oxidoreductase activity

cg02047803 RELL2 Apoptosis 206.3 (13.3, 398.8) 18.7 (0.7, 45.6) 8.3 (-0.3, 43.5)

cg16335098 SMOC2 Angiogenesis in tumor growth and 219.2 (25.7, 412.2) 13.1 (2.7, 26.9) 5.7 (0.8, 25.4)

myocardial ischemia
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Abbreviations: As, arsenic; DNAm, DNA methylation; CI, confidence interval.

The sum of the direct and indirect effect represents the total effect for a doubling of urinary

arsenic in CVD incidence.

Models adjusted for age, sex, smoking status, BMI, LDL cholesterol, study center (Arizona,

Oklahoma or North and South Dakota), cell counts (CD8T, CD4T, NK, B cells and

monocytes) and genetic PCs.

*CpG sites selected by ISIS – Aenet as predictive of CVD incidence. Other CpG sites

were originally identified as associated with arsenic exposure in previous research [49].

To account for the withdrawal of one of the Tribal Nations, models were weighted with

approximately 1/3 of weight for each center (33.0 % Arizona, 33.6 % Oklahoma, 33.4 %

North Dakota / South Dakota) using inverse probability weighting.

The adjustment for diabetes in the mediation models attenuated
the indirect effects for arsenic-related CVD incidence and mortality
for all DMPs, although most of them remained statistically signif-
icant for both CVD incidence and mortality. Two CpG sites that
were not significant in non-diabetes-adjusted models had significant
indirect effects when adjusting for diabetes; cg25371036 (annotated
to AMOTL1 ) showed an indirect effect of 13.5 (0.1, 31.4) CVD inci-
dence cases per 100,000 person-years (i.e., of 71 CVD cases per 100,000
person-years associated with a doubling of arsenic exposure, 13 cases
were attributed to DNA methylation). In addition, cg22130008 (an-
notated to FGG), showed an indirect effect of 18.8 (0.53, 46.35) for
CVD incidence. The adjustment for hypertension and systolic blood
pressure in the mediation models lead to similar results as the primary
analysis.

Among the 21 DMPs associated with arsenic-mediated incident
CVD in the SHS, all of the CpG sites were available in MESA (which
also used the EPIC microarray for DNA methylation measurements)
and 14 were available in FHS and WHI. Among the 14 common CpG
sites, six had hazard ratios in the same direction for the four pop-
ulations (annotated to LINGO3, TXNIP, HLA-A, EIF2C2, ANKS3
and TECR), and five more had hazard ratios in the same direction for
all populations except one (Table 3.6). Results for FHS were similar
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when excluding the 111 individuals from the second DNA methylation
batch.

Table 3.6: Replication: hazard ratios (95 % CI) of the differentially methylated

positions identified in the mediation analysis in the Strong Heart Study in three

diverse US populations (Framingham Heart Study, Women’s Health Initiative, and

Multi-Ethnic Study of Atherosclerosis).

CpG Gene Strong Heart Framingham Heart Women’s Health Multi-Ethnic Study

Study Study Initiative of Atherosclerosis

cg01178924 LMO7 0.86 (0.73, 1.02) 0.83 (0.60 ,1.14) 1.15 (0.94, 1.40) 1.03 (0.57, 1.85)

cg01270753 TGFBR1 0.60 (0.50, 0.73) - - 1.03 (0.52, 2.03)

cg01542019 TECR 1.14 (0.96, 1.36) 1.06 (0.74, 1.52) 1.26 (1.03, 1.54) 1.59 (0.78, 3.25)

cg02047803 RELL2 0.77 (0.65, 0.92) 0.76 (0.54, 1.07) 1.02 (0.82, 1.26) 1.77 (0.91, 3.42)

cg03362418 TYMP 0.60 (0.48, 0.74) - - 3.36 (1.44, 7.83)

cg03497652 ANKS3 1.50 (1.24, 1.82) 2.32 (1.58, 3.40) 1.15 (0.91, 1.44) 2.36 (1.10, 5.06)

cg05779585 LOC286083 0.89 (0.84, 0.95) 0.87 (0.69, 1.09) 1.18 (0.99, 1.40) 4.02 (1.89, 8.57)

cg06668829 EPPK1 1.44 (1.21, 1.72) 0.77 (0.53, 1.11) 1.15 (0.92, 1.44) 1.96 (0.92, 4.20)

cg06716655 ADAR2 0.76 (0.64, 0.9) - - 0.57 (0.27, 1.17)

cg06970472 APBB2 0.72 (0.59, 0.88) 0.64 (0.41, 0.99) 0.93 (0.73, 1.18) 3.97 (1.93, 8.19)

cg09956442 ARRDC2 0.71 (0.59, 0.85) - - 0.89 (0.45, 1.76)

cg11946459 HLA-A 0.76 (0.63, 0.92) 0.65 (0.46, 0.92) 0.86 (0.70, 1.06) 1.41 (0.71, 2.83)

cg13092901 TYMP 0.59 (0.48, 0.72) 0.54 (0.34, 0.87) 0.80 (0.63, 1.00) 1.19 (0.53, 2.67)

cg14827056 EIF2C2 1.41 (1.17, 1.69) 1.47 (1.01, 2.13) 1.21 (0.95, 1.54) 1.41 (0.68, 2.89)

cg16335098 SMOC2 0.89 (0.80, 0.99) - 1.08 (0.94, 1.25) 0.89 (0.62, 1.28)

cg17608381 HLA-A 0.77 (0.64, 0.92) 0.62 (0.45, 0.87) 0.88 (0.72, 1.07) 0.93 (0.50, 1.73)

cg18032342 NISCH 1.27 (1.07, 1.50) - - 1.99 (1.06, 3.75)

cg18618815 COL1A1 0.63 (0.52, 0.76) 0.52 (0.35, 0.78) 1.05 (0.85, 1.30) 0.85 (0.41, 1.79)

cg19693031 TXNIP 0.51 (0.43, 0.59) 0.72 (0.50, 1.02) 0.76 (0.62, 0.92) 0.93 (0.50, 1.70)

cg22294740 LINGO3 1.42 (1.19, 1.69) 1.84 (1.31, 2.59) 1.21 (0.97, 1.50) 3.87 (2.03, 7.38)

cg23027596 UBAC1 0.65 (0.54, 0.79) - - 0.90 (0.42, 1.95)

Models adjusted for age, sex, smoking status, BMI and cell counts (CD8T, CD4T, NK,

B cells [eosinophils for MESA] and monocytes) for all populations. Additionally adjusted

for total cholesterol in the FHS, for LDL cholesterol, study center (Arizona, Oklahoma

or North and South Dakota) and genetic PCs in the SHS, for LDL cholesterol, technical

covariates (plate number and pull ID) and race in the WHI, and for race, site and LDL

cholesterol in MESA.

In the SHS and MESA, DNA methylation was measured using the EPIC array. In FHS

and WHI, the 450K array was used.
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In MESA, the only cohort with urine arsenic data available (N=206),
one DMP was associated with arsenic at 0.05 p-value cut-off, and two
more were associated with arsenic at 0.1 p-value cut-off. These DMPs
were annotated to EPPK1 (mean difference [SE] in methylation M val-
ues -0.018 [0.008] for one log-unit change in arsenic), ANKS3 (mean
difference [SE]: -0.018 [0.01]) and ARRDC2 (mean difference [SE]:
0.013 [0.007]). A DMP annotated to TXNIP associated with arsenic
before adjustment for cell counts (mean difference [SE]: 0.027 [0.008]),
was no longer significantly associated after adjustment for cell counts
(mean difference [SE]: -0.014 [0.02]).

In the protein-protein interaction network, we analyzed a list of
405 unique genes (from 315 genes tagged to DMPs associated with
arsenic and 70 and 72 genes tagged to DMPs associated respectively
with CVD incidence and mortality). Of these, 168 non-coding RNA
(ncRNA) genes or unconnected nodes were discarded, obtaining a
network with 237 nodes and 460 interactions (Figure 3.3). MAPK8,
ITPKB and SMAD3 were the most connected nodes in the network
with 28, 17 and 17 interactions, respectively, and all nodes associated
with arsenic and SMAD3 were also associated with CVD. Other highly
connected nodes associated with CVD were TGFBR1 or PKM, with
more than 10 interactions. TGFBR1, LMO7, UBAC1 and COL1A1,
with 11, 10, 8 and 8 interactions respectively, were significant in the
mediation analysis.
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Figure 3.3: Protein-protein interaction network of differentially methylated positions

associated with CVD and with arsenic in the Strong Heart Study.

Arsenic-associated and CVD-associated differentially methylated positions were an-

notated to the nearest protein coding gene and included in a protein-protein inter-

action network. The interactions between nodes were obtained using the STRING

database v11 [173] selecting all active interaction sources with a confidence score of

0.4. The network was analyzed and displayed using edge weighted spring embedded

layout with Cytoscape v3.8.2 [157].

79



Chapter 3. Variable selection in the omics data setting

In the GO enrichment analysis, we found 110 enriched terms for
CVD incidence, and 86 enriched terms for CVD mortality, at a cut-
off of nominal p-value 0.05, none of them significant when adjusting
for multiple comparisons using the FDR approach. The GO terms
with nominal p-value < 0.1 are showed in Appendix B, Tables B4
and B5. Most of the top GO terms were related to immune function
for CVD mortality and to gene silencing for CVD incidence. In the
KEGG analysis, no pathways were enriched for CVD incidence, while
12 pathways were enriched for CVD mortality at a 0.05 nominal p-
value significance threshold, including a diabetes mellitus pathway
(Appendix B, Table B6).

Cross referencing with the EWAS Catalog, 17 of the 29 DMPs that
were significant in the mediation analysis for either CVD incidence or
mortality showed previous associations with other traits (Appendix
B, Table B7). The most frequently found traits were type II diabetes,
smoking, and alcohol consumption.

We next investigated whether DNA methylation marks were con-
served in a mouse model of early-life arsenic exposure. We first in-
terrogated DMRs within the 29 genes that showed significant indirect
effects in the mediation analysis and were present in the animal model.
We observed most (20 out of 29 DMRs) were related to arsenic-induced
atherosclerosis in the animal model (Appendix B, Table B8). Further,
we assessed whether individual DMPs within the 29 genes were sig-
nificantly different between controls and arsenic-exposed mice. In this
more stringent analysis, 43 (42 in males and one in females) DMPs
mapped to 10 of 26 genes (Figure 3.4 and Appendix B, Table B8). Of
note, six DMPs were annotated to Lmo7 in males, but not females,
correlating with more profound arsenic-induced changes in atheroscle-
rotic plaques found in males. The gene Nav2, significant in the me-
diation analysis for CVD mortality, had eight and one differentially
methylated positions for male and female, respectively.
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Figure 3.4: Summary of significant differentially methylated positions in a mouse

model of in utero arsenic exposure by gene element and the direction of differential

methylation.
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Discussion

In this population-based study of American Indian adults chronically
exposed to arsenic in drinking water, our extended SIS R package
enabled us to identify differentially methylated CpG sites associated
with CVD incidence and mortality. Furthermore, among 70 and 72
DMPs associated with CVD incidence and mortality, respectively, and
315 previously associated with arsenic in the SHS [49], we found sig-
nificant mediated effects for 21 and 15 DMPs for CVD incidence and
mortality, with up to 41 % of individual mediated effects. Among the
21 DMPs associated with arsenic-mediated incident CVD, six of them
were associated with incident CVD in the same direction in three in-
dependent cohorts. In MESA, the only cohort with arsenic measured
in a subset, despite the small sample size, the direction of associa-
tion between arsenic and CVD was replicated in 13 of the 21 DMPs
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(N=896), and three DMPs were associated with urinary arsenic levels
(N=206).

The biological functions of genes annotated to the significant DMPs
in the mediation analysis are relevant for CVD development and pro-
vide additional supportive evidence on the potential role of inorganic
arsenic exposure on CVD through DNA methylation. However, our
mediation analysis was conducted considering CpG sites one by one
rather than all together. The fact that the sum of each individual
mediated percentage (% cases or deaths attributable to a doubling
of urinary arsenic explained by DNA methylation, in Tables 3.5 and
Appendix, Table B3) goes beyond 100 % reflects that several path-
ways might be intertwined and individual mediated effects might be
inflated for some CpG sites. To overcome this limitation, in section 4,
we present a multimediator algorithm that conducts mediation analy-
sis in presence of correlated mediators and is able to identify both the
individual and the joint mediated effect taking correlations between
mediators into account.

In addition to diabetes, the EWAS catalog linked some DMPs
with smoking and alcohol intake. Smoking is a known source of arsenic
[182], although it is generally not the main source. Some alcoholic bev-
erages are known to contain arsenic, however, the estimated amount of
arsenic exposure via those beverages is low [183]. The EWAS catalog
did not identify DMPs associated to other traits. However, this cat-
alog is not balanced as no blood DNA methylation EWAS have been
conducted for variables that might be important for arsenic-induced
CVD, such as hypertension. Hypertension is one of the most impor-
tant risk factors for CVD, and it has been associated with arsenic
[35]. In our mediation analysis, the results did not change when ad-
justing for hypertension treatment and systolic blood pressure. Other
EWAS are needed to evaluate the potential role of hypertension in
arsenic-induced CVD.

Some of the genes in our mediation analysis have been evaluated
as therapeutic targets for CVD. Mutations in the gene TGFBR1 have
been associated with aortic diseases [184, 185] and perturbations in
cardiovascular development [186]. This gene has also been proposed
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as a prognostic biomarker after myocardial infarction [187]. The DMP
annotated to TYMP was consistently inversely associated with CVD
in the four populations. TYMP encodes an angiogenic factor which
promotes angiogenesis in vivo and contributes to endothelial cells
growth in vitro. Platelets are a major source of TYMP and platelet-
mediated clot formation is a key process for several types of CVD [188].
The ADAR2 gene, from the ADAR gene family, has been suggested
to play a vital role in preventing cardiovascular defects [189].

A recent study conducted in the same mouse model used for repli-
cation in this work showed that an in utero and early-life arsenic ex-
posure can enhance atherosclerosis later in life in apoE-/- mice [190].
Comparing the DNA methylation data from the livers harvested in
that study to the top hits from our population-based study, we ob-
served differential DNA methylation in the genes of interest. The fact
that these DMPs and DMRs are validated in a different tissue (blood
vs. liver) that is equally important to CVD, in particular in the con-
text of cardiometabolic disease, provides supporting evidence of a po-
tential causal relationship between arsenic-induced DNA methylation
changes and atherosclerosis.

One of the methodological strengths of this work is the imple-
mentation of ISIS–Aenet to evaluate the association of DNA methy-
lation with CVD. ISIS has proven to be very efficient for variable
selection, reducing the FDR. It has been used in other studies paired
with other shrinkage methods such as LASSO or elastic-net, however,
to our knowledge, this is the first study that has incorporated Aenet to
the ISIS algorithm for a survival problem. Of note, in Tables B1 and
B2 from Appendix B, which show the DMPs selected by ISIS for CVD
incidence and CVD mortality, respectively, several bootstrap CIs in-
clude the null value of 1. This means that, when repeatedly applying
Aenet to the feature set previously selected by ISIS-Aenet, the coeffi-
cients went in opposite directions, which results in less evidence that
that feature is truly associated with the outcome. We decided to keep
those features as selected given that the variable selection process of
ISIS-Aenet already lowers the dimensionality substantially.

Other strengths of this study include replication in three indepen-
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dent cohorts and in an animal model, having methylation data in one
of the largest microarrays available with nowadays technology (850K),
the prospective study design, and the high quality of the study proto-
col and CVD ascertainment, as well as urinary arsenic measurements.

This work has some limitations. First, water arsenic levels changed
a few years after the implementation of the US EPA final arsenic rule
in 2006 [167]. However, the SHS does not have updated information
on urinary arsenic levels in recent years, and data from Chile support
that CVD incidence changes a few years after exposure changes [191].
Longitudinal studies with repeated measurements of arsenic and DNA
methylation are needed to assess the reduction of CVD risk after ar-
senic exposure decreases. Second, DNA methylation is highly cell-type
specific and results from blood cells might not be comparable to DNA
methylation in other tissues. Blood DNA methylation, however, is
emerging as a relevant tissue for CVD, probably because many of the
immune cells in blood are involved in CVD pathogenesis. Also, it is
unknown if CpG sites in human blood are comparable to mouse liver
cells; indeed, there is limited homology between human and murine
CpG sites. A genetically-modified mouse that induces hyperlipidemia
had to be used, as wild-type mice do not develop atherosclerosis, even
on a high-fat diet. Thus, arsenic exposure cannot be studied in the
absence of hyperlipidemia. This model might be well suited for the
populations we studied such as SHS and MESA, but may not be repre-
sentative for populations exposed to arsenic in Bangladesh and other
parts of the world where high-fat diets are less common.

In conclusion, differential methylation of CpG sites annotated to
genes relevant for arsenic-related health effects might be part of the
biological link between inorganic arsenic exposure and CVD. Diabetes
might be a relevant mechanism for arsenic-induced cardiovascular risk
in populations with a high diabetes burden, or alternatively arsenic
and diabetes might share common pathways for CVD. Replication was
observed for several DMPs across diverse US populations. The inter-
species comparison supports that arsenic exposure modifies methyla-
tion of the same genes in the liver of an animal model of atherosclerosis
compared to unexposed animals. Additional experimental studies are
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needed to assess whether changes in these epigenetic signatures de-
pending on arsenic exposure influence CVD development.
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CHAPTER 4

Mediation analysis for uncausally
correlated mediators in the context of

survival analysis

In section 2.4, we provide an introduction to simple mediation analysis,
in which only one mediator is present. Nevertheless, the fact that
the effect of an exposure on an outcome will happen through only
one mediating feature is unlikely in practice. The setting in which
several mediators, or underlying biological pathways, exist from one
variable to another is more plausible. Some work has been conducted
for settings in which multiple mediators exist [192, 193, 194, 195].

The identification of the joint indirect effect for all mediators is
straightforward. However, individual indirect effects cannot be iden-
tified using traditional methods in presence of correlated mediators.
Jerolon et al. [9] recently developed a quasi-bayesian algorithm to
conduct multiple mediation analysis in the setting of uncausally cor-
related mediators. They implemented this algorithm in the R package
multimediate for continuous and binary outcomes.

On the other hand, one of the main advantages of the counterfac-
tual mediation framework [196] as compared to traditional mediation
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methods such as the difference of coefficients and the product of coeffi-
cients methods [197] is that it provides valid estimates even in presence
of interactions between the exposure and the mediator [198].

The study of the effect of exposure or treatment variables on time-
to-event outcomes (i.e. survival outcomes) is a common research ques-
tion in epidemiology. Cox proportional hazards models are widely used
in epidemiologic research. However, due to the lack of collapsibility
of the hazard ratio [143], these models are not, in general conditions,
the most suitable for mediation analysis. Conversely, most of the lit-
erature of mediation analysis in survival settings relies on additive
hazards models [199].

In this work, we extend the multimediate R package to the sur-
vival setting, and provide the generalization to survival analysis of
the theoretical results proved by Jerolon et al. [9] for continuous and
binary outcomes. We additionally adapted the multimediate algo-
rithm to accommodate exposure-mediator interactions. The code for
the extension to survival outcomes is available in the Github repos-
itory https://github.com/AllanJe/multimediate. The code enabling
exposure-mediator interactions will soon be available in the same repos-
itory.

We also present two data applications of the multimediate algo-
rithm. In the first application (section 4.4.1), we applied the algo-
rithm to simulated data in order to compare the results obtained using
the multimediate algorithm to those obtained using simple mediation.
The second application (section 4.4.2) is an epidemiologic study in
which we aimed to study the potential mediating role of several DMPs
on the association between smoking and cancer.
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4.1 Multiple mediation analysis

Imai and Yamamoto [194] extended the effect definition for simple
mediation analysis to the multiple mediators setting. Let us assume
that Z = (M1, ...,MK)

T is the vector of all mediators, with K ≥
2. Considering Mk as the mediator of interest, k = 1, ..., K, let us
define Wk as the vector of all mediators except Mk. We also consider
Y (e∗,Mk(e),Wk(e

∗)) as the counterfactual outcome, i.e., the value the
outcome would take had the exposure been set to e∗, the mediator of
interest been set to the value it would take when the exposure is set
to e and the other mediators been set to the value they would take
when the exposure is set to e∗. In the multiple mediator setting, with
K ≥ 2 mediators, the average mediated effect of the k-th mediator is
given by:

δk(e) = E [Y (e∗,Mk(e),Wk(e
∗))|X = x]−E [Y (e∗,Mk(e

∗),Wk(e
∗))|X = x] ,

being X the covariate vector. The joint indirect effect of all mediators
is defined as:

δZ(e) = E [Y (e∗, Z(e))|X = x]− E [Y (e∗, Z(e∗))|X = x] .

The direct effect is defined as:

ζ(e) = E [Y (e, Z(e))|X = x]− E [Y (e∗, Z(e))|X = x] .

Last, the total effect is defined as:

τ(e) = ζ(e) + δZ(e) = E [Y (e, Z(e))|X = x]− E [Y (e∗, Z(e∗))|X = x] .

Jerolon et al. [9] defined the direct and indirect effects for con-
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tinuous and binary outcomes in multiple mediation settings with un-
causally correlated mediators. As in simple mediation analysis, in
order for the direct, indirect and total effects to be identifiable in
multiple mediators settings, several assumptions need to hold. The
authors rely on the following hypothesis.

4.1.1 Sequential Ignorability for Multiple Mediators Assump-
tions (SIMMA)

We define Y (e,m,w) as the value the outcome would take when the
exposure is set to e and the mediator is set to m. The SIMMA hy-
pothesis are the following:

1. {Y (e,m,w),M(e∗),W (e∗∗)} ⊥ E|X = x.

2. Y (e∗,m,w) ⊥ (M(e),W (e))|E = e,X = x

3. Y (e,m,w) ⊥ (M(e∗),W (e))|E = e,X = x

In addition, the authors assume both the positivity assumption:
P (E = e|X = x) > 0 and P (M = m,W = w|E = e,X = x) >

0 ∀x, e, e∗,m,w; and the Stable Unit Treatment Value Assumption
(SUTVA), or no-interference assumption, which implies that:

1. Potential mediator and outcome values of individual i are not
dependent on exposures of other individuals, i.e.: Mik(E) =
Mik(Ei) and Yi(E,Mk,Wk) = Yi(Ei,Mik,Wik).

2. There are no multiple versions of exposures, i.e. Ei = E∗i implies
Mik(Ei) = Mik(E

∗
i ) and

Yi(Ei,Mik(Ei),Wik(Ei)) = Yi(E
∗
i ,Mik(E

∗
i ),Wik(E

∗
i )).

3. There are no multiple versions of mediators, i.e. if Mik = M ∗
ik,

then Yi(Ei,Mik,Wik) = Yi(Ei,M
∗
ik,Wik).
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4.1.2 Multiple mediation analysis for continuous outcomes

In the case of continuous outcomes and K independent or uncausally
correlated mediators, Jerolon et al. [9] assume the following linear
models for both the mediators and the outcome:{

Z(E,X) = α0 + α1E + α2X + ϵ1

Y (E,X,Z) = λ0 + λ1E + λT
2X + λT

3Z + ϵ2

where α0, α1, λ3 ∈ RK , α2 ∈ RK × Rp, λ2 ∈ Rp, λ0, λ1 ∈ R, ϵ1 ∼
NK(0,Σ) is the vector of residuals with covariance matrix Σ ∈ RK ×
RK , and ϵ2 ∼ NK(0, σ

2), with σ2 ∈ R.

Under SIMMA, Corolary 3.2 in Jerolon et al. [9] shows that the
indirect effect of the k-th mediator is given by:

δk(e) = λ3kα1k(e− e∗).

In addition, the joint indirect effect of all mediators is given by:

δZ(e) =
K∑
k=1

δk(e).

Last, the direct effect is given by:

ζ(e) = λ1(e− e∗).

4.1.3 Multiple mediation analysis for binary outcomes

In the case of binary outcomes and K independent or uncausally cor-
related mediators, Jerolon et al. [9] assume linear models for the
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mediators and a logistic or probit model for the outcome. Assuming
a logistic regression model for the outcome:{

Z(E,X) = α0 + α1E + α2X + ϵ1

Y ∗(E,X,Z) = λ0 + λ1E + λT
2X + λT

3Z + ϵ2

where Y = 1{Y ∗>0}, α0, α1, λ3 ∈ RK , α2 ∈ RK ×Rp, λ2 ∈ Rp, λ0, λ1 ∈
R, and ϵ1 ∼ NK(0,Σ) is the vector of residuals with covariance matrix
Σ ∈ RK ×RK . For logistic regression, Y ∗ = logit(Pr(Y = 1|E,X,Z))
and ϵ2 ∼ logit(0, 1).

Under SIMMA, Corolary 3.3 in Jerolon et al. [9] shows that, in
the case of logistic regression, the indirect effect of the k-th mediator
is given by:

δk(e) =
∫
Rp FU

((
λ0 +

∑K
j=1 λ3jα0j

)
+

(
λ1 +

∑k
j=1,j ̸=k λ3jα1j

)
e∗ + λ3kα1ke+

(
λ2 +

∑K
j=1 λ3jα2j

)
x

)
− FU

((
λ0 +

∑K
j=1 λ3jα0j

)
+

(
λ1 +

∑K
j=1,j ̸=k λ3jα1j

)
e∗+

λ3kα1ke
∗ +

(
λ2 +

K∑
j=1

λ3jα2j

)
x

)
dFX(x).

In addition, the joint indirect effect of all mediators is given by:

δZ(e) =
∫
Rp FU

((
λ0 +

∑K
j=1 λ3jα0j

)
+ λ1e

∗ +
∑K

j=1 λ3jα1je+

(
λ2 +

∑K
j=1 λ3jα2j

)
x

)
−

FU

((
λ0 +

∑K
j=1 λ3jα0j

)
+ λ1e

∗ +
∑K

j=1 λ3jα1je
∗ +

(
λ2 +

∑K
j=1 λ3jα2j

)
x

)
dFX(x).
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Last, the direct effect is given by:

ζ(e) =
∫
Rp FU

((
λ0 +

∑K
j=1 λ3jα0j

)
+ λ1e+

∑K
j=1 λ3jα1je+

(
λ2 +

∑K
j=1 λ3jα2j

)
x

)
−

FU

((
λ0 +

∑K
j=1 λ3jα0j

)
+ λ1e

∗ +
∑K

j=1 λ3jα1je+

(
λ2 +

∑K
j=1 λ3jα2j

)
x

)
dFX(x),

where

FU(z) =
∫
RΦ

(
z−ϵ2√∑K

k=1

∑K
j=1 λ3kλ3j cov(ϵ1k,ϵ1j)

)
eϵ2

(1+eϵ2)2 dϵ2.

The proof of these expressions, as well as the equivalent expres-
sions for probit regression, can be found in Jerolon et al. [9]. In
the following section, we extend these results to the case of survival
outcomes.
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4.2 Multiple mediation in survival analysis

4.2.1 Effect definition

Following Lange and Hansen [139], we define the indirect effect of the
mediator Mk, k = 1, ..., K changing the exposure from e∗ to e as:

δk(e) = γ(t; e∗,Mk(e),Wk(e
∗), X)− γ(t; e∗,Mk(e

∗),Wk(e
∗), X),

being γ the hazard, or rate, function, which is given, for each (e, e∗, e∗∗),
by:

γ(t; e,Mk(e
∗),Wk(e

∗∗)) = lim
dt→0

1

dt
P (T (e,Mk(e

∗),Wk(e
∗∗)) ∈ [t, t+ dt] | T (e,Mk(e

∗),Wk(e
∗∗)) ≥ t).

We define the joint indirect effect of all mediators as:

δZ(e) = γ(t; e∗, Z(e), X)− γ(t; e∗, Z(e∗), X).

The direct effect is defined as:

ζ(e) = γ(t; e, Z(e), X)− γ(t; e∗, Z(e), X).

Last, the total effect is defined as:

τ(e) = γ(t; e, Z(e), X)− γ(t; e∗, Z(e∗), X).

By the above definitions, τ(e) = δZ(e) + ζ(e).

94



4.2. Multiple mediation in survival analysis

4.2.2 Hypothesis

Adapting Lange and Hansen’s hypothesis [139] to Jerolon et al.’s no-
tation [9], the following set of SIMMA assumptions is obtained. Let
us consider T (e,m,w) as the time to event when the exposure is set
to e, the mediator of interest is set to m and the other mediators are
set to w.

1. E ⊥ (T (e,m,w), Mk(e
∗),Wk(e

∗∗)) | X, ∀k = 1, ..., K.

2. T (e∗,m,w) ⊥ Z(e) | X,E.

3. T (e,m,w) ⊥ (Mk(e
∗),Wk(e

∗∗)) | X,E, ∀k = 1, ..., K.

4. Mk(E) = Mk, Wk(E) = Wk, T (E,Z) = T.

We also assume that P (E = e|X = x) > 0 and P (M = m,W =
w|E = e,X = x) > 0 ∀ e, e∗, x,m,w; and that SUTVA holds.

In addition to SIMMA and SUTVA, we assume that the mediators
follow a multivariate multiple linear normal homoscedastic model, and
that hazard functions follow the additive risk model, with time inde-
pendent coefficients. Therefore, the outcome and mediator models in
survival settings with multiple mediators are defined as follows:{

Z(E,X) = α0 + α1E + α2X + ϵ

γ(t;E,X,Z) = λ0(t) + λ1E + λT
2X + λT

3Z
(4.1)

where α0, α1, λ3 ∈ RK , α2 ∈ RK × Rp, λ2 ∈ Rp, λ1 ∈ R, λ0(t)
is the time-varying baseline hazard and ϵ ∼ NK(0,Σ) is the error
vector of the multivariate linear regression, with covariance matrix
Σ ∈ RK × RK .

We also assume, following Jerolon et al. [9], that, either the medi-
ators are independent, or the correlations between the k mediators are
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not causal, i.e., that the dependence between them does not have a
causal order. In this latter case, we assume that pairwise correlations
between mediators are independent of the exposure:

cor(Mi(e),Mj(e
∗)|E,X) = ρij, ∀e, e∗ ∈ {0, 1}, ∀i, j ∈ 1, ..., k.

4.2.3 Main theoretical results

Proposition 1 Under the previous conditions, it holds that the hazard
function takes the following value:

γ(t; e,Mk(e
∗),Wk(e

∗∗)) = C(t) + λ1e+ λ3kα1ke
∗ +

K∑
j ̸=k

λ3jα1je
∗∗,

∀(e, e∗, e∗∗) ∈ {0, 1}3, being C(t) a function that does not depend on
the exposure values e, e∗ or e∗∗.

Proof 1 (Proof of Proposition 1) Without loss of generality, we
consider M1 as the mediator of interest. Let us call T ∗ the random
variable T (e,M1(e

∗),W1(e
∗∗)), being (e, e∗, e∗∗) ∈ {0, 1}3. Then, the

rate can be expressed as:

γ(t; e,M1(e
∗),W1(e

∗∗)) = lim
dt→0

1

dt
P (T ∗ ∈ [t, t+ dt] | T ∗ ≥ t).

It holds that:

P (T ∗ ∈ [t, t+ dt] | T ∗ ≥ t) = E{X|T ∗≥t}[P (T ∗ ∈ [t, t+ dt] | X = x, T ∗ ≥ t)]

and, similarly, being F (m1, w1) the distribution function of M1(e
∗),W1(e

∗∗),
given that X = x and T ∗ ≥ t:
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P (T ∗ ∈ [t, t+ dt]|X = x, T ∗ ≥ t) = ∫
RK P (T ∗ ∈ [t, t+ dt]|X = x,M1 = m1,W1 = w1, T

∗ ≥ t)dF (m1, w1)

= ∫
RK P (T (e,m1, w1) ∈ [t, t+ dt]|X = x,M1 = m1,W1 = w1, T (e,m1, w1) ≥ t)dF (m1, w1)

= ∫
RK P (T (e,m1, w1) ∈ [t, t+ dt]|X = x,E = e,M1 = m1,W1 = w1, T (e,m1, w1) ≥ t)dF (m1, w1).

Using the bounded convergency theorem and the additive risk hy-
pothesis:

γ(t; e,M1(e
∗),W1(e

∗∗)) = E{X|T ∗≥t}

[∫
Rk(λ0(t) + λ1e+ λT

2 x+ λT
3 (m1, w

T
1 )

T ) dF (m1, w1)
]

= λ0(t) + λ1e+ λT
2 E(X|T ∗ ≥ t) + E{X|T ∗≥t}

[∫
RK λT

3 (m1, w
T
1 )

T dF (m1, w1)
]
.

In addition,

∫
RK λT

3 (m1, w
T
1 )

TdF (m1, w1) =
∫
RK λT

3 (m1, w
T
1 )

T f(M1(e
∗) = m1,W1(e

∗∗) = w1 | X = x, T ∗ ≥ t) dm1dw1

=
∫
RK λT

3 (m1, w
T
1 )

T P (T ∗≥t | M1=m1,W1=w1,X=x) f(M1(e
∗)=m1,W1(e

∗∗)=w1 | X=x)
P (T ∗≥t|X=x) dm1dw1.

Following the same arguments and taking into account that addi-
tive hazards models have been used for a time-to-event setting:

P (T ∗ ≥ t | M1 = m1,W1 = w1, X = x) = P (T (e,m1, w1) ≥ t | M1 = m1,W1 = w1, X = x,E = e)

= exp{−
∫ t

0 λ0(u)du− λ1et− λT
2 xt− λT

3 (m1, w
T
1 )

T t}.

Also,

P (T ∗ ≥ t|X = x) =
∫
RK P (T ∗ ≥ t | M1 = m1,W1 = w1, X = x) dF (m1, w1)

= exp
{
−
∫ t

0 λ0(u)du− λ1et− λT
2 xt
}

E (exp{−λT
3 (m1, w

T
1 )

T t})

Hence, defining V = λT
3 (m1, w

T
1 )

T and putting together the above
results, it holds that:
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∫
RK λT

3 (m1, w
T
1 )

T dF (m1, w1) =
∫
RK V dF (m1, w1) =

E(V exp{−tV } | X=x)
E(exp{−tV } | X=x) .

The distribution of (M1(e
∗),W1(e

∗∗) | X = x) is multivariate nor-
mal [9] with covariance matrix Σ, which does not depend on the expo-
sures, and with expected values:

E(M1(e
∗) | X = x) = α01 + α11e

∗ + α21x

E(Mj(e
∗∗) | X = x) = α0j + α1je

∗∗ + α2jx, j = 2, ..., K.

Thus, the distribution of V is normal with:

E(V | X = x) = λT
3 α0 + λ31α11e

∗ +
K∑
j=2

λ3jα1je
∗∗ + λT

3 α2x

V ar(V | X = x) = λT
3Σλ3.

Following Lange and Hansen [139],

E(V exp{−tV }|X=x)
E(exp{−tV }|X=x) = E(V |X = x)− tV ar(V |X = x)

= λT
3 α0 + λ31α11e

∗ +
K∑
j=2

λ3jα1je
∗∗ + λT

3 α2x− tλT
3Σλ3,

and it holds that the counterfactual rate can be expressed as:

γ(t; e,M1(e
∗),W1(e

∗∗)) = C(t) + λ1e+ λ31α11e
∗ +

K∑
j=2

λ3jα1je
∗∗,
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being

C(t) = λ0(t)+λT
2 E(X | T ∗ ≥ t)+λT

3 α0+λT
3 α2 E(X | T ∗ ≥ t)−tλT

3Σλ3

a function of t that does not depend on the exposures.

The proof would be equivalent for any of the K mediators.

Once the hazard function is obtained, the following theorem shows
how to obtain the different effects.

Theorem 1 Under the conditions described in proposition 1, it holds
that the indirect effect of the mediator Mk, k = 1, ..., K changing the
exposure from e∗ to e is:

δk(e) = γ(t; e∗,Mk(e),Wk(e
∗), X)− γ(t; e∗,Mk(e

∗),Wk(e
∗), X) = λ3kα1k(e− e∗)

Moreover, the joint indirect effect of all mediators Z is the sum of
individual mediated effects:

δZ(e) = γ(t; e∗, Z(e), X)− γ(t; e∗, Z(e∗), X) =
K∑
j=1

λ3jα1j(e− e∗)

The direct effect is:

ζ(e) = γ(t; e, Z(e), X)− γ(t; e∗, Z(e), X) = λ1(e− e∗),

and the total effect equals the sum of the joint indirect effect and the
direct effect:
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τ(e) = γ(t; e, Z(e), X)− γ(t; e∗, Z(e∗), X) = (
k∑

j=1

λ3jα1j + λ1)(e− e∗)

Please note that, if we consider e∗ = 0 and e = 1, the factor
(e− e∗) can be removed in all formulas. In addition, please note that
δk(1) = −δk(0), δZ(1) = −δZ(0), ζ(1) = −ζ(0) and τ(1) = −τ(0).

Proof 2 (Proof of Theorem 1) Without loss of generality, we con-
sider M1 as the mediator of interest. The effect mediated by the M1

mediator would be given by:

δ1(e) = γ(t; e∗,M1(e),W1(e
∗), X)− γ(t; e∗,M1(e

∗),W1(e
∗), X)

= C(t) + λ1e
∗ + λ31α11e+

K∑
j=2

λ3jα1je
∗ − C(t)− λ1e

∗ − λ31α11e
∗ −

K∑
j=2

λ3jα1je
∗

= λ31α11(e− e∗).

The effect mediated by all mediators M1, ...,MK would be:

δZ(e) = γ(t; e∗, Z(e), X)− γ(t; e∗, Z(e∗), X)

= C(t) + λ1e
∗ + λ31α11e+

K∑
j=2

λ3jα1je− C(t)− λ1e
∗ − λ31α11e

∗ −
K∑
j=2

λ3jα1je
∗

=
K∑
j=1

λ3jα1j(e− e∗),

which equals the sum of the mediated effects for each of the mediators.

The direct effect would be:
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ζ(e) = γ(t; e, Z(e), X)− γ(t; e∗, Z(e), X)

= C(t) + λ1e+ λ31α11e+
K∑
j=2

λ3jα1je− C(t)− λ1e
∗ − λ31α11e−

K∑
j=2

λ3jα1je

= λ1(e− e∗)

Last, the total effect would be:

τ(e) = γ(t; e, Z(e), X)− γ(t; e∗, Z(e∗), X)

= C(t) + λ1e+ λ31α11e+
K∑
j=2

λ3jα1je− C(t)− λ1e
∗ − λ31α11e

∗ −
K∑
j=2

λ3jα1je
∗

=
(
λ1 +

K∑
j=1

λ3jα1j

)
(e− e∗)

which equals the sum of the direct and the indirect effects. The proof
would be equivalent for any of the K mediators.

In addition to extending the multimediate algorithm to survival
settings, we adapted this algorithm to accommodate exposure-mediator
interactions. Let us consider the following mediator and outcome mod-
els, which are the ones used in (4.1), but introducing an interaction
term between the exposure and the k-th mediator.

{
Z(E,X) = α0 + α1E + α2X + ϵ

γ(t;E,X,Z) = λ0(t) + λ1E + λT
2X + λT

3Z + λ4EMk

(4.2)

Please note that, in presence of an interaction between the ex-
posure and one of the mediators, the effects would be different for
different strata of the exposure or treatment. We hereby provide an
extension of theorem 1 in presence of exposure-mediator interactions.
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The risk function in (4.2) is identical to that in (4.1) when E = 0.
When E = 1, the coefficient λ3k becomes λ3k + λ4. Thus, following
proposition 1, provided there are interactions between the exposure
and the k-th mediator, it holds that:

γ(t; 1,Mk(e
∗),Wk(1), X) = C(t)+λ1+α1k(λ3k+λ4)e

∗+
K∑
j ̸=k

λ3jα1j,

γ(t; 0,Mk(e
∗),Wk(0), X) = C(t) + α1kλ3ke

∗,

γ(t; 1, Z(e∗), X) = C(t) + λ1 + α1k(λ3k + λ4)e
∗ +

K∑
j ̸=k

λ3jα1je
∗,

and

γ(t; 0, Z(e∗), X) = C(t) +
K∑
j=1

λ3jα1je
∗,

which leads to the following corollary:

Corollary 1 Under the hypothesis of theorem 1, in presence of an
interaction between the exposure and the k-th mediator, it holds that
the indirect effect is:

δk(1) = λ3kα1k

δ1(0) = −(λ3k + λ4)α1k

Likewise, the joint indirect effect of all mediators is:

δZ(1) =
K∑
j=1

λ3jα1j
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δZ(0) = −(λ3k + λ4)α1k −
K∑
j=2

λ3jα1j

The direct effect is:

ζ(1) = λ1 + λ4α1k

ζ(0) = −λ1

and the total effect is:

τ(1) = λ1 + (λ3k + λ4)α1k +
K∑
j=2

λ3jα1j

τ(0) = −λ1 − (λ3k + λ4)α1k −
K∑
j=2

λ3jα1j

Proof 3 (Proof of Corollary 1) Without loss of generality, we con-
sider M1 as the mediator of interest. The effect mediated by the M1

mediator would be given by:

δ1(1) = γ(t; 0,M1(1),W1(0), X)− γ(t; 0,M1(0),W1(0), X)

= C(t) + λ31α11 − C(t) = λ31α11

δ1(0) = γ(t; 1,M1(0),W1(1), X)− γ(t; 1,M1(1),W1(1), X)

= C(t) + λ1 +
∑K

j=2 λ3jα1j − C(t)− λ1 − (λ31 + λ4)α11 −
∑K

j=2 λ3jα1j

= −(λ31 + λ4)α11
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The effect mediated by all mediators M1, ...,MK would be:

δZ(1) = γ(t; 0, Z(1), X)− γ(t; 0, Z(0), X) = C(t) + λ31α11 +
K∑
j=2

λ3jα1j − C(t)

=
K∑
j=1

λ3jα1j

δZ(0) = γ(t; 1, Z(0), X)− γ(t; 1, Z(1), X)

= C(t) + λ1 − C(t)− λ1 − (λ31 + λ4)α11 −
K∑
j=2

λ3jα1j

= −(λ31 + λ4)α11 −
K∑
j=2

λ3jα1j

The direct effect would be:

ζ(1) = γ(t; 1, Z(1), X)− γ(t; 0, Z(1), X)

= C(t) + λ1 + (λ31 + λ4)α11 +
K∑
j=2

λ3jα1j − C(t)− λ31α11 −
K∑
j=2

λ3jα1j

= λ1 + λ4α11

ζ(0) = γ(t; 0, Z(0), X)− γ(t; 1, Z(0), X) = C(t)− C(t)− λ1 = −λ1

Last, the total effect would be:
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τ(1) = γ(t; 1, Z(1), X)− γ(t; 0, Z(0), X) = C(t) + λ1 + (λ31 + λ4)α11 +
K∑
j=2

λ3jα1j − C(t)

= λ1 + (λ31 + λ4)α11 +
K∑
j=2

λ3jα1j

τ(0) = γ(t; 0, Z(0), X)− γ(t; 1, Z(1), X) = C(t)− C(t)− λ1 − (λ31 + λ4)α11 −
K∑
j=2

λ3jα1j

= −λ1 − (λ31 + λ4)α11 −
K∑
j=2

λ3jα1j

Please note that, in this context, δk(1) ̸= −δk(0), δZ(1) ̸= −δZ(0)
and ζ(1) ̸= −ζ(0), however, τ(1) = −τ(0). Thus, the estimators of
the effects should be considered separated by strata of the exposure
instead of calculating average estimator effects.
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4.3 Extension of the multimediate algorithm to a

survival setting

We used an adapted version of the quasi-bayesian algorithm developed
by Jerolon et al. [9] to obtain point estimates of the effects of inter-
est, as well as confidence intervals and p-values. Let us consider the
scenario of K mediators and n observations.

1. We fit the observed mediator model using linear regression, and
the observed outcome model using the Lin-Ying model [147] fit-
ted with the aalen function from the R package timereg, which
allows to specify that all coefficients are time-invariant except the
baseline hazard.

2. We estimate the covariance matrix Σ of the errors of the mediator
models by extracting the residuals ϵk1, . . . , ϵ

k
n for each of the K

mediator models and computing pairwise correlations between
ϵi1, . . . , ϵ

i
n and ϵj1, . . . , ϵ

j
n for each i ̸= j, obtaining the matrix Σ̂.

This matrix will be used later to incorporate the correlations
between mediators to the simulation algorithm.

3. For each parameter of each of the models, we sample J values
from the multivariate sampling distribution of their maximum
likelihood estimators: Θ̂Z

j = (Θ̂1
j , ..., Θ̂

K
j ) for the mediator models

and Θ̂Y
j for the outcome model. For the mediator models, we use

the multivariate normal distribution. For the additive model, the
baseline hazard is not taken into account as all effect estimations
imply a substraction in which the baseline hazard is cancelled
(see section 4.2). According to Lin and Ying [147], all coefficients
of the additive hazards model are also asymptotically normal.
Thus, we also sample from the multivariate normal distribution
for the outcome model. We use the estimates of the parameters
as the mean, and the asymptotic covariance matrix between the
estimators as the covariance.

4. In order to take into account the correlations between mediators,
we jointly simulate the residuals of all the mediator models using
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4.3. Extension of the multimediate algorithm to a survival setting

a multivariate normal distribution with mean zero and covariance
matrix Σ̂.

5. For each simulation j = 1, . . . , J :

(a) We calculate the counterfactual values of each mediator un-
der each exposure or treatment. For each of theK mediators,
each pair of exposures (e, e∗) ∈ {0, 1}2 and each individual
i = 1, . . . n; Zij(e, e

∗) = (Mik(e),Wik(e
∗)).

(b) Given the simulated values of the counterfactual mediators,
we calculate the counterfactual outcomes, i.e., for each in-
dividual i = 1, . . . n and (e, e∗, e∗∗) ∈ {0, 1}3, we calculate
Yij(e, Zij(e

∗, e∗∗)) = γij(e, Zij(e
∗, e∗∗)).

(c) We estimate the causal mediation effects. Our proposed es-
timators are the sample mean of the effects obtained in the
previous simulation process:

• Indirect effect for each mediator:

δ̂kj (e) =
(
1
n

∑n
i=1 γij(e

∗, Zij(e, e
∗))− γij(e

∗, Zij(e
∗, e∗))

)
∗

100000

• Joint indirect effect:

δ̂Zj (e) =
(
1
n

∑n
i=1 γij(e

∗, Zij(e))− γij(e
∗, Zij(e

∗))
)
∗ 100000

• Direct effect:

ζ̂j(e) =
(
1
n

∑n
i=1 γij(e, Zij(e))− γij(e

∗, Zij(e))
)
∗ 100000

• Total effect:

τ̂j(e) =
(
1
n

∑n
i=1 γij(e, Zij(e))− γij(e

∗, Zij(e
∗))
)
∗ 100000

Each effect is calculated for both e = 0 and e = 1. In the
previous section, we proved that, in absence of interactions,
δk(1) = −δk(0) but, in general, δ̂k(1) ̸= −δ̂k(0), as they rep-
resent two different estimators of the same parameter. In ab-

sence of interactions, we propose to use δ̂k(e)−δ̂k(1−e)
2 as the es-

timator of δ̂k(e). Similarly for direct and total effects. Please

107



Chapter 4. Causal mediation for uncausally related mediators

note that we multiply each estimator by 100, 000 in order
to get an estimation of the number of cases attributable to
the exposure through the mediator per 100, 000 person-years
(this number could be changed according to the users pref-
erences). Also note that, for time-invariant covariates, the
effects do not depend on the time t.

6. From the empirical distribution of each effect above, we calculate
the estimator of the effect as well as confidence intervals. The
50-th percentile is taken as the average effect of interest, and the
2.5-th and 97.5-th percentiles of the sample distribution of each
estimator are taken as the 95 % confidence intervals’ lower and
upper bounds, respectively.
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4.4 Data applications

4.4.1 Data application 1: a simulation study

We conducted a simulation study in order to assess the performance
of the multimediate algorithm in survival settings, and compare it to
simple mediation analysis. For the purposes of this simulation study,
we assume the setting of three mediators (K = 3). Following Jerolon
et al.’s simulation framework [9], we first simulate a database of 106

observations for exposure e ∈ {0, 1}, for the counterfactual mediators
M1,M2 and M3 and the counterfactual value of the linear predictor
Ψ(E,X,Z) = λ1E+λT

2X +λT
3Z (hereinafter referred to as Ψ for sim-

plicity), which equals the definition of the rate γ in additive models
except for the baseline hazard, which is removed as all effect calcula-
tions require substractions and the baseline hazard is cancelled. We
will subsequently use this linear predictor to calculate survival times
for each individual. We then calculate the direct, indirect and total
effects as described in section 4.3, substracting means of the counter-
factual values of the linear predictor in different scenarios. The large
size of the database guarantees that those estimates are sufficiently
close to the true values of the effects. We fixed the number of simula-
tions to 600. In each simulation, a random sample of 2000 observations
of the full database is taken, and the effects of interest are calculated
in that subsample.

The MSE, the bias, the variance and the % coverage of the 95 %
CIs are calculated comparing the true effects (calculated in the full
simulated database) to those estimated by simple mediation analysis
and by the multimediate algorithm.

In order to simulate survival times, we use the inverse transfor-
mation method. Please note that the survival distribution function
is S(t) = exp(−Λ(t)), being Λ(t) the cumulative hazard function, in
our case Λ(t) =

∫ t

0 [λ0(s) + Φ(E,X,Z)] ds = Λ0(t) + tΦ(E,X,Z),
where Λ0(t) is the cumulative baseline hazard function. Hence, a
simulated time t is obtained as the solution of the equation u =
exp(−Λ0(t) − tΦ(E,X,Z)), being u a number randomly generated
from a U(0, 1) distribution [200].
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We consider three different scenarios for the baseline hazard: con-
stant baseline hazard, monotonic baseline hazard dependent on time,
and non-monotonic baseline hazard. In addition, we consider three
different correlation scenarios for the mediators: negative correlation
(ρ = −0.4), no correlation (ρ = 0) and positive correlation (ρ = 0.4).
In the next sections, we present the results of the metrics (MSE, bias,
variance and CI coverage) of the simulations in each of the scenarios.

Constant baseline hazard

We assume that the baseline hazard takes the constant value λ0 = 0.1.
Given that in this case Λ0(t) = 0.1t, the survival time for a given
individual would be simulated as:

t =
−log(u)
0.1 + Ψ

being u ∼ U(0, 1). Tables 4.1, 4.2 and 4.3 show the MSE, variance
and bias for the total, direct and indirect effects comparing simple
mediation to the multimediate algorithm. While both frameworks
present similar results for the total effect, the multimediate algorithm
presents, in general, smaller MSEs for the direct and indirect effects.
For the direct effect, the MSE is smaller even for the setting of no
correlations. The reduction in bias of the multimediate algorithm
drives the reduction in MSE.

Table 4.1: Simulation results for the total effect in a constant baseline risk scenario

Correlation = -0.4 Correlation = 0 Correlation = 0.4

Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim

MSE 0.23 0.23 0.23 0.23 0.26 0.26 0.26 0.27 0.25 0.25 0.25 0.25

Var 0.23 0.23 0.23 0.23 0.26 0.26 0.26 0.27 0.25 0.25 0.25 0.25

Bias -0.033 -0.034 -0.035 -0.033 -0.029 -0.029 -0.027 -0.029 -0.012 -0.011 -0.013 -0.014
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Table 4.2: Simulation results for the direct effect in a constant baseline risk scenario

Correlation = -0.4 Correlation = 0 Correlation = 0.4

Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim

MSE 0.68 1.79 0.72 0.71 0.51 0.95 0.50 0.36 0.39 0.47 0.35 0.31

Var 0.26 0.30 0.25 0.71 0.29 0.29 0.29 0.36 0.28 0.29 0.28 0.31

Bias 0.65 1.22 0.68 -0.014 0.47 0.81 0.46 -0.048 0.33 0.42 0.26 -0.005

Table 4.3: Simulation results for the indirect effects (simple mediation / multime-

diate) in a constant baseline risk scenario

Correlation = -0.4

Med 1 Med 2 Med 3

MSE 0.056 / 0.049 0.21 / 0.074 0.078 / 0.063

Var 0.022 / 0.049 0.039 / 0.075 0.031 / 0.063

Bias -0.18 / -0.019 -0.42 / -0.0027 -0.22 / 0.002

Correlation = 0

Med 1 Med 2 Med 3

MSE 0.026 / 0.026 0.038 / 0.037 0.029 / 0.030

Var 0.026 / 0.026 0.038 / 0.038 0.029 / 0.030

Bias -0.0007 / -0.003 -0.0015 / 0.0031 0.016 / 0.019

Correlation = 0.4

Med 1 Med 2 Med 3

MSE 0.051 / 0.031 0.21 / 0.051 0.084 / 0.039

Var 0.025 / 0.031 0.042 / 0.051 0.034 / 0.039

Bias 0.16 / -0.011 0.40 / -0.0068 0.22 / 0.0094

Tables 4.4 and 4.5 show the empirical coverage of 95 % CIs in terms
of proportions of simulations that contain the real value of the differ-
ent effects (calculated in the full database of 1,000,000 observations).
While the total effect has great empirical coverage for both simple
mediation and the multimediate algorithm, direct and indirect effects
clearly worsen their empirical coverage in simple mediation models in
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settings of correlated mediators. Conversely, the multimediate algo-
rithm remains with good and similar coverage in both correlated and
uncorrelated settings.

Table 4.4: Empirical coverage of the confidence interval with theoretical coverage

of 95 % (proportion of simulations including the true value) of simple mediation

models in a constant baseline risk scenario

Mediator 1

Indirect Direct Total

Correlation=-0.4 0.76 0.75 0.96

Correlation=0 0.95 0.84 0.95

Correlation=0.4 0.82 0.90 0.95

Mediator 2

Indirect Direct Total

Correlation=-0.4 0.44 0.37 0.96

Correlation=0 0.97 0.67 0.95

Correlation=0.4 0.46 0.87 0.95

Mediator 3

Indirect Direct Total

Correlation=-0.4 0.76 0.75 0.96

Correlation=0 0.95 0.85 0.95

Correlation=0.4 0.75 0.92 0.95

Table 4.5: Empirical coverage of the confidence interval with theoretical coverage

of 95 % (in proportions of simulations) of the multimediate algorithm in a constant

baseline risk scenario

Indirect M1 Indirect M2 Indirect M3 Direct Total

Correlation=-0.4 0.94 0.96 0.94 0.95 0.94

Correlation=0 0.94 0.95 0.95 0.93 0.93

Correlation=0.4 0.93 0.92 0.95 0.94 0.95
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Monotonic baseline hazard dependent on time

We now assume that the baseline hazard takes the value λ0 = t. Thus,
the cumulative hazard function would be defined as:

Λ(t) =

∫ t

0

(u+Ψ) du,

and the survival function would be defined as:

S(t) = exp{−(
∫ t

0

(u+Ψ)du)} = exp{−t
2

2
−Ψt}

t2

2
+ Ψt+ logU = 0 =⇒ t = −Ψ+

√
Ψ2 − 2logU.

Please note that, given that 0 < U < 1, it always holds that√
Ψ2 − 2logU > |Ψ|. Therefore, −Ψ−

√
Ψ2 − 2logU is not considered

as a possible solution as survival times are always positive.

Tables 4.6, 4.7 and 4.7 show the MSE, variance and bias for the
total, direct and indirect effects comparing simple mediation to the
multimediate algorithm. A similar tendency to that of the constant
baseline hazard case can be observed. Again, both frameworks present
similar results for the total effect and the multimediate algorithm
presents, in general, a smaller MSE for the direct effect, even in the
context of no correlation between mediators. For the indirect effect,
the error is again similar in the context of no correlation between
mediators, and smaller for the multimediate algorithm in contexts of
correlated mediators.
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Table 4.6: Simulation results for the total effect in a monotonic time-dependent

baseline risk scenario

Correlation = -0.4 Correlation = 0 Correlation = 0.4

Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim

MSE 64.8 64.9 64.5 64.1 62.1 62.5 62.5 61.4 66.3 66.5 66.3 65.4

Var 50.8 50.9 50.6 50.9 48.1 48.1 48.1 48.1 50.1 50.4 50.4 49.9

Bias -3.7 -3.7 -3.7 -3.6 -3.7 -3.8 -3.8 -3.7 -4.0 -4.0 -4.0 -3.9

Table 4.7: Simulation results for the direct effect in a monotonic time-dependent

baseline risk scenario

Correlation = -0.4 Correlation = 0 Correlation = 0.4

Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim

MSE 4551.9 15205.0 5191.4 5882.7 2587.5 6769.4 2610.5 1456.6 1455.2 2349.3 1168.5 879.3

Var 360.0 671.3 499.3 5887.6 364.9 626.1 537.7 1425.0 375.9 661.3 515.3 880.7

Bias 64.7 120.6 68.5 -2.2 47.1 78.4 45.5 -5.8 32.9 41.1 25.6 0.30
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Table 4.8: Simulation results for the indirect effects (simple mediation / multime-

diate) in a monotonic time-dependent baseline risk scenario

Correlation = -0.4

Med 1 Med 2 Med 3

MSE 650.4 / 641.3 2236.9 / 1109.2 949.6 / 872.9

Var 308.8 / 639.0 613.1 / 1110.8 455.5 / 874.3

Bias -18.5 / -1.8 -40.3 / 0.56 -22.2 / -0.16

Correlation = 0

Med 1 Med 2 Med 3

MSE 309.2 / 310.3 598.4 / 597.8 491.0 / 492.6

Var 308.9 / 309.7 596.1 / 594.3 491.4 / 492.3

Bias -0.91 / -1.1 1.8 / 2.1 0.67 / 1.09

Correlation = 0.4

Med 1 Med 2 Med 3

MSE 508.3 / 458.6 2114.0 / 728.9 874.0 / 575.9

Var 337.1 / 445.5 603.5 / 729.5 457.7 / 576.9

Bias 13.1 / -3.7 38.9 / -0.76 20.4 / 0.26

Tables 4.9 and 4.10 show the empirical coverage of 95 % CIs.
As for the constant baseline risk scenario, total effects have similar
empirical coverage for both simple mediation and the multimediate
algorithm. However, the empirical coverage is much better for the
multimediate algorithm for both direct and indirect effects. Direct
effects have sometimes null empirical coverage in the simple mediation
models, and the empirical coverage is also clearly worse in contexts
of correlated settings. The multimediate model maintains good and
similar empirical coverage for all effects.
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Table 4.9: Empirical coverage of the confidence interval with theoretical coverage

of 95 % (proportion of simulations including the true value) of simple mediation

models in a monotonic time-dependent baseline risk scenario

Mediator 1

Indirect Direct Total

Correlation=-0.4 0.81 0.07 0.91

Correlation=0 0.95 0.32 0.92

Correlation=0.4 0.88 0.59 0.89

Mediator 2

Indirect Direct Total

Correlation=-0.4 0.60 0.005 0.91

Correlation=0 0.94 0.12 0.91

Correlation=0.4 0.60 0.60 0.90

Mediator 3

Indirect Direct Total

Correlation=-0.4 0.81 0.11 0.91

Correlation=0 0.94 0.46 0.92

Correlation=0.4 0.81 0.76 0.91

Table 4.10: Empirical coverage of the confidence interval with theoretical coverage

of 95 % (in proportions of simulations) of the multimediate algorithm in a monotonic

time-dependent baseline risk scenario

Indirect M1 Indirect M2 Indirect M3 Direct Total

Correlation=-0.4 0.96 0.94 0.94 0.95 0.90

Correlation=0 0.95 0.92 0.93 0.94 0.90

Correlation=0.4 0.92 0.94 0.95 0.93 0.89
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Non-monotonic baseline hazard

Let us now define the baseline hazard as the following piecewise func-
tion:

λ0(t) =


1, t < 1

2, 1 ≤ t < 2

1, t ≥ 2

Then, the cumulative risk would be defined as:

Λ(t) =



∫ t

0

(1 + Ψ)du = t+Ψt, t < 1

1 + Ψ +

∫ t

1

(2 + Ψ)du = 2t+Ψt− 1, 1 ≤ t < 2

2Ψ + 3 +

∫ t

2

(1 + Ψ)du = t+Ψt+ 1, t ≥ 2

Thus, the survival function would be defined as:

S(t) =



exp{−(t+Ψt)}, t < 1

exp{−(2t+Ψt− 1)}, 1 ≤ t < 2

exp{−(t+Ψt+ 1)}, t ≥ 2

and, following simple inequalities calculations, the survival time t
would be simulated as:
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t =



−logU
1 + Ψ

, U > exp(−1−Ψ)

−logU + 1

2 + Ψ
, exp(−1−Ψ) ≥ U > exp(−3− 2Ψ)

−logU − 1

1 + Ψ
, U ≤ exp(−3− 2Ψ)

Tables 4.11, 4.12 and 4.13 show the MSE, variance and bias for
the total, direct and indirect effects comparing simple mediation to
the multimediate algorithm. Tables 4.14 and 4.15 show the empirical
coverage of CIs. The patterns are essentially similar to those observed
in the previous two baseline hazard scenarios.

Table 4.11: Simulation results for the total effect in a non-monotonic baseline risk

scenario

Correlation = -0.4 Correlation = 0 Correlation = 0.4

Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim

MSE 44.8 45.1 44.9 45.1 43.5 43.5 43.4 43.6 40.9 40.7 40.7 40.9

Var 44.9 45.1 44.9 45.0 43.6 43.5 43.4 43.6 40.9 40.8 40.8 40.9

Bias 0.27 0.28 0.28 0.34 0.11 0.11 0.10 0.18 0.06 0.11 0.07 0.17

Table 4.12: Simulation results for the direct effect in a non-monotonic baseline risk

scenario

Correlation = -0.4 Correlation = 0 Correlation = 0.4

Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim Med 1 Med 2 Med 3 Multim

MSE 3620.3 1603.6 3066.6 2135.9 2264.4 669.3 2639.5 605.5 1298.5 584.7 2329.7 586.6

Var 122.3 505.2 55.3 2098.3 124.9 498.2 50.1 606.3 126.4 539.0 52.5 586.7

Bias 59.1 33.2 54.9 6.4 46.3 13.1 50.9 -0.43 34.2 -6.8 47.7 -0.94
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Table 4.13: Simulation results for the indirect effects (simple mediation / multime-

diate) in a non-monotonic baseline risk scenario

Correlation = -0.4

Med 1 Med 2 Med 3

MSE 253.8 / 201.6 846.5 / 988.8 21.8 / 20.9

Var 88.3 / 196.9 452.2 / 979.1 8.8 / 20.7

Bias -12.9 / -2.3 -19.9 / -3.4 -3.6 / -0.46

Correlation = 0

Med 1 Med 2 Med 3

MSE 88.5 / 89.1 445.0 / 450.4 8.5 / 8.5

Var 88.6 / 89.2 445.7 / 450.9 8.4 / 8.4

Bias -0.15 / -0.23 0.001 / 0.57 0.21 / 0.27

Correlation = 0.4

Med 1 Med 2 Med 3

MSE 224.1 / 105.2 874.6 / 617.9 20.9 / 12.5

Var 84.5 / 105.4 478.0 / 616.6 9.7 / 12.4

Bias 11.8 / -0.11 19.9 / 1.5 3.3 / -0.3
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Table 4.14: Empirical coverage of the confidence interval with theoretical coverage

of 95 % (proportion of simulations including the true value) of simple mediation

models in a non-monotonic baseline risk scenario

Mediator 1

Indirect Direct Total

Correlation=-0.4 0.71 0 0.96

Correlation=0 0.94 0.01 0.95

Correlation=0.4 0.73 0.15 0.96

Mediator 2

Indirect Direct Total

Correlation=-0.4 0.83 0.66 0.96

Correlation=0 0.96 0.91 0.95

Correlation=0.4 0.83 0.92 0.96

Mediator 3

Indirect Direct Total

Correlation=-0.4 0.78 0 0.96

Correlation=0 0.97 0 0.95

Correlation=0.4 0.81 0 0.96

Table 4.15: Empirical coverage of the confidence interval with theoretical coverage

of 95 % (in proportions of simulations) of the multimediate algorithm in a non-

monotonic baseline risk scenario

Indirect M1 Indirect M2 Indirect M3 Direct Total

Correlation=-0.4 0.93 0.94 0.94 0.94 0.95

Correlation=0 0.94 0.93 0.97 0.94 0.94

Correlation=0.4 0.95 0.93 0.94 0.93 0.95
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Discussion

In this work, we extended the quasi-bayesian multimediate algorithm
to a time-to-event setting using the semiparametric additive hazards
model. We theoretically demonstrated that, under certain assump-
tions, indirect, direct and total effects can be calculated using the
counterfactual framework in survival settings. We additionally con-
ducted a simulation study under different baseline risk scenarios and
different levels of correlations between mediators to show that the
multimediate algorithm has a better performance, in terms of MSEs
and CI coverage, than simple mediation analysis, especially in the set-
ting in which mediators are correlated. This work has been added to
Github as part of an extension of the original R package multimediate
developed by Jerolon et al. [9].

Our simulation study shows that, in general, and regardless of the
baseline risk definition, the MSEs are smaller for both direct and in-
direct effects for the multimediate algorithm as compared to those of
the simple mediation framework, especially in settings of correlated
mediators. Of note, the empirical coverage of the CIs in the multime-
diate algorithm is far better than that of simple mediation analysis, in
which the empirical coverage is worsened for both direct and indirect
effects in the context of correlated mediators.

Survival analysis is widely used in mediation analysis applied to
medical settings, in which one might be interested in evaluating the
potential mediating effect of a biological process on the association be-
tween an exposure or treatment and a health outcome. Traditionally,
mediation analysis has been conducted using additive hazards mod-
els [199], however, to our knowledge, no multi-mediator algorithms
for correlated mediators with survival endpoints have been developed
to date. Additive hazards models have several advantages as com-
pared to Cox proportional hazards models. Rate differences provide a
more straightforward interpretation in attributable cases per person-
years and, unlike hazard ratios, are collapsible [142], meaning that the
magnitude of the coefficient of the exposure would not change when
adjusting the model for a variable that is unrelated to the exposure.
In addition, in settings in which the proportional hazards assumption
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is not fulfilled [201], the additive models are more appropriate.

However, this model is not without complications. Convergency
issues might arise with this survival version of the multimediate algo-
rithm in settings of small sample sizes or very high inverse correlations
between mediators, as the Lin-Ying model might present more conver-
gency issues than the Cox model. In our setting, inverse correlations
between mediators lower than −0.4 presented convergency issues even
for sample sizes greater than 10, 000. On the other hand, given that
survival models in general are less informative than linear models due
to censoring, larger sample sizes are needed for a survival model than
for a linear model to obtain similar results in terms of robustness.
This is the reason why we chose larger sample sizes for the simulation
study as compared to the simulation study conducted in Jerolon et al.
for continuous outcomes [9].

Furthermore, the context of this work requires two important as-
sumptions. First, as stated in Jerolon et al. [9], this work is restricted
to the setting in which the correlation between counterfactual medi-
ators is independent of the exposure or treatment. Relevant future
work should include the development of methods for addressing the
situation in which the correlation between mediators is dependent on
the exposure. Second, we assume that the joint distribution of the
mediators is a multivariate normal. This is not necessarily true in
settings in which mediators are not independent. However, this is not
feasible to prove in practice as all linear combinations of the mediators
should follow a normal distribution in order to conclude that the joint
distribution of the mediators is a multivariate normal. Deviations
from multivariate normality should be studied in future work.

Of note, the multimediate algorithm uses the counterfactual frame-
work to identify direct, indirect and total effects. Traditional media-
tion approaches such as the product of coefficients and the difference
of coefficients [197] approaches can lead to biased effect estimates in
presence of exposure-mediator interactions. As stated by Richiardi et
al. [196], the natural direct effects and natural indirect effects as de-
fined by the counterfactual framework can provide valid estimates even
in the case of exposure-mediator interactions. Our extension of the
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multimediate algorithm provides direct, indirect and total effect esti-
mates in all strata of the exposure, thus, potential exposure-mediator
interactions can be identified.

In conclusion, the multimediate algorithm is able to conduct mul-
tiple mediation analysis in presence of correlations between mediators.
Unlike multiplicative models, the semiparametric additive risks model
provides the effect in a rate difference scale, which is a more inter-
pretable measure in a survival setting and can be highly informative
for public health.
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4.4.2 Data application 2: contribution of blood DNAmethy-
lation to explain the association between smoking and
smoking-related cancer

Differential patterns in blood DNA methylation are associated with
lung cancer, the main cause of cancer death worldwide [55, 57, 56, 58,
59], suggesting that DNA methylation changes may play a key role in
tumorigenesis [202]. However, studies investigating the role of DNA
methylation in smoking-related lung cancer are unclear [203]. Hy-
pomethylation of CpGs annotated to smoking-related genes including
AHRR and F2RL3 has been associated with lung cancer [204]. An
in-vitro study showed that smoking-induced epigenetic changes in the
KRAS oncogene might lead to sensitization of bronchial epithelial cells
for malignant transformation [205]. However, two Mendelian random-
ization studies have provided little evidence in favor of a causal role of
DNA methylation in lung cancer [206, 207]. In most studies of smok-
ing, DNA methylation and cancer are limited by the lack of time to
incident (i.e. newly diagnosed) cancer or the lack of formal mediation
analysis.

On the other hand, smoking is associated with at least 11 types
of cancer beyond lung cancer [208]. Although the evidence is weaker
compared to lung cancer, differences in DNA methylation have also
been related to other smoking-related cancers such as liver [63, 62]
esophageal [209], stomach [68, 69], colorectal [61, 60] pancreatic [67,
66] bladder [210, 211] prostate [212, 213] and kidney [65, 64] cancer.
Large prospective studies are needed to evaluate whether effects of
smoking in smoking-related cancers beyond lung cancer could be par-
tially mediated by differential DNA methylation.

In this study, we investigated whether the association of current
and cumulative smoking with lung cancer and smoking-related cancer
risk might be explained by differences in human blood DNA methyla-
tion. We used data from the SHS as described in section 1.5 (discovery
population), and the FHS (replication population). we used the ex-
tended multimediate algorithm described in section 4.3 to jointly as-
sess mediated effects in a way that can account for correlations across
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DNA methylation sites, which enabled the evaluation of the most im-
pactful DMPs potentially driving smoking-related cancer risk.

In addition, we explored potential functional implications of the
DMPs identified in our study using whole blood gene expression in a
subset of FHS participants. Bioinformatic pathway enrichment analy-
sis enabled the exploration of potential biological pathways that might
be involved on the association between smoking and cancer through
DNA methylation differences.

Outcome assessment in the Strong Heart Study

Cancer incidence was assessed by self-report during interviews, death
certificates and/or chart reviews and pathology reports if available.
Smoking-related cancers included lung cancer, esophageal-stomach can-
cer, colorectal cancer, liver cancer, pancreatic cancer, and kidney can-
cer. We calculated follow-up from the date of baseline examination to
the date of cancer diagnosis or 31 December 2017, whichever occurred
first.

Replication study population: The Framingham Heart Study

Cancer incidence was assessed by interviews, death certificates, and/or
chart reviews that included pathology reports, and crosschecked with
official medical records whenever possible. We included lung, bladder
and prostate cancers. We calculated the follow-up from the date of
baseline examination to the date of cancer diagnosis or December 31,
2016, whichever occurred first.

DNA methylation measurements in the Framingham Heart
Study

DNA methylation was measured in 2,648 participants who partici-
pated in the 8th visit (2005-2008) and 1,522 Generation III partici-
pants who participated in the second visit (2006-2009). Details of mi-
croarray DNA methylation measurements have been published [18].
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Briefly, DNA methylation was assayed from whole blood using the
450K array, which contains 485,512 CpG sites. There were 4,170 sam-
ples passing quality control, 2,648 belonging to the Offspring cohort
and 1,522 to the third Generation cohort. Please note that the FHS
data used in this project is different from that used in section 3.2.2,
as only data from the Offspring cohort was used in the project de-
scribed in section 3.2.2. Raw methylated and total probe intensities
were extracted using the Illumina Genome Studio methylation module.
Preprocessing of the methylated signal and unmethylated signal was
conducted using the DASEN function of the R package wateRmelon2
[214]. Further details regarding DNA methylation data preprocessing
can be found in [18]. The final sample size was N=4170.

Gene expression measurements in the Framingham Heart
Study

Gene expression from paired whole blood RNA was sequenced at > ×
30 depth of coverage using RNA-SeQC v1.1.9. according to TOPMed
RNA-Seq pipeline v242 [215]. Expression quantitative trait methy-
lation (eQTM) refers to CpGs associated with gene expression levels
of some transcript. To explore whether DNA methylation changes
in significant CpGs in the mediation analysis influence gene expres-
sion, we conducted an eQTM analysis in the FHS. This analysis was
not conducted in the SHS due to lack of gene expression data. The
RNA for the gene expression came from whole blood. Further details
regarding gene expression assessment are presented in [216]. Gene ex-
pression data was normalized using the edgeR package [217] and log-2
transformed. PC regression [218] was performed to identify techni-
cal covariates (i.e. batch effects) in the RNASeq dataset, which in-
cluded RNA integrity number, batch, RNA concentration, and ship-
ping boxes. Identified potential batch effects were subsequently cor-
rected as needed by obtaining residualized expression from batch-
adjusted regression.

Cis-eQTMs were defined as eQTMs in which the CpG site falls
within a 1 Mb distance from the gene transcription start site. Trans-
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eQTMs were defined as those with target genes on other chromosomes
or genes outside the contiguous cis-blocks.

Statistical Methods

Association of smoking with smoking-related cancers. We used Cox
proportional hazards models and additive hazard models [147] to es-
timate relative hazards and hazard differences for cancer in the SHS.
Models accounted for potential confounding due to age, sex, BMI
and study center (Arizona, Oklahoma, or North Dakota and South
Dakota). Former smoking has been associated with cancer mortality
in the SHS [219]. Consequently, we kept the regression coefficient for
former smoking status in the models (i.e. two indicator variables were
simultaneously introduced in the regression models, for mutually ex-
clusive former and current smoking status categories, with the never
smoking category being the reference). Former smoking indicator was
thus considered an adjustment variable. Cumulative smoking models
were additionally adjusted for current smoking status using an indi-
cator variable.

Differential Methylation Analysis by ISIS-enet. We first conducted a
screening among the CpG sites that were associated with smoking in
previous work in the SHS (303 CpGs in total) [220], by using a Cox
ISIS coupled with elastic-net (ISIS-enet, as conducted by the extended
SIS R package described in section 3.1.5) to select CpG sites associated
with time to lung cancer and time to smoking-related cancers. In
differential methylation analysis, we used the same adjustment models
as in the association analysis of smoking with smoking-related cancer,
but additionally including DNA methylation-related variables such as
cell counts (CD8T, CD4T, NK, B cells and monocytes) and five genetic
PCs as described in section 1.5.

Mediation analysis based on additive hazards models. We calculated
natural direct, indirect and total effects based on the product of co-
efficients method for survival mediation analysis using additive haz-
ards models as described in section 2.4. Our outcome model was an
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additive hazards model with time to incident cancer as outcome, cur-
rent smoking and cumulative smoking as exposures, and logit-2 trans-
formed DNA methylation proportions (M values) as mediators. Given
that DNA methylation changes are reversible upon smoking cessation
[206], and that cancer risk decreases over time in former smokers [207],
we did not consider former smoking as an exposure of interest in our
mediation analysis. Our mediator model was a linear model with the
same logit-2 transformed DNA methylation proportions as outcomes,
and smoking-related variables as the exposure. Models were adjusted
for the same variables used in differential methylation analysis.

First, separate mediation models were run for each of the DMPs
selected by the ISIS-enet model for each of the two endpoints and two
exposures (current smoking status or cumulative smoking) in the SHS.
For statistically significant CpGs identified in the SHS that were in-
cluded in the 450K array, we subsequently reproduced single mediator
models using FHS data.

Mediated effects were reported as differences in cancer cases com-
paring current to never smokers, or differences in cancer cases per
a 10 cigarette pack-years increase, attributable to smoking-related
blood DNA methylation differences per 100,000 person-years. The
corresponding 95 % CIs were calculated using resampling from the
multivariate normal distribution as described in Lange and Hansen
[139].

Expression quantitative trait methylation (eQTM) analysis. To quan-
tify the association between DNA methylation and gene expression,
we conducted an eQTM analysis. We fitted a linear model for DMPs
that were significant in the single-DMP mediation analysis both in the
SHS and the FHS. The final regression model included batch effect-
corrected expression as the dependent variable, batch effect-corrected
DNA methylation as an independent variable, and adjustment for sex,
age, predicted blood cell fraction to account for signal heterogeneity
from multiple sample types [221], five expression PCs and 10 DNA
methylation PCs.
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Multimediator model. In presence of correlated mediators, traditional
mediation analysis methods might lead to individual relative mediated
effects that add up to more than 100 %, which suggests that some
pathways are overlapping and the joint and individual effects remain
unidentifiable. To address this limitation, we extended the multime-
diate algorithm to the survival data setting using additive hazards
models as described in section 4.3. Our novel multimediate algorithm
is able to identify individual mediated effects of several mediators si-
multaneously while taking into account correlated mediators. In this
setting, relative mediated effects could never add up to more than 100
%. The multimediator model was only evaluated for current versus
never smoking, as it has not yet been extended to continuous expo-
sures or treatments. Mediated effects with p-values lower than 0.05
were considered statistically significant.

Individual indirect effects cannot be correctly identified in pres-
ence of correlated mediators using the traditional “difference of coeffi-
cients” method [197]. However, the joint mediated effect for a given set
of correlated mediators as calculated by the “difference of coefficients”
method and the joint indirect effect as calculated by the multimediate
algorithm should yield similar results. We thus ran post-hoc sensitiv-
ity analyses using the traditional “difference of coefficients method”
to provide additional support to our newly developed multi-mediator
model.

Enrichment analysis. We conducted a KEGG enrichment analysis
out of the genes annotated to cis- and trans- eQTMs to explore pos-
sible biological implications of our findings. We considered a given
KEGG pathway as significantly enriched if the enrichment p-value
was ≤ 0.01 based on a two-sided hypergeometric test and at least 10
eQTM-related genes were contributing to that pathway. The Kappa
statistic, which is used to define KEGG terms interrelations (edges)
and functional groups based on shared genes between terms, was set
to 0.4. The enrichment analysis was performed using Cytoscape (ver-
sion.3.8.2) [158] with the ClueGO (version 2.5.8) and CluePedia (ver-
sion 1.5.8) plugins [159].
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Sensitivity analysis. Oncogenic transformations can happen several
years before cancer diagnosis. Thus, as an attempt to discard cases
where DNA methylation may have been measured after oncogenic
transformations started, we repeated the mediation analysis exclud-
ing individuals with cancer that was diagnosed in the first 5 follow-
up years (10 lung cancer and 27 smoking-related cancer cases ex-
cluded). Given the non-statistically significant inverse association be-
tween smoking and liver cancer in the SHS, we conducted an addi-
tional sensitivity analysis excluding the liver cancer cases from the
smoking-related cancer endpoint in the mediation analysis.

Results

Association of smoking and smoking-related cancers. Participants
with lung cancer and smoking-related cancers were older, had higher
cumulative smoking and were mostly current smokers, especially for
lung cancer (Table 4.16). Adjusted hazard ratios (HR) (95 % CIs) in
the SHS for current versus never smoking and cumulative smoking for
different cancers can be found in Table 4.17.

Table 4.16: Participant characteristics for the Strong Heart Study and the Fram-

ingham Heart Study by cancer status.

Strong Heart Study Framingham Heart Study

Smoking-related Lung cancer Non-cases Smoking-related Lung cancer Non-cases

cancer (N=222) (N=97) (N=2013) cancer (N=251) (N=56) (N=3919)

Age (years), 57 (51.2, 64.6) 57.6 (52.8, 64.7) 54.7 (49.0, 61.6) 69 (62, 75) 68 (61, 74.3) 59 (48, 68)

median (IQR)

Sex, % Male 47.3 53.6 40.5 80.5 44.6 44.2

Smoking status

Former, % 26.6 15.5 30.2 67.3 71.4 45.2

Current, % 54.5 75.3 37.7 11.2 23.2 10.5

Pack-years, 12.5 (1, 34) 26 (9, 44) 3 (0, 17) 0.63 (0, 16.6) 18.1 (1.8, 37.5) 0.25 (0, 10.5)

median (IQR)

BMI, median 28.7 (25.3, 32.7) 27.5 (24.5, 30.8) 29.7 (26.3, 33.7) 27.8 (25.6, 30.5) 27.4 (23.4, 30.6) 27.3 (24.2, 31.0)

(IQR)
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Table 4.17: Hazard ratios and rate differences (cases/100,000 person-years) (95 %

CI) of smoking-related cancer by current and cumulative smoking in the Strong

Heart Study (N=2235).

Smoking status (current versus never) Cumulative smokinga

N cases/non-cases HR (95 % CI) RD (95 %CI), cases/ HR (95 % CI) RD (95 %CI), cases/

100000 person-year 100000 person-year

Smoking-related

cancers 222 / 2013 2.5 (1.7, 3.6) 440.2 (280.1, 600.3) 1.2 (1.1, 1.3) 152.0 (76.1, 228.0)

Non-lung smoking-

related cancers 125 / 2107 1.4 (0.9, 2.2) 101.3 (-18, 220.6) 1.1 (1.0, 1.2) 17.9 (-25.4, 61.2)

Lung 97 / 2138 5.7 (2.8, 11.7) 334.4 (227.5, 441.3) 1.3 (1.2, 1.4) 132.4 (68.1, 196.8)

Colorectal 46 / 2189 1.7 (0.8, 3.6) 61.4 (-13.8, 136.5) 1.1 (1, 1.3) 6.5 (-17.2, 30.2)

Kidney 24 / 2211 1.4 (0.4, 4.3) 17.2 (-30.3, 64.7) 1.1 (0.9, 1.3) 4.6 (-15.9, 25.1)

Pancreatic 23 / 2212 1.7 (0.5, 5.5) 15.5 (-24.6, 55.6) 1.1 (0.9, 1.4) 4.0 (-16.2, 24.1)

Esophageal-stomach 23 / 2212 1.5 (0.5, 4.5) 18.8 (-31.7, 69.2) 1.2 (1.0, 1.4) 19.5 (-6.9, 45.8)

Liver 19 / 2216 0.6 (0.2, 1.9) -15.1 (-69.8, 39.5) 0.7 (0.4, 1.2) -6.7 (-14.2, 0.9)

Abbreviations: HR, Hazard ratios from Cox proportional hazards models; RD, rate dif-

ferences from additive hazards models.

Models were adjusted for age, sex, BMI and center.
a Cumulative smoking models per 10 cigarette pack-years increase were additionally ad-

justed for current smoking status (yes/no).

Mediation Analysis. The Cox ISIS model selected 62 and 69 DMPs
associated with lung cancer (Appendix C, Table C1) and smoking-
related cancers (Appendix C, Table C2), respectively. In lung cancer
models, 29 (out of 62) CpGs had statistically significant indirect ef-
fects in the SHS for current versus never smoking. Among those, 20
were also measured in the FHS, of which 14 were replicated in the
FHS (Table 4.18). For cumulative smoking, 20 (out of 62) CpGs had
statistically significant indirect effects in the SHS. Among those, 14
were also measured in the FHS, of which four were replicated in the
FHS (Appendix C, Table C3).

In smoking-related cancer models, for current versus never smok-
ing, 37 (out of 69) CpGs had statistically significant indirect effects in
the SHS. Among those, 17 CpGs were measured in the FHS, of which
five were replicated in the FHS (Appendix C, Table C4). For cumula-
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tive smoking, 20 CpGs (out of 69) had statistically significant indirect
effects in the SHS. Among those, 11 were measured in the FHS, of
which six were replicated in the FHS (Appendix C, Table C5).

Table 4.18: Differences in lung cancer cases per 100,000 person-years comparing cur-

rent to never smokers attributable to differences in DNA methylation for each CpG

(’mediated effects’) in the Strong Heart Study and replication in the Framingham

Heart Study.

Strong Heart Study Framingham Heart Study

Mediated (i.e., indirect) effect Direct effect Mediated (i.e., indirect) effect Direct effect of

of current vs never smoking of current vs never of current vs never smoking current vs never

through DNAmb smokinga through DNAmb smokinga

CpG Gene Difference in cancer Percentage of Absolute difference Difference in cancer Percentage of Absolute difference

cases attributable to difference in in cancer cases cases attributable to difference in in cancer cases

DNAm (95 % CI) cancer cases comparing current DNAm (95 % CI) cancer cases comparing current

per 100,000 attributable to vs never smokers per 100,000 attributable to vs never smokers

person-years DNAm (95 % CI) (95 % CI) per person-years DNAm (95 % CI) (95 % CI) per

100,000 person-years 100,000 person-years

cg05575921 AHRR 253.9 (167.3, 342.3) 76.5 (50.9, 113.6) 78.0 (-34.5, 190.5) 207.7 (65.7, 350.1) 68.8 (23.2, 172.8) 94.1 (-107.9, 295.5)

cg21566642 ALPG 152.9 (85.9, 221.3) 45.5 (25.3, 73.7) 183.6 (66.5, 300.3) 172.2 (71.3, 273.7) 57.3 (24.2, 142.2) 128.5 (-58.1, 315.1)

cg14391737* PRSS23 149.9 (92.2, 210.0) 42.7 (26.8, 64.4) 201.1 (94.4, 307.4) - - -

cg03636183 F2RL3 136.9 (79.9, 195.5) 41.0 (24.3, 63.9) 196.8 (90.1, 303.2) 191.4 (57.5, 326.1) 63.9 (20.5, 162.1) 108.3 (-90.2, 306.7)

cg01940273 ALPG 107.0 (47.9, 167.2) 31.9 (14.0, 56.2) 228.9 (109.8, 347.8) 93.4 (12.5, 174.5) 31.7 (4.4, 89.4) 201.4 (12.3, 390.5)

cg24859433 IER3 91.4 (49.2, 136.4) 26.7 (14.7, 42.3) 251.1 (146.6, 355.5) 95.3 (21.8, 169.6) 32.1 (7.9, 84.7) 201.5 (18.3, 384.7)

cg03329539 ALPG 72.7 (32.5, 115.1) 21.6 (9.5, 38.1) 263.9 (152.6, 374.8) 76.0 (30.2, 122.6) 25.7 (10.9, 62.5) 219.9 (44.1, 395.7)

cg17739917* RARA 69.9 (26.9, 114.1) 20.6 (8.1, 35.8) 270.4 (163.1, 377.4) - - -

cg09842685* FGF23 64.1 (36.2, 94.1) 18.8 (10.8, 29.6) 276.5 (173.9, 378.9) - - -

cg01899089 AHRR 51.3 (24.9, 80.2) 15.1 (7.6, 24.9) 288.5 (184.8, 392.1) 55.2 (16.2, 95.5) 18.6 (6, 45.8) 242.1 (64.7, 419.4)

cg04885881 SRM 50.8 (15.4, 87.7) 14.8 (4.7, 27.1) 291.6 (185.4, 397.6) 89.8 (40.1, 141.2) 30.4 (13.8, 75.3) 205.4 (28.2, 382.5)

cg03707168 PPP1R15A 48.4 (16.9, 82.7) 14.2 (5.1, 25.6) 292.4 (186.4, 398.2) 61.2 (17.2, 106.1) 20.6 (6.5, 50.5) 235.5 (59.3, 411.6)

cg11902777 AHRR 42.6 (25.3, 62.2) 12.4 (7.4, 19.5) 301.2 (196.0, 406.3) 43.7 (11.2, 77.2) 15.0 (4.1, 39.6) 248.5 (68.6, 428.2)

cg14580211 SMIM3 39.3 (10.2, 69.8) 11.5 (3.1, 21.9) 301.6 (194.9, 408.0) 42.1 (-13.9, 98.9) 14.4 (-6.2, 43.9) 250.1 (70.4, 429.9)

cg14624207 LRP5 38.3 (16.6, 62.7) 11.4 (4.9, 20.1) 298.7 (193.1, 404.1) 40.0 (-6.1, 86.7) 13.6 (-2.5, 41.9) 254.2 (70.3, 437.9)

cg27241845 ECEL1P2 36.2 (11.3, 63.6) 10.8 (3.4, 20.5) 299.4 (192.3, 406.1) 45.3 (6.5, 84.8) 15.5 (2.6, 39.3) 246.8 (70.9, 422.6)

cg01513913 FAM30A 35.1 (12.0, 60.5) 10.4 (3.5, 19.7) 301.7 (193.9, 409.3) 33.1 (-7.6, 74.9) 11.3 (-2.7, 41.2) 259.6 (68.6, 450.4)

cg16207944* FAM30A 33.9 (12.5, 57.4) 10.1 (3.7, 18.6) 302.9 (196.3, 409.2) - - -

cg23916896 AHRR 33.9 (12.5, 57.5) 10.0 (3.8, 17.9) 305.3 (200.6, 409.8) 95.8 (47.0, 145.7) 32.3 (15.1, 82.1) 201.1 (20.2, 382.0)

cg07251887 RECQL5 29.3 (10.5, 50.8) 8.7 (3.2, 16.1) 307.8 (201.7, 413.6) 59.8 (21.2, 99.6) 20.4 (6.8, 57.8) 233.5 (47.8, 419.3)

cg02738868* ELMSAN1 28.7 (5.3, 53.8) 8.5 (1.6, 17.2) 310.6 (202.7, 418.2) - - -

cg06521527* NEDD9 27.4 (8.9, 48.1) 8.0 (2.7, 14.6) 314.5 (209.8, 419.1) - - -

cg24947681* THBS1 26.6 (7.9, 47.4) 7.9 (2.4, 15.3) 310.5 (203.5, 417.3) - - -

cg16201146 SLC24A3 26.0 (9.1, 45.5) 7.6 (2.8, 13.8) 315.7 (210.9, 420.3) 17.9 (-6.6, 43.5) 6.2 (-2.9, 19.1) 274.2 (93.4, 455.1)

cg18158149* NOS1AP 25.9 (6.8, 47.3) 7.6 (2.1, 14.1) 317.7 (213.8, 421.4) - - -

cg23025288* HS6ST1 23.6 (5.8, 43.7) 7.0 (1.8, 13.6) 312.7 (207.6, 417.6) - - -

cg23771366 PRSS23 23.7 (3.7, 45.7) 7.0 (1.1, 14.4) 316.1 (209.1, 422.7) 80.1 (22.8, 138.6) 27.2 (9.1, 64.4) 214.4 (42.8, 385.9)

cg24556382 GALNT7 19.5 (5.3, 36.0) 5.7 (1.6, 10.7) 321.9 (217.5, 425.9) 32.8 (-2.9, 69.4) 11.2 (-1.2, 35.3) 260.2 (75.6, 444.8)

cg25799109 ARHGEF3 19.4 (3.8, 37.2) 5.7 (1.1, 11.6) 319.1 (213.3, 424.6) 3.9 (-14.2, 22.5) 1.4 (-6.8, 9.4) 286.0 (103.1, 468.9)

Abbreviations: CI, confidence interval; DNAm, DNA methylation.
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* CpGs not present in the 450K array, therefore not evaluated in the Framingham Heart
Study.

Models were adjusted for age, sex, former smoking, BMI and cell counts (CD8T, CD4T,
NK, B cells and monocytes). Additionally adjusted for study center (Arizona, Oklahoma
or North and South Dakota) and five genetic PCs in the Strong Heart Study.

a Absolute changes in cancer incidence (per 100,000 person-years) for current versus never
smokers were obtained from additive hazards models.

b Effects mediated by DNA methylation were estimated with the ‘product of coefficients
method’ that multiplies the coefficient for the mean change in DNA methylation for the
current versus never smoking comparison from the mediator model by the absolute change
in cancer incidence cases for the current versus never smoking comparison (difference in
change reflecting the number of attributable cancer cases per 100,000 person-years), and
relative to the adjusted changes in cancer cases before adding DNA methylation to the
model. The 95 % confidence intervals in the table were derived by simulation from the
estimated model coefficients and covariance matrices.

A descriptive table comparing blood DNA methylation propor-
tions in the SHS and the FHS for the CpGs that were statistically
significant in the mediation analysis in both the SHS and the FHS
is shown in Appendix C, Table C6. DNA methylation proportions
at the specific CpGs were highly consistent in the SHS and the FHS.
DNA methylation proportions were generally lower in individuals that
developed cancer as compared to those that did not.

Expression quantitative trait methylation (eQTM) and biological path-
way enrichment. At a statistical significance p-value < 10-4, 17 me-
diating DMPs of lung cancer in common for the SHS and FHS were
associated with 12 cis-eQTMs and 2415 trans-eQTMs. The large ma-
jority of the eQTM-associated transcripts (75.7 % of transcripts in
trans and 83.3 % of transcripts in cis) showed, overall, gene expres-
sion downregulation. The number of cis-eQTMs and tras-eQTMs, as
well as the direction of association and the CpG location, are shown
for the DMPs that were significant in the mediation analysis for both
the SHS and the FHS or in the multimediator model in Appendix
C, Table C7. Biological pathway enrichment analysis of target genes
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annotated to eQTM-associated transcripts showed 54 enriched biolog-
ical pathways (Figures 4.1 and 4.2). Figure 4.1 displays overlapping
DMPs, eQTMs and KEGG biological pathways by the evaluated ex-
posures and endpoints. The enriched pathways were largely related to
cancer (Figure 4.2).

Figure 4.1: Summary of identified differentially methylated positions, expression

quantitative trait methylation genes and enriched biological pathways by endpoint

and smoking-related variables. A) Venn diagram of differentially methylated posi-

tions with significant mediated effects both in the SHS and FHS by combinations of

evaluated endpoints and smoking variables. B) Venn diagram of genes annotated to

the differentially expressed transcripts in trans in the Framigham Heart Study by

combinations of evaluated endpoints and smoking variables. C) Upset plot of the

overlapping enriched KEGG pathways.
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Figure 4.2: Network of significantly enriched pathways for annotated trans expres-

sion quantitative trait methylation genes from CpGs with significant mediated effects

in the Strong Heart Study and the Framingham Heart Study.

KEGG pathways are represented as nodes and the node size represents the term enrichment

significance (increasing size of nodes reflect smaller p-values). Nodes with the same colors

reflect they belong to the same cluster based on a Kappa clustering statistic cut-off of 0.4.

The nodes with colored letters represent the most significant pathway within a clustering

group.

Multimediator analysis. In multi-mediator models, in absolute terms,
of the 385.7 (95 % CI 265.9, 509.8) incident lung cancer cases per
100,000 person-years attributable to current smoking, 223.6 (95 %
126.1, 324.5), 62.6 (95 % CI 16.8, 110.2) and 28.3 (95 % CI 11.5, 46.5)
lung cancer cases were attributable to differences in DNA methylation
in cg05575921 (AHRR), cg24859433 (IER3 ) and cg11902777 (AHRR),
respectively (Table 4.19). For incident smoking-related cancer, in ab-
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solute terms, of the 506.7 (95 % CI 315.1, 698.6) smoking-related
cancer cases per 100,000 person-years attributable to current smok-
ing, 148.5 (95 % CI 59.7, 240.5), 90.9 (95 % CI 47.9, 137.9), 59.6 (95
% CI 26.2, 98.6) and 28.1 (95 % CI 9.5, 52.6) cases were attributable
to DNA methylation differences in cg19859270 (GPR15 ), cg01513913
(FAM30A), cg16201146 (SLC24A3 ) and cg01002722 (FSCN1 ), re-
spectively (Table 4.19). The joint mediated effects estimated using
the “difference of coefficients method” were similar to the sum of in-
dividual mediated effects calculated using the multimediator model
(Appendix C, Tables C8 and C9).

Table 4.19: Differences in cancer cases per 100,000 person-years comparing cur-
rent to never smokers attributable to differences in DNA methylation for each CpG
(’mediated effects’) from a multimediator model in the Strong Heart Study.

CpG Gene Mediated (i.e. indirect) Percentage of difference

effect of current vs in cancer cases attributable

never smoking through to DNAm (95 % CI)b

DNAm (95 % CI)a

Lung cancer

cg05575921 AHRR 223.6 (126.1, 324.5) 58.1 (30.8, 98.4)

cg24859433 IER3 62.6 (16.8, 110.2) 16.2 (4.2, 32.1)

cg11902777 AHRR 28.3 (11.5, 46.5) 7.3 (2.9, 13.8)

cg05575921 +

cg24859433 + cg11902777 Joint effect 314.6 (210.4, 419.5) 81.3 (55.4, 120.4)

Smoking-related cancer

cg19859270 GPR15 148.5 (59.7, 240.5) 29.2 (11.3, 57.3)

cg01513913 FAM30A 90.9 (47.9, 137.9) 17.9 (8.9, 33.0)

cg16201146 SLC24A3 59.6 (26.2, 98.6) 11.7 (4.9, 23.3)

cg01002722 FSCN1 28.1 (9.5, 52.6) 5.3 (1.8, 11.9)

cg19859270 + cg01513913 +

cg16201146 + cg01002722 Joint effect 327.2 (211.8, 446.2) 64.4 (40.7, 103.7)

Abbreviations: DNAm, DNA methylation; CI; confidence interval.

Direct effect of smoking in lung cancer: 71.1 (-60.7, 200.0), total effect: 385.7 (265.9,
509.8).

Direct effect of smoking in smoking-related cancer: 179.6 (-13.1, 315.1), total effect: 506.7
(315.1, 698.6).
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a Mediated effects are calculated based on the counterfactual framework, i.e. leaving the
exposure constant and substracting the number of cancer cases per 100,000 person-years
with DNA methylation fixed to the value it would take in presence of current smoking
to the number of cancer cases per 100,000 person-years with DNA methylation fixed to
the value it would take in absence of smoking: Y (E,M(1))–Y (E,M(0)), being 1 current
smoking and 0 never smoking. For individual mediated effects, DNA methylation levels of
all CpGs except the CpG of interest are fixed to the value of the exposure (i.e., only the
CpG of interest is variable). For the joint mediated effects, all CpGs are variable.

b Mediated percentages are calculated dividing the mediated effect by the total effect.
The total effect is calculated based on the counterfactual framework, i.e. substracting
the number of cancer cases per 100,000 person-years with the exposure fixed to current
smoking and DNA methylation fixed to the value it would take in presence of current
smoking to the number of cancer cases per 100,000 person-years with the exposure fixed
to never smoking and DNA methylation fixed to the value it would take in absence of
smoking Y (1,M(1))–Y (0,M(0)), being 1 current smoking and 0 never smoking. Model
adapted from [9].

Models were adjusted for age, sex, former smoking, BMI, study center (Arizona, Oklahoma
or North and South Dakota) cell counts (CD8T, CD4T, NK, B cells and monocytes) and
five genetic PCs.

Sensitivity analysis. The mediation models excluding cancer cases
diagnosed during the first 5 follow-up years yielded similar results
as compared to the main analyses (Appendix, Tables C10 to C13).
The results of the mediation analysis excluding liver cancer from the
smoking-related cancer endpoint yielded highly similar results (Ap-
pendix, Table C14).

Discussion

In our study, we conducted a formal mediation analysis (including mul-
tiple mediators evaluated simultaneously) using time-to-newly diag-
nosed cancer data, and found that a substantial extent of the prospec-
tive association of smoking with lung and smoking-related cancers
was explained by differences in blood DNA methylation. Results were
largely consistent in the FHS, including additional validation of find-
ings with gene expression data, which mostly showed methylation-
related downregulation of distant genes that have a plausible role on

137



Chapter 4. Causal mediation for uncausally related mediators

cancer biological pathways. In the multimediator model, a joint medi-
ated effect of 81.3 % was driven by three DMPs (annotated to AHRR
and IER3 ) for lung cancer, and a joint mediated effect of 64.4 % was
driven by four DMPs (annotated to GPR15, FAM30A, SLC24A3 and
FSCN1 ) for smoking-related cancers.

Of note, our novel multimediate algorithm enabled us to explore
the joint mediated effects of DMPs. Although many DMPs showed
individual mediated effects in the single mediation analysis, the multi-
mediate algorithm identified that the mediated effect was only driven
by three and four DMPs for lung and smoking-related cancers, respec-
tively. This means that many DMPs were identified as mediators by
the single mediation analysis just because of having high correlations
with actual mediators, but when considering them jointly in the same
model, their contribution to the mediated effect was not significant.
This fact highlights the importance of considering a multiple media-
tion approach as opposed to a simple mediation one.

The fact that AHRR and F2RL3 genes showed significant me-
diated effects in our single mediator analysis for both endpoints is
widely consistent with findings from numerous study populations [18].
However, previous studies lack formal mediation analysis, except for a
case-control study which was part of a Norwegian cohort [204]. This
study reported that AHRR and F2RL3 genes explained ∼ 37 % of the
total effect of smoking in lung cancer. Nevertheless, only single medi-
ation analysis was conducted, and the study lacked follow-up. Also,
a study used data from The Cancer Genome Atlas to assess media-
tion of the association between smoking and lung cancer mortality by
blood DNA methylation [222] with inconsistent findings compared to
our study. However, this study had a smaller sample size (N=907) and
used Cox proportional hazards models in mediation analysis, which is
not advisable due to the non-collapsibility of the hazard ratios, as ex-
plained in the introduction of this section (section 4). A recent study
conducted a Mendelian randomization analysis to assess the poten-
tial causal association of DNA methylation in several smoking-related
genes including AHRR and F2RL3 and lung cancer with conflicting
results [206], possibly given some of the limitations reported by the au-
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thors. Additional Mendelian Randomization studies with sufficiently
valid genetic instruments and methods to accomodate the multiple
correlated DNA methylation mediators are needed.

Interestingly, we mostly found inverse associations between blood
DNA methylation at sites identified in the mediation analysis and gene
expression. Of especial interest is GPR15, as it was identified both as
a closest annotated gene to a relevant DMP from the multimediator
analysis, and as a trans target gene of other DMPs in the eQTM analy-
sis. DNA methylation in this gene was identified as a potential media-
tor on the association between smoking and lung cancer in a previous
study [207]. Upregulation of GPR15 was proposed as a biological
mechanism involved in smoking-related chronic inflammatory diseases
[223]. Subsequent biological pathway enrichment analysis among tar-
get genes annotated to eQMTs pointed to relevant pathways in cancer
[224, 225, 226]. The association of DNA methylation with gene ex-
pression in our cross-sectional analysis, however, is not definitive proof
that changes on DNA methylation result in changes on gene expres-
sion. Research is needed to confirm the influence of smoking-related
DNA methylation on gene expression.

This study has several limitations. First, although the replication
in the FHS was high for lung cancer in the current versus never smok-
ing model, it was smaller for lung cancer in the cumulative smoking
model and for smoking-related cancers. Differences in smoking inten-
sity and cessation across the SHS and FHS could explain some of the
non-replicated DMPs. The somewhat lower replication for the com-
bined smoking-related cancer compared to lung cancer may be due to
the fact that the smoking-related cancer endpoint could not be de-
fined homogeneously in the SHS and the FHS, as the FHS lacks data
on esophagus-stomach, colorectal, kidney, pancreatic and liver cancer,
and the SHS lacks data on bladder and prostate cancer. Also, non-
fatal cancer data might be incomplete in the SHS as non-fatal cancers
were not confirmed with chart review and no linkage with the cancer
registry is available. Despite these limitations, however, we still found
substantial replication of findings between the SHS and the FHS for
smoking-related cancers.
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Second, mediation analysis provides valid estimates only if the
mediation assumptions such as absence of unmeasured confounding,
which cannot be fully verified in practice, hold [227]. In addition, the
multimediate algorithm is only valid in settings of non-causal correla-
tions [9]. Our results need to be interpreted with caution, especially
for probes that could not be replicated because were not available by
design in the replication microarray. Experimental studies are needed
to confirm the role of the identified blood DNA methylation signature
of smoking in the association between smoking and smoking-related
cancers.

Strengths of our study include replication in an independent co-
hort, the large sample size with methylation data from one of the
largest microarrays nowadays available, the availability of information
to account for numerous potential confounders and the additional val-
idation of the results using gene expression data. In addition, we
used state-of-the-art statistical methods including the multimediate
algorithm for time-to-event data, which enabled the evaluation of cor-
related methylation sites jointly.

In conclusion, the prospective association of smoking with lung
cancer in this study was largely explained by differences in few spe-
cific blood DNA methylation sites. These findings contribute to the
identification of potentially novel mechanisms of lung cancer, and pro-
vide evidence in favor of DNA methylation as a potential biological
intermediary in the association between smoking and smoking-related
cancers. Additional experimental and translational research targeting
the identified methylation sites is needed to assess the relevance of
these epigenetic signatures for the prevention and control of smoking-
related cancer and lung cancer.
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CHAPTER 5

Prospects for future research:
transcriptomics from single cell RNA

sequencing

As explained in section 1.3, scRNAseq is able to identify cellular het-
erogeneity in a more precise way as compared to bulk RNAseq. Many
bioinformatic tools have been developed in the last years for the as-
sessment of transcriptional differences across genes using scRNAseq.
However, most of those tools focus on differences in mean, and do not
explore differences in variability. In fact, to our knowledge, no spe-
cific method for differential variability testing has been developed for
scRNAseq data. Increased cell-to-cell transcriptional and epigenetic
variability has been proposed to be a major biomarker of ageing [228].
In addition, transcriptional variability has been proposed to contribute
to early cancer evolution [229]. Evaluating differential transcriptional
variability at a single cell level is relevant to identify biological features
that might not be captured by bulk RNAseq.

However, scRNAseq data pose statistical challenges beyond those
present in regular bulk RNAseq data given the very high amount (over
90 % for certain genes) of zeros present in the data [230]. Often, zeros
in the gene expression matrix correspond to genes actually expressed
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in a given cell, but incorrectly measured as unexpressed. To overcome
this limitation, several solutions have been proposed including impu-
tation [231], aggregation of cells within biological replicates (pseudo-
bulk scRNAseq) [232], or aggregation of transcriptionally similar cells
(SuperCell R package) [233].

The aim of this work was to explore the performance of statistical
tools for differential variability developed for other omics data types,
in scRNAseq data. Our main focus was the diffVar algorithm [234],
which is a statistical tool for identification of differential variability
originally developed for DNA methylation data, and later adapted
to bulk RNAseq data. We also consider two additional methods be-
yond diffVar. Distinct [235], which captures differences in distribu-
tion (including, but not limited to differences in variability) and scDD
[236], which, in addition to differences in mean, captures differences
in modalities and proportions. We conducted a simulation study to
evaluate the performance of those methods at the single cell level in
presence of different proportions of zeros, as well as using imputations,
bulk scRNAseq and SuperCell.

Methods

diffVar. diffVar is a statistical tool implemented in the R package
missMethyl [234]. It aims to test for differential variability using the
Levene’s z test, which can be thought of as the distance of each point
within a group from the group mean. In addition, it applies an empiri-
cal Bayes framework to stabilize the t-statistics and avoid high rates of
false positives [104]. It was first developed for DNA methylation data,
and was later extended to bulk RNAseq data under the limma frame-
work. Good control of the FDR has been documented for this tool
using DNA methylation data [234]. However, to date, its performance
has not been tested in scRNAseq data.

SuperCell. The SuperCell tool implements the walktrap algorithm, a
network-based coarse-graining framework, to merge transcriptionally
similar cells into a single feature, called supercell [233]. The grain-
ing level (gamma parameter) represents the number of cells that are
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encompassed into each supercell. The number of k nearest neighbors
(kNN) for the walktrap algorithm is also user-specified. Rather than
identifying populations of cells that can be mapped to biological cell
types (which is the goal of standard clustering), the goal of Super-
Cell is to put together cells with similar transcriptomic information,
in order to synthesize the information they provide. The SuperCell
framework has shown to efficiently preserve the structure of scRNA-
seq data while reducing the dimensionality of the matrix to simplify
and accelerate the process, reduce the noise and enable efficient down-
stream analysis.

scRNAseq imputation: SAVER (Single-cell Analyses Via Expression
Recovery). The SAVER tool borrows information across genes and
cells to recover real expression levels for the zeros present in the gene
expression matrix in scRNAseq data [237]. SAVER assumes that the
gene expression level of each gene in each cell follows a negative bi-
nomial distribution. The prior parameters are estimated using an
empirical Bayes approach with a Poisson Lasso regression, using the
expression of other genes as predictors. The posterior mean of the
distribution is used as the imputed expression value.

Distinct. The distinct tool, implemented in the distinct Bioconductor
package, aims to test for differences in full distribution, including, but
not limited to differential variability [235]. Differences in distribution
are quantified using hierarchical non-parametric permutation tests on
the cumulative distribution functions (CDFs) of each sample. P-values
are then adjusted for multiple comparisons using the Benjamini and
Hochberg approach [102]. Distinct has the advantage that it does not
rely on asymptotic theory, and avoids parametric assumptions. This
method showed good control of FDR and was able to detect more
differential patterns as compared to other methods such as limma-
voom or edgeR [235].

ScDD. ScDD uses flexible Dirichlet Process Bayesian mixture models
to explicitly handle heterogeneity within cell populations in scRNAseq
data [236]. It tests for differences in mean, differences in modality,
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differences in proportions in multimodal genes, and differences in pro-
portions of zeros. The log-transformed expression values are assumed
to follow a Dirichlet Process Mixture of normal distribution, which
characterizes expression distribution in terms of number of modes.
A Bayes factor score compares the conditional likelihood under the
equivalent distributions hypothesis (both conditions or groups are gen-
erated from the same clustering process), with the differential distribu-
tions hypothesis (each condition is generated from its own clustering
process). P-values of statistical significance are obtained empirically
via permutations.

Pseudo-bulk RNAseq. Pseudo-bulk analysis consists in summing scR-
NAseq counts accross cells to get grouped expression levels for each
sample, similar to bulk RNAseq data, which does not provide data at
the cellular level. This approach helps to avoid zero counts, but at the
same time, the precision of the single cell level is lost.

Statistical methods

We simulated scRNAseq data using the muscat R package [238], which
conducts simulations using a provided dataset as reference. This
method assumes that gene expresion data follow a non-zero-inflated
negative binomial distribution. We used data from a post-menopausal
breast sample as described in Pal et al. [239] for reference for the
simulations. We focused on only one sample and one cluster for the
simulations for simplicity. From 14,370 genes available, we filtered
out genes that had more than 5 % zero counts, as well as mitochon-
drial and ribosomal genes and genes with missing Entrez Gene IDs
[240]. After filtering, we had 7241 genes for the simulation. We used
the biological coefficient of variation (BCV) to simulate differences in
variability between groups. We simulated two groups of observations
in two different scenarios: one with non-differential variability between
the two groups (i.e.: BCV=0.00001 in both groups), and the second
one with 5 % of genes five times more variable in one of the groups
(i.e. BCV=0.5).
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The muscat workflow does not simulate zero counts in the count
matrix. As our aim was to test whether differential variability methods
work in presence of sparsity, we artificially introduced zero counts in
the database so that 20% of genes had no zero counts, 20 % had 25 %
zero counts, 20 % had 50 % zero counts, 20 % had 75 % zero counts
and 20 % had 90 % zero counts. Having genes with > 90 % zero counts
is common in scRNAseq data [230]. Zero counts were introduced by
randomly selecting the genes and replacing the counts for that gene
by zero in order, starting from the lowest count, until reaching the
pre-specified zero counts percentage for that concrete gene.

Performance of the different methods was evaluated with and with-
out the introduction of zero counts. FDRs were calculated as the
number of false positives divided by the sum of false positives and
true negatives, and true positive rates (TPRs) were calculated as the
number of true positives divided by the sum of true positives and false
negatives. Simulations were repeated 100 times, and descriptives of
the FDR and TPR were calculated.

diffVar was applied with the default settings. We applied Super-
Cell with graining level 5 and number of kNN 5 to the simulated
datasets with and without adding zeros. In addition, we attempted
to impute the zeros we previously introduced in the simulated data to
evaluate whether imputation helped better identification of differen-
tially variable genes. We applied SAVER imputation on the simulated
datasets after adding zeros. Distinct and scDD were applied to two
randomly selected simulated databases (one for the non-differential
variability between groups scenario, the other one for the differen-
tial variability scenario). They were not applied to the 100 simulated
databases due to its intense computational cost. ScDD was applied
using the Bayes factor permutation test with 100 iterations, as recom-
mended in the reference handbook [236].

For pseudo-bulk scRNAseq analyses, we simulated data from five
post-menopausal breast samples [239]. From 14,370 genes available,
after conducting the same filtering conducted in the single cell level
analyses, we kept 6744 genes. We aggregated data across each biolog-
ical sample, thus having five samples with aggregated expression data
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in each of the two groups. The two simulation settings were the same
as the ones used at the single cell level.

Results

Figure 5.1 shows the relationship between proportion of zeros and
adjusted p-values from diffVar, differences in variance before and after
inserting zeros, and number of wrongly identified differentially variable
genes, in a randomly chosen database from the differential variability
simulation setting after applying diffVar. Introducing zeros leads to
more extreme p-values, more extreme differences in variances and to
higher rates of wrongly identified differentially variable genes (false
discoveries).

Figure 5.2 shows boxplots for the simulations in non-differentially
variable groups settings (therefore, only FDR-s were computed). The
boxplots show FDR-s for the raw simulated data, the simulated data
after adding zeros, the simulated data after adding zeros and imputing
zeros with SAVER, the simulated data after applying SuperCell and
the simulated data after adding zeros and applying SuperCell.

Figure 5.3 shows boxplots for the simulations in the setting in
which 5 % of the genes are five times more differentially variable in
one group as compared to the other. The boxplots show FDR-s and
TPR-s. The distribution of the boxplots is quite flat in general, which
shows all simulated datasets have similar behavior in terms of FDR-s
and TPR-s.
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Figure 5.1: Relationship between proportion of introduced zeros and A) adjusted

p-values from diffVar, B) differences in variance before and after inserting zeros,

and C) number of wrongly identified differentially variable genes by diffVar, in the

differential variability simulation setting.
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Abbreviations: N, number; DV, differentially variable; FDR, false discovery rate.

Figure 5.2: False discovery rates of diffVar for different simulation scenarios in the

setting of non-differential variability between groups.
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Figure 5.3: False discovery and true positive rates of diffVar for different simulation

scenarios in the setting of non-differential variability between groups.
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Results for distinct and scDD are shown in Table 5.1. Distinct did
not select any genes as differentially distributed in the non-differential
variability between groups setting (FDR=0), and even when adding
zeros, the FDR was much smaller as compared to diffVar, which shows
a good control of FDR. In the differential variability between groups
setting, the TPRs are as high as for diffVar, and the FDRs are much
smaller than for diffVar. Conversely, scDD shows very high FDRs
when adding zeros, as well as a decrease in TPR.
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Table 5.1: False discovery and true positive rates for different simulation scenarios
using the distinct and scDD algorithms.

Non-differential Differential variability
variability setting setting (5 % of genes

five times more variable)
distinct
FDR (%) 0 11.1
FDR after adding zeros (%) 4.17 15.01
TPR (%) - 100
TPR after adding zeros (%) - 100
scDD
FDR (%) 0.98 29.6
FDR after adding zeros (%) 46.1 54.7
TPR (%) - 100
TPR after adding zeros (%) - 74.4

Distinct was run with the default settings. Genes that had an adjusted p-value < 0.05 were
considered significantly differentially distributed. ScDD was run with 100 permutations.

Abbreviations: FDR, false discovery rate; TPR, true positive rate.

When aggregating cells for the pseudo-bulk analysis, in the dif-
ferential variability simulation setting, diffVar was not able to iden-
tify any differentially variable genes. Thus, both FDRs and TPRs
were zero in all simulations (as there were no discoveries, neither false
nor true). This supports that, even if differential variability between
groups is present at the single cell level, when aggregating the data to
the sample level, those differences cannot be identified. When adding
zeros to the data, several differentially variable genes were identified
(mean TPR=28.7 %, mean FDR=37.7 %). This reflects that, as noted
before, adding zeros leads to inflated variances and to false positives.

Discussion

We studied the impact of increasingly introducing zeros when evaluat-
ing transcriptional variability between groups in scRNAseq data using
the diffVar tool, and found that introducing zeros leads to inflated
variances and p-values, as well as false discoveries. We tested several
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alternative tools for differential variability analysis in scRNAseq data,
and found that the distinct tool provides the best compromise between
TPR and FDR for identification of differentially variable genes, even
when adding zeros.

Controversy exists in the scientific community regarding high pro-
portions of zeros in scRNAseq data. Some researchers see zeros as
true biological signals representing no or low gene expression, whereas
other scientists see zeros as missing data to be corrected [230]. Thus,
there is no consensus on whether zeros in scRNAseq data should be
used as valuable information, removed or imputed.

Another approach that has been used to handle zeros in scRNAseq
data is to binarize gene expression data, which consists in considering
as ”1” all counts that are non-zero, and as ”0” all zero counts. It has
been proved that this approach can lead to reasonable cell clustering
[230]. Nevertheless, it has the obvious limitation of the tremendous
loss of information derived from treating highly and lowly expressed
genes equally.

In our work, SuperCell, SAVER imputation and pseudo-bulk anal-
ysis did not provide any improvement in FDRs and TPRs as compared
to the single cell level analyses. This shows that grouping expression
levels by samples or into transcriptionally similar cells, which tends to
be helpful for differential mean expression analysis, is not a desirable
approach for identifying differences in variance, probably because the
variability structure of the data gets lost when the data is grouped in
smaller units. In fact, data imputation is controversial in the field of
scRNAseq, as researchers have argued that imputation in scRNAseq
data leads to decreased variability accross cells [241] and reduction of
biological variation [231].

In summary, we found that the diffVar method, which showed good
performance to identify differential variability in DNA methylation
and bulk RNAseq data, does not perform well for scRNAseq data
when the proportion of zeros is high. In contrast, the distinct tool,
which is not specific for differential variability analyses, identified most
of the truly differentially variable genes, and did not get inflated FDRs,
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even after the addition of zeros. The non-parametric approach of this
method might suit better for scRNAseq data. Specific methods for
differential transcriptional variability assessment in scRNAseq data
need to be developed. Assessing differential variability in scRNAseq
might help the evaluation of functional implications of environment-
induced DNA methylation changes.
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CHAPTER 6

Conclusions and final remarks

This doctoral thesis constitutes a biostatistical toolkit for conducting
statistical analysis to disentangle the role of DNA methylation data
in environment-related chronic disease. We have addressed variable
selection and effect estimation in ultra-high dimensional settings with
high correlations, and we have also extended existing tools to evalu-
ate the potential mediating role of multiple methylation markers on
the association between exposures and outcomes to a time-to-event
setting.

Our novel statistical tools have enabled us to identify mediated
effects of DNA methylation on the association between arsenic and
CVD, and between smoking and cancer. In addition, we have extended
our research to other omics data types by exploring scRNAseq, which
enables the discovery of the transcriptional heterogeneity between in-
dividual cells and can enable functional validation of epigenetic find-
ings. In this line, we have proved that conventional statistical methods
developed to identify differences in transcriptional variability in bulk
RNAseq data do not work, in general, in presence of high proportions
of zeros.

In our work regarding variable selection in the omics data set-
ting (section 3), we paired the ISIS tool with Aenet, elastic-net and
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MSAenet, and showed that ISIS-Aenet provides the best predictive
ability for the continuous and dichotomous outcomes, while being
consistent for effect estimation by fulfilling the oracle property. In
addition, the bioinformatics analysis showed that ISIS-Aenet led to
the most biologically meaningful selection of DMPs. This is evidence
that the ISIS-Aenet tool is an improvement beyond existing methods
for variable selection in ultra-high dimensional settings. In addition,
our epidemiologic studies conducted in sections 3.2.2 and 4.4.2 showed
that ISIS-Aenet and ISIS-enet are effective tools to select DMPs asso-
ciated with CVD and cancer, respectively, as many of the DMPs that
were selected by ISIS subsequently showed significant mediated effects
in our mediation analysis.

However, the ISIS-Aenet model has some limitations. First, ISIS-
Aenet notably outperformed the other methods in predictive ability
for continuous and binary outcomes. Nevertheless, we were not able
to fully explore the performance of ISIS-Aenet in survival and dichoto-
mous outcomes, as bigger sample sizes are needed for those outcomes
to obtain the same number of selected variables as for the contin-
uous outcomes. Future work should include the development of an
Aenet algorithm for Poisson data to evaluate whether better results
can be obtained adapting time-to-event data to a Poisson model. On
the other hand, computational cost is a major limitation of the ISIS-
Aenet tool, indeed, a high performance computing cluster is needed
to run these models. Future research should also focus on reducing
the computational cost.

In the second part of this thesis, focused on extending the multi-
mediate algorithm to time-to-event outcomes, we showed that multi-
mediate leads to smaller MSEs and better CI coverage as compared
to simple mediation, even in the setting of no correlations. Neverthe-
less, this model also presents some limitations beyond those mentioned
in section 4.4.1 regarding convergency issues of the additive hazards
models, assumption of multivariate normality and assumption of the
correlations between mediators being independent of the exposure. In
fact, this algorithm only handles the setting in which mediators are
uncausally correlated, i.e., there are no causal associations between
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mediators. Although this is a plausible setting for omics data, this al-
gorithm should eventually be extended to the setting in which causal
correlations between mediators exist.

Although DNA methylation shows good predictive ability for the
health outcomes considered in this thesis, and shows evidence of a
mediating role between environmental exposures and disease, estab-
lishing whether the association is causal or, conversely, DNA methy-
lation is a biomarker of other disrupted biological processes, is chal-
lenging. The no unmeasured confounding assumption, which is essen-
tial to identify mediated effects, is impossible to verify in practice for
observational studies [227]. Thus, sensitivity analyses are desirable
to measure the impact of those potential unmeasured confounders
in our mediated effects. Many sensitivity analysis techniques have
been developed for mediation analysis, including for survival outcomes
[242, 194, 227, 243, 138]. Relevant future work should include the
adaptation of these sensitivity analysis techniques to the multimedi-
ate algorithm setting. In addition, experimental studies are needed
to investigate whether the identified effects of DNA methylation on
health outcomes are causal.

The last part of this thesis is focused on scRNAseq. This tech-
nology has opened a whole new horizon for the omics data research
community, and could lead to unprecedented scientific discovery [87].
However, no consensus has been reached regarding the statistical anal-
ysis pipeline for the analysis of these data. For example, some re-
searchers tend to assume that scRNAseq data follow a Poisson dis-
tribution, while others argue that a negative binomial distribution
fits better [244]. In this work, we evidence the challenges of existing
statistical tools to detect differences in variability in scRNAseq data.
Although the distinct algorithm showed good performance for differ-
ential variability detection, specific tools for differential variability in
the scRNAseq setting need to be developed.

Even though most of this thesis has been developed in the setting
of DNA methylation data, with a small part focusing on gene expres-
sion data, these statistical tools could easily be adapted to other omics
data. Indeed, the ultimate goal of the omics data field researchers
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would be to be able to integrate all omics data together in statistical
models, in order to maximize the information and to be able to use
it for early detection and treatment development. Several efforts have
been made to integrate different omics data, such as the Signature
Regulatory Clustering (SiRCle) tool [245], which aims to integrate
DNA methylation, RNA-seq and proteomics data. The integration
of proteomics data, however, constitutes another statistical challenge,
as proteomics data generally present a huge number of missing data,
sometimes above 90 % [246]. Future research should focus on disen-
tangling how each omics layer influences the subsequent layer and how
to integrate all layers in statistical models.

In conclusion, our work has brought improvements in the statis-
tical pipeline for DNA methylation data analysis, also extendable to
other omics data types. Thus, this work is a contribution to the com-
munity of omics data research, both by providing novel statistical
methods for DNA methylation data analysis and by contributing to
the body of epidemiological evidence that supports the relevance of
environmental epigenetics on chronic diseases.
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[34] Ma José Medrano, Raquel Boix, Roberto Pastor-Barriuso, Mar-
garita Palau, Javier Damián, Rebeca Ramis, José Luis del Bar-
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Appendix A: Supplementary tables and
figures for section 3.2.1

Table A1: Mean differences (95 % CI) for the CpGs selected by ISIS - Aenet for

BMI and comparison with linear regression and Bayesian elastic-net.

CpG chr pos Gene ISIS LS Bayes

cg00047657 10 70639626 STOX1 0.26 (0.02, 0.45) 1.22 (0.19, 2.26) 0.92 (0.02, 1.88)

cg00602326 5 31427700 DROSHA -0.71 (-0.93, -0.46) -1.42 (-2.14, -0.7) -1.31 (-2.01, -0.59)

cg00831028 20 55043745 RTF2 0.39 (0.11, 0.67) 1.2 (0.56, 1.85) 0.94 (0.31, 1.58)

cg01577114 14 61906283 PRKCH 0.48 (0.22, 0.7) 0.83 (0.25, 1.42) 0.71 (0.14, 1.27)

cg01880404 19 44079527 XRCC1 0.52 (0.19, 0.81) 1.07 (0.51, 1.63) 0.93 (0.38, 1.48)

cg01894508 2 70189111 ASPRV1 0.49 (0.22, 0.68) 1.42 (0.37, 2.46) 1.23 (0.23, 2.24)

cg03008286 20 60394429 CDH4 0.3 (0.05, 0.54) 1.28 (0.44, 2.11) 0.96 (0.16, 1.79)

cg03078551 17 41656298 ETV4 -0.47 (-0.69, -0.24) -0.76 (-1.4, -0.12) -0.69 (-1.31, -0.08)

cg03580256 1 78149279 ZZZ3 0.5 (0.25, 0.72) 1.67 (0.9, 2.44) 1.4 (0.65, 2.16)

cg03710333 4 1722958 TMEM129 0.51 (0.2, 0.82) 0.84 (0.33, 1.34) 0.81 (0.32, 1.31)

cg05253110 7 141130687 TMEM178B 0.39 (0.08, 0.65) 0.98 (0.39, 1.58) 0.85 (0.27, 1.44)

cg05575921 5 373378 AHRR 0.51 (0.31, 0.7) 2.54 (1.17, 3.91) 1.69 (0.5, 2.87)

cg08389486 9 132377983 C9orf50 0.3 (0.05, 0.56) 0.86 (0.21, 1.51) 0.63 (0.03, 1.26)

cg09074260 11 94707049 KDM4D 0.26 (0.03, 0.5) 0.72 (0.21, 1.23) 0.61 (0.11, 1.11)

cg09364595 9 139457749 MIR4674 -0.5 (-0.72, -0.26) -0.9 (-1.59, -0.21) -0.82 (-1.5, -0.16)

cg10092685 16 73090591 ZFHX3 -0.32 (-0.55, -0.08) -1.3 (-2.05, -0.55) -1.08 (-1.81, -0.35)

cg10251538 3 108800886 MORC1 -0.62 (-0.87, -0.36) -1.16 (-1.86, -0.46) -1.09 (-1.78, -0.4)

cg10894085 14 91817232 CCDC88C 0.39 (0.14, 0.61) 0.96 (0.19, 1.73) 0.85 (0.12, 1.6)

cg10948061 6 110500990 WASF1 0.43 (0.15, 0.7) 0.67 (0.1, 1.24) 0.65 (0.1, 1.21)

cg11202345 17 76976057 LGALS3BP 0.75 (0.47, 1.02) 1.85 (1.2, 2.51) 1.68 (1.04, 2.32)

cg11591807 2 118888717 INSIG2 0.44 (0.19, 0.7) 0.91 (0.03, 1.79) 0.86 (0.05, 1.72)

cg11625476 17 4795410 MINK1 0.38 (0.12, 0.66) 0.82 (0.17, 1.48) 0.71 (0.09, 1.36)
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cg11743438 6 16238437 GMPR 0.36 (0.11, 0.59) 1.01 (0.46, 1.55) 0.84 (0.31, 1.38)

cg13549904 1 154438143 IL6R -0.65 (-0.97, -0.32) -1.54 (-2.04, -1.04) -1.37 (-1.86, -0.88)

cg15340629 22 27725596 MN1 0.28 (0.05, 0.49) 0.97 (0.34, 1.61) 0.8 (0.19, 1.43)

cg15706574 6 46231809 RCAN2 0.32 (0.06, 0.56) 1.27 (0.58, 1.95) 1.02 (0.35, 1.68)

cg15826542 19 539241 CDC34 0.48 (0.23, 0.72) 0.84 (0.27, 1.41) 0.78 (0.22, 1.34)

cg16032415 8 95278692 GEM -0.29 (-0.52, -0.02) -1.72 (-2.48, -0.97) -1.36 (-2.09, -0.62)

cg16406078 20 825634 FAM110A -0.62 (-0.87, -0.35) -1.58 (-2.21, -0.94) -1.41 (-2.04, -0.79)

cg16640008 6 159515404 TAGAP 0.42 (0.13, 0.63) 1.06 (0.28, 1.85) 0.9 (0.16, 1.66)

cg16758086 1 6173356 CHD5 -0.58 (-0.86, -0.28) -1.56 (-2.34, -0.77) -1.3 (-2.07, -0.53)

cg17420142 18 32702783 MAPRE2 -0.52 (-0.79, -0.26) -1.1 (-1.9, -0.31) -0.91 (-1.69, -0.16)

cg18011760 2 19320928 MIR4757 0.41 (0.18, 0.64) 0.97 (0.45, 1.49) 0.8 (0.28, 1.31)

cg18322280 14 57793087 AP5M1 -0.66 (-0.95, -0.34) -1.28 (-1.93, -0.63) -1.15 (-1.79, -0.52)

cg18391209 1 223747670 CAPN8 0.28 (0.03, 0.54) 0.76 (0.25, 1.27) 0.63 (0.13, 1.14)

cg18499545 8 110552416 EBAG9 0.35 (0.03, 0.71) 0.89 (0.38, 1.4) 0.74 (0.24, 1.25)

cg18613281 1 39596444 MACF1 -0.33 (-0.53, -0.08) -1.85 (-2.61, -1.09) -1.47 (-2.21, -0.71)

cg19026621 1 249106516 SH3BP5L 0.34 (0.09, 0.56) 0.9 (0.37, 1.44) 0.71 (0.18, 1.24)

cg19685672 17 33402829 RFFL 0.32 (0.08, 0.54) 1.02 (0.25, 1.79) 0.76 (0.05, 1.51)

cg20587236 12 109900956 KCTD10 0.64 (0.34, 0.92) 1.55 (0.92, 2.19) 1.44 (0.81, 2.07)

cg22648996 10 63946213 RTKN2 0.55 (0.33, 0.76) 2.17 (1.02, 3.31) 1.93 (0.81, 3.06)

cg23615467 1 25695799 RHCE 0.46 (0.16, 0.73) 0.82 (0.21, 1.43) 0.75 (0.16, 1.35)

cg25240153 16 23890018 PRKCB 0.46 (0.21, 0.66) 1.03 (0.11, 1.95) 0.88 (0.04, 1.78)

cg26416168 2 71934434 DYSF 0.42 (0.18, 0.67) 0.96 (0.19, 1.73) 0.87 (0.13, 1.61)

cg26467270 17 76718664 CYTH1 -1.09 (-1.34, -0.8) -3.33 (-4.04, -2.62) -3.01 (-3.7, -2.32)

cg26800893 11 67184596 CARNS1 -0.62 (-0.85, -0.38) -1.21 (-1.85, -0.56) -1.1 (-1.73, -0.46)

cg27080917 12 11978350 ETV6 -0.5 (-0.76, -0.24) -1.49 (-2.26, -0.72) -1.19 (-1.95, -0.44)

cg27254295 16 80574757 DYNLRB2 0.4 (0.11, 0.67) 1.12 (0.48, 1.76) 0.96 (0.33, 1.59)

Abbreviations: ISIS, Iterative Sure Independence Screening; Aenet, adaptive elastic-net;

LS, least squares.
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Table A2: Mean differences (95 % CI) for the CpGs selected by ISIS - MSAenet for

BMI and comparison with linear regression and Bayesian elastic-net.

CpG chr pos Gene ISIS LS Bayes

cg00011855 13 114199892 TMCO3 0.84 (0.07, 1.56) 0.95 (0.21, 1.68) 0.68 (0.01, 1.4)

cg01880404 19 44079527 XRCC1 1.11 (0.28, 1.94) 1.14 (0.47, 1.8) 0.94 (0.3, 1.59)

cg02997817 14 64929012 ZBTB25 1.07 (0.41, 1.77) 1.02 (0.23, 1.81) 0.85 (0.11, 1.62)

cg05575921 5 373378 AHRR 2.02 (0.94, 2.98) 2.18 (1.07, 3.28) 2.12 (1.05, 3.12)

cg06534023 21 34100462 PAXBP1-AS1 1.27 (0.61, 1.88) 1.31 (0.72, 1.91) 1.05 (0.47, 1.63)

cg07443900 4 1018378 FGFRL1 1.37 (0.66, 1.97) 1.47 (0.78, 2.15) 1.11 (0.44, 1.76)

cg14813947 19 47164221 DACT3 1.07 (0.39, 1.83) 1.17 (0.47, 1.86) 0.92 (0.24, 1.59)

cg15705813 2 70297499 PCBP1-AS1 1.16 (0.12, 2.02) 1.11 (0.12, 2.09) 1.05 (0.15, 1.98)

cg16209444 3 58522771 ACOX2 1.15 (0.4, 1.83) 1.11 (0.37, 1.86) 0.99 (0.26, 1.69)

cg16740586 21 43655919 ABCG1 1.51 (0.73, 2.29) 1.31 (0.53, 2.08) 1.36 (0.61, 2.11)

cg20437049 6 75918463 COL12A1 0.54 (0.27, 0.77) 0.54 (0.29, 0.79) 0.47 (0.22, 0.71)

cg24490227 11 133928292 JAM3 1.23 (0.34, 1.94) 1.33 (0.49, 2.18) 0.99 (0.18, 1.82)

cg27243685 21 43642366 ABCG1 1.58 (0.82, 2.37) 1.64 (0.84, 2.44) 1.39 (0.62, 2.17)

Abbreviations: ISIS, Iterative Sure Independence Screening, MSAenet, multi-step adap-

tive elastic-net; LS, least squares.
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Table A3: Mean differences (95 % CI) for the CpGs selected by ISIS - enet for BMI

and comparison with linear regression and Bayesian elastic-net.

CpG chr pos Gene ISIS LS Bayes

cg00141611 5 172264364 ERGIC1 0.85 (0.24, 1.47) 1 (0.31, 1.68) 0.71 (0.07, 1.38)

cg00602326 5 31427700 DROSHA -1.14 (-1.86, -0.51) -1.11 (-1.89, -0.33) -1.15 (-1.91, -0.39)

cg01577114 14 61906283 PRKCH 0.67 (0.11, 1.2) 0.66 (0.03, 1.29) 0.64 (0.06, 1.25)

cg01765545 5 81045418 SSBP2 1.29 (0.42, 2.11) 1.49 (0.57, 2.41) 1.17 (0.29, 2.05)

cg01894508 2 70189111 ASPRV1 1.24 (0.2, 2.04) 1.26 (0.09, 2.43) 1.19 (0.13, 2.28)

cg03078551 17 41656298 ETV4 -0.85 (-1.41, -0.24) -0.91 (-1.57, -0.25) -0.79 (-1.42, -0.15)

cg03710333 4 1722958 TMEM129 0.79 (0.25, 1.31) 0.8 (0.26, 1.34) 0.78 (0.26, 1.31)

cg03882777 6 33160965 RXRB 0.67 (0.06, 1.15) 0.8 (0.29, 1.3) 0.6 (0.11, 1.09)

cg06235693 19 52275119 FPR2 0.96 (0.3, 1.47) 1.1 (0.45, 1.75) 0.88 (0.26, 1.51)

cg07504977 10 102131012 OLMALINC 1.06 (0.39, 1.79) 1.2 (0.41, 2) 0.97 (0.21, 1.75)

cg08389486 9 132377983 C9orf50 1.04 (0.42, 1.56) 1.15 (0.46, 1.84) 0.95 (0.28, 1.63)

cg08633893 13 100068932 MIR548AN 1.56 (0.72, 2.28) 1.8 (0.86, 2.74) 1.47 (0.6, 2.36)

cg08851202 9 95999150 WNK2 1.32 (0.14, 2.28) 1.55 (0.26, 2.84) 1.18 (0.05, 2.4)

cg09364595 9 139457749 MIR4674 -0.95 (-1.58, -0.32) -1.01 (-1.76, -0.27) -0.86 (-1.58, -0.14)

cg09554443 1 167487762 CD247 -1.01 (-1.81, -0.24) -1.14 (-2.03, -0.26) -0.9 (-1.77, -0.08)

cg10092685 16 73090591 ZFHX3 -0.97 (-1.64, -0.24) -1.15 (-1.96, -0.34) -0.86 (-1.64, -0.1)

cg10251538 3 108800886 MORC1 -1.22 (-1.95, -0.58) -1.28 (-2.02, -0.53) -1.19 (-1.9, -0.46)

cg11202345 17 76976057 LGALS3BP 1.66 (0.94, 2.3) 1.71 (1, 2.42) 1.65 (0.95, 2.34)

cg11591807 2 118888717 INSIG2 1.39 (0.56, 2.31) 1.7 (0.76, 2.64) 1.23 (0.32, 2.15)

cg11614060 9 137660527 COL5A1 1.09 (0.37, 1.71) 1.27 (0.57, 1.97) 0.91 (0.22, 1.6)

cg12628550 14 91817627 CCDC88C 1.39 (0.68, 1.98) 1.5 (0.81, 2.2) 1.33 (0.65, 2)

cg12924402 2 218898511 RUFY4 -1.17 (-1.87, -0.37) -1.45 (-2.36, -0.55) -1.02 (-1.88, -0.17)

cg13549904 1 154438143 IL6R -1.25 (-1.89, -0.66) -1.32 (-1.84, -0.8) -1.22 (-1.73, -0.71)

cg14896076 12 52225262 FIGNL2 1.06 (0.23, 1.88) 1.3 (0.39, 2.21) 0.91 (0.07, 1.8)

cg15786705 6 28176104 TOB2P1 0.8 (0.05, 1.36) 0.9 (0.24, 1.56) 0.76 (0.15, 1.39)

cg16032415 8 95278692 GEM -1.01 (-1.8, -0.25) -1.23 (-2.05, -0.4) -0.88 (-1.67, -0.1)

cg16406078 20 825634 FAM110A -1.36 (-1.94, -0.72) -1.55 (-2.24, -0.87) -1.26 (-1.93, -0.6)

cg16740586 21 43655919 ABCG1 0.84 (0.06, 1.53) 0.96 (0.16, 1.76) 0.74 (0.02, 1.52)

cg16758086 1 6173356 CHD5 -1.24 (-1.93, -0.47) -1.42 (-2.23, -0.61) -1.16 (-1.94, -0.36)

cg17468665 12 56221379 DNAJC14 1.64 (0.77, 2.43) 1.98 (0.97, 2.98) 1.46 (0.49, 2.42)

cg18322280 14 57793087 AP5M1 -1.09 (-1.65, -0.43) -1.25 (-1.93, -0.56) -0.99 (-1.66, -0.33)

cg18581607 17 4714084 PLD2 -1.13 (-1.78, -0.39) -1.32 (-2.13, -0.51) -0.96 (-1.73, -0.2)

cg18613281 1 39596444 MACF1 -1.45 (-2.09, -0.74) -1.71 (-2.52, -0.9) -1.34 (-2.13, -0.53)

cg19534021 19 16178091 TPM4 1.07 (0.38, 1.73) 1.25 (0.44, 2.06) 0.91 (0.13, 1.7)

cg22648996 10 63946213 RTKN2 2.22 (1.21, 3.28) 2.62 (1.35, 3.89) 2.29 (1.08, 3.52)

cg25919221 1 9006680 CA6 1.28 (0.53, 2.04) 1.52 (0.58, 2.46) 1.12 (0.23, 2.04)

cg26416168 2 71934434 DYSF 1.04 (0.34, 1.8) 1.02 (0.2, 1.84) 1.01 (0.21, 1.8)

cg26439401 12 103849421 C12orf42 0.63 (0.17, 1) 0.77 (0.26, 1.29) 0.58 (0.09, 1.08)

cg26467270 17 76718664 CYTH1 -2.98 (-3.64, -2.22) -3.26 (-4.02, -2.49) -2.93 (-3.67, -2.19)

cg26800893 11 67184596 CARNS1 -1.48 (-2.1, -0.86) -1.64 (-2.32, -0.96) -1.42 (-2.08, -0.76)

cg27080917 12 11978350 ETV6 -1.42 (-2.15, -0.72) -1.67 (-2.49, -0.86) -1.28 (-2.08, -0.48)
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Abbreviations: ISIS, Iterative Sure Independence Screening, enet, elastic-net; LS, least

squares.

Table A4: Mean differences (95 % CI) for the CpGs selected by ISIS - LASSO for

BMI and comparison with linear regression and Bayesian elastic-net.

CpG chr pos Gene ISIS LS Bayes

cg00157319 8 74360923 STAU2 0.85 (0.14, 1.57) 0.89 (0.2, 1.59) 0.73 (0.08, 1.4)

cg00602326 5 31427700 DROSHA -2.04 (-2.81, -1.32) -2.11 (-2.85, -1.37) -1.84 (-2.57, -1.13)

cg01500427 2 19546666 MIR4757 1.12 (0.11, 1.92) 1.14 (0.22, 2.07) 0.86 (0.05, 1.74)

cg01577114 14 61906283 PRKCH 1.04 (0.44, 1.6) 1.08 (0.5, 1.66) 0.91 (0.34, 1.48)

cg01880404 19 44079527 XRCC1 1.06 (0.39, 1.66) 1.09 (0.53, 1.65) 0.96 (0.41, 1.53)

cg02411354 3 187697534 LPP-AS2 -1.83 (-3.05, -0.61) -2.01 (-3.19, -0.83) -1.27 (-2.41, -0.18)

cg03078551 17 41656298 ETV4 -1.24 (-1.87, -0.61) -1.28 (-1.9, -0.65) -1.12 (-1.74, -0.52)

cg03710333 4 1722958 TMEM129 0.81 (0.26, 1.35) 0.8 (0.3, 1.3) 0.79 (0.3, 1.28)

cg03748458 8 14711248 SGCZ -1.07 (-1.84, -0.28) -1.2 (-2, -0.41) -0.82 (-1.58, -0.08)

cg04086239 16 24067174 PRKCB 0.7 (0.02, 1.42) 0.73 (0.08, 1.39) 0.67 (0.05, 1.32)

cg04245590 12 85673412 ALX1 1.52 (0.3, 2.35) 1.65 (0.68, 2.61) 1.18 (0.25, 2.11)

cg05575921 5 373378 AHRR 1.74 (0.64, 2.77) 1.78 (0.68, 2.87) 1.52 (0.5, 2.51)

cg06235693 19 52275119 FPR2 1.13 (0.43, 1.71) 1.21 (0.61, 1.81) 0.91 (0.33, 1.5)

cg06548519 17 34267111 LYZL6 0.6 (0.07, 1.12) 0.61 (0.09, 1.13) 0.54 (0.04, 1.05)

cg06548673 15 45473947 SHF 0.98 (0.26, 1.73) 1.01 (0.27, 1.74) 0.82 (0.11, 1.54)

cg08018468 1 43768048 TIE1 -1.2 (-1.92, -0.45) -1.34 (-2.05, -0.63) -0.91 (-1.6, -0.21)

cg08125271 7 22143318 RAPGEF5 0.93 (0.16, 1.7) 0.97 (0.21, 1.73) 0.78 (0.07, 1.52)

cg08389486 9 132377983 C9orf50 0.87 (0.23, 1.47) 0.89 (0.25, 1.52) 0.75 (0.13, 1.38)

cg08633893 13 100068932 MIR548AN 1.21 (0.22, 2.03) 1.27 (0.38, 2.15) 1.1 (0.26, 1.93)

cg09074260 11 94707049 KDM4D 0.75 (0.09, 1.29) 0.75 (0.23, 1.28) 0.7 (0.2, 1.21)

cg09364595 9 139457749 MIR4674 -1.28 (-1.97, -0.62) -1.38 (-2.06, -0.69) -1.13 (-1.8, -0.45)

cg09658645 17 77704767 ENPP7 0.93 (0.35, 1.54) 0.96 (0.38, 1.54) 0.81 (0.24, 1.38)

cg10092685 16 73090591 ZFHX3 -1.16 (-1.88, -0.4) -1.18 (-1.91, -0.45) -1.04 (-1.76, -0.32)

cg11099291 17 1620044 WDR81 0.87 (0.33, 1.51) 0.91 (0.36, 1.46) 0.73 (0.19, 1.28)

cg11202345 17 76976057 LGALS3BP 1.84 (1.07, 2.45) 1.88 (1.21, 2.54) 1.74 (1.09, 2.39)

cg11473706 4 83733078 SEC31A -1.07 (-1.81, -0.31) -1.13 (-1.85, -0.42) -0.83 (-1.53, -0.15)

cg11474081 8 129234520 MIR1208 1.93 (0.55, 3.28) 2.2 (0.85, 3.55) 1.36 (0.13, 2.66)

cg11591807 2 118888717 INSIG2 1.25 (0.37, 2.18) 1.29 (0.41, 2.17) 1.08 (0.23, 1.94)

cg11614060 9 137660527 COL5A1 0.78 (0.1, 1.38) 0.82 (0.17, 1.47) 0.65 (0.04, 1.3)

cg11625476 17 4795410 MINK1 1.21 (0.49, 1.87) 1.25 (0.61, 1.9) 1.05 (0.42, 1.69)

cg11743438 6 16238437 GMPR 0.99 (0.42, 1.55) 1.02 (0.47, 1.56) 0.9 (0.36, 1.44)

cg12859382 3 52445103 PHF7 0.66 (0.07, 1.23) 0.68 (0.09, 1.26) 0.61 (0.06, 1.18)

cg12915892 2 134024093 NCKAP5 1.12 (0.13, 2.04) 1.21 (0.31, 2.11) 0.92 (0.09, 1.79)

cg13182145 9 16179702 C9orf92 1.59 (0.62, 2.59) 1.72 (0.76, 2.68) 1.28 (0.32, 2.22)

cg13549904 1 154438143 IL6R -1.35 (-1.9, -0.81) -1.37 (-1.86, -0.89) -1.28 (-1.76, -0.81)

cg13681954 2 122656302 TSN -0.85 (-1.67, -0.1) -0.88 (-1.63, -0.13) -0.73 (-1.47, -0.03)
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cg14585186 12 104974102 CHST11 1.19 (0.08, 2.12) 1.21 (0.19, 2.23) 1.06 (0.11, 2.04)

cg14969094 3 156848003 LINC00880 0.97 (0.26, 1.69) 1.05 (0.3, 1.8) 0.81 (0.1, 1.55)

cg15144123 3 47655398 SMARCC1 1.25 (0.37, 2.01) 1.36 (0.56, 2.16) 1.02 (0.25, 1.8)

cg15340629 22 27725596 MN1 0.84 (0.19, 1.49) 0.87 (0.23, 1.51) 0.76 (0.15, 1.38)

cg15706574 6 46231809 RCAN2 1.13 (0.48, 1.73) 1.14 (0.46, 1.81) 1.05 (0.39, 1.71)

cg16032415 8 95278692 GEM -1.31 (-2.11, -0.5) -1.38 (-2.14, -0.63) -1.12 (-1.86, -0.38)

cg16153294 11 2018227 H19 0.68 (0.08, 1.2) 0.71 (0.12, 1.3) 0.59 (0.03, 1.17)

cg16406078 20 825634 FAM110A -1.9 (-2.52, -1.21) -1.98 (-2.61, -1.34) -1.68 (-2.3, -1.06)

cg16740586 21 43655919 ABCG1 0.85 (0.09, 1.57) 0.91 (0.17, 1.65) 0.73 (0.04, 1.46)

cg16758086 1 6173356 CHD5 -1.53 (-2.28, -0.76) -1.59 (-2.35, -0.84) -1.34 (-2.08, -0.6)

cg16958927 15 51970968 SCG3 0.53 (0.25, 0.75) 0.54 (0.22, 0.86) 0.46 (0.15, 0.78)

cg17420142 18 32702783 MAPRE2 -0.86 (-1.77, -0.13) -0.88 (-1.65, -0.11) -0.82 (-1.58, -0.08)

cg17683449 22 39760036 SYNGR1 1.09 (0.32, 1.89) 1.18 (0.41, 1.95) 0.88 (0.13, 1.63)

cg18140642 1 236094805 NID1 1.13 (0.21, 2.04) 1.17 (0.25, 2.09) 0.88 (0.05, 1.77)

cg18322280 14 57793087 AP5M1 -1.76 (-2.35, -1.05) -1.87 (-2.53, -1.22) -1.51 (-2.15, -0.87)

cg18613281 1 39596444 MACF1 -2.04 (-2.75, -1.35) -2.2 (-2.96, -1.44) -1.67 (-2.42, -0.9)

cg18632602 18 21978020 OSBPL1A 0.83 (0.17, 1.43) 0.85 (0.23, 1.48) 0.74 (0.13, 1.34)

cg19992857 2 201936687 NDUFB3 1.21 (0.69, 1.76) 1.26 (0.71, 1.81) 1.04 (0.5, 1.59)

cg20587236 12 109900956 KCTD10 1.37 (0.65, 2.01) 1.4 (0.74, 2.05) 1.26 (0.61, 1.91)

cg20936142 2 236406027 AGAP1 0.82 (0.25, 1.4) 0.88 (0.32, 1.45) 0.64 (0.09, 1.2)

cg21217117 2 65190910 SLC1A4 -0.87 (-1.64, -0.3) -0.95 (-1.59, -0.31) -0.67 (-1.3, -0.06)

cg22177704 2 241533597 CAPN10 0.56 (0.08, 1.02) 0.6 (0.11, 1.08) 0.46 (0.01, 0.94)

cg22371743 1 31192334 MATN1 0.7 (0.14, 1.27) 0.75 (0.2, 1.3) 0.57 (0.04, 1.1)

cg22648996 10 63946213 RTKN2 2.1 (0.92, 3.35) 2.19 (1, 3.38) 1.83 (0.67, 2.99)

cg23615467 1 25695799 RHCE 0.89 (0.18, 1.58) 0.9 (0.26, 1.55) 0.82 (0.2, 1.45)

cg25919221 1 9006680 CA6 1.33 (0.43, 2.3) 1.41 (0.47, 2.35) 1.03 (0.15, 1.94)

cg26416168 2 71934434 DYSF 0.84 (0.06, 1.63) 0.87 (0.1, 1.64) 0.72 (0.02, 1.48)

cg26439401 12 103849421 C12orf42 0.84 (0.33, 1.21) 0.88 (0.41, 1.35) 0.71 (0.25, 1.17)

cg26467270 17 76718664 CYTH1 -3.87 (-4.56, -3.11) -3.98 (-4.68, -3.27) -3.53 (-4.23, -2.84)

cg26800893 11 67184596 CARNS1 -1.48 (-2.21, -0.82) -1.47 (-2.09, -0.84) -1.48 (-2.09, -0.86)

Abbreviations: ISIS, Iterative Sure Independence Screening; LASSO, Least Absolute

Shrinkage and Selection Operator; LS, least squares.
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Table A5: Mean differences (95 % CI) for the CpGs selected by ISIS - SCAD for

BMI and comparison with linear regression and Bayesian elastic-net.

CpG chr pos Gene ISIS LS Bayes

cg00309970 1 203208795 CHIT1 0.13 (0.01, 0.23) 0.13 (0.05, 0.22) 0.11 (0.02, 0.19)

cg00440217 6 71012765 COL9A1 0.74 (0.07, 1.25) 0.76 (0.27, 1.26) 0.7 (0.21, 1.2)

cg00602326 5 31427700 DROSHA -2.34 (-3.01, -1.76) -2.35 (-2.97, -1.73) -2.18 (-2.8, -1.56)

cg00831028 20 55043745 RTF2 0.85 (0.01, 1.52) 0.86 (0.27, 1.45) 0.74 (0.17, 1.33)

cg00880429 5 171520729 STK10 1.11 (0.49, 1.74) 1.11 (0.55, 1.67) 0.95 (0.4, 1.51)

cg01529701 18 46572234 DYM 1.5 (0.76, 2.19) 1.42 (0.77, 2.08) 1.23 (0.57, 1.88)

cg01874871 20 2644800 IDH3B 1.11 (0.02, 1.94) 1.19 (0.44, 1.94) 1.02 (0.28, 1.77)

cg01953134 6 90348409 LYRM2 0.39 (0.01, 0.66) 0.39 (0.11, 0.67) 0.34 (0.06, 0.61)

cg03078551 17 41656298 ETV4 -1.73 (-2.29, -1.08) -1.73 (-2.25, -1.2) -1.61 (-2.14, -1.09)

cg03710333 4 1722958 TMEM129 1.02 (0.48, 1.59) 1.01 (0.54, 1.47) 0.96 (0.5, 1.42)

cg05575921 5 373378 AHRR 2.27 (1.6, 2.89) 2.24 (1.64, 2.85) 2.13 (1.53, 2.73)

cg06235693 19 52275119 FPR2 0.95 (0.06, 1.53) 0.94 (0.42, 1.46) 0.8 (0.29, 1.31)

cg06834534 10 15001276 DCLRE1C 0.19 (0.02, 0.31) 0.19 (0.08, 0.3) 0.16 (0.06, 0.27)

cg07060261 13 90557520 LINC00559 1.37 (0.1, 2.17) 1.39 (0.64, 2.15) 1.13 (0.39, 1.87)

cg07599607 4 114682255 CAMK2D 0.86 (0.03, 1.42) 0.86 (0.35, 1.38) 0.67 (0.16, 1.18)

cg07706844 10 102509510 PAX2 0.87 (0.41, 1.38) 0.88 (0.47, 1.29) 0.85 (0.44, 1.26)

cg08125271 7 22143318 RAPGEF5 1.07 (0.04, 1.8) 1.05 (0.38, 1.72) 0.94 (0.27, 1.6)

cg08486432 6 33598003 ITPR3 1.28 (0.54, 1.97) 1.26 (0.63, 1.9) 1.14 (0.5, 1.77)

cg08633893 13 100068932 MIR548AN 1.41 (0.62, 2.37) 1.52 (0.75, 2.28) 1.42 (0.66, 2.18)

cg09043226 6 32146099 RNF5 0.47 (0.03, 0.87) 0.46 (0.15, 0.78) 0.39 (0.08, 0.71)

cg09074260 11 94707049 KDM4D 1 (0.41, 1.54) 0.98 (0.52, 1.44) 0.84 (0.38, 1.3)

cg09506600 1 248100228 OR2L13 0.84 (0.18, 1.41) 0.84 (0.34, 1.34) 0.73 (0.23, 1.23)

cg09554443 1 167487762 CD247 -1.58 (-2.3, -0.84) -1.54 (-2.24, -0.85) -1.4 (-2.1, -0.71)

cg10251538 3 108800886 MORC1 -1.78 (-2.44, -1.15) -1.78 (-2.39, -1.17) -1.63 (-2.25, -1.02)

cg11157034 1 168344184 MIR557 0.22 (0.07, 0.34) 0.22 (0.1, 0.34) 0.19 (0.07, 0.3)

cg11202345 17 76976057 LGALS3BP 1.24 (0.65, 1.88) 1.25 (0.69, 1.82) 1.27 (0.71, 1.83)

cg13089947 12 26277925 BHLHE41 1.06 (0.38, 1.7) 1.04 (0.46, 1.63) 0.95 (0.37, 1.53)

cg13381660 1 44432698 IPO13 1.06 (0.09, 1.51) 1.07 (0.56, 1.57) 0.86 (0.36, 1.36)

cg13549904 1 154438143 IL6R -1.25 (-1.89, -0.66) -1.26 (-1.71, -0.81) -1.2 (-1.64, -0.75)

cg14108978 11 73021145 ARHGEF17 0.96 (0.46, 1.44) 0.96 (0.48, 1.44) 0.9 (0.41, 1.38)

cg14782266 2 42565367 EML4 1.17 (0.05, 1.88) 1.11 (0.44, 1.78) 1.02 (0.35, 1.68)

cg16368504 21 33415990 LINC00159 1.04 (0.53, 1.62) 1.07 (0.55, 1.58) 0.95 (0.44, 1.47)

cg16774354 4 6576608 MAN2B2 0.97 (0.08, 1.75) 0.99 (0.4, 1.59) 0.88 (0.29, 1.47)

cg17468665 12 56221379 DNAJC14 2.11 (1.15, 3.01) 2.11 (1.22, 3.01) 1.6 (0.71, 2.5)

cg17495627 13 114321698 GRK1 0.82 (0.12, 1.3) 0.81 (0.34, 1.28) 0.75 (0.28, 1.22)

cg18322280 14 57793087 AP5M1 -1.34 (-1.96, -0.71) -1.32 (-1.9, -0.75) -1.21 (-1.79, -0.64)
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cg20165604 8 134686291 ST3GAL1 0.94 (0.08, 1.53) 0.92 (0.33, 1.5) 0.8 (0.22, 1.38)

cg20481941 16 80604148 DYNLRB2 1.1 (0.51, 1.73) 1.1 (0.58, 1.61) 0.97 (0.46, 1.49)

cg20993361 7 116503444 CAPZA2 1.1 (0.21, 1.82) 1.09 (0.47, 1.71) 0.93 (0.31, 1.54)

cg21096502 7 56174374 PSPH 0.66 (0.08, 1.17) 0.68 (0.23, 1.13) 0.64 (0.19, 1.08)

cg21790695 10 35070092 PARD3 0.95 (0.27, 1.44) 0.97 (0.48, 1.45) 0.83 (0.36, 1.32)

cg25240153 16 23890018 PRKCB 1.61 (0.72, 2.43) 1.57 (0.79, 2.35) 1.41 (0.64, 2.18)

cg25695193 2 45010550 CAMKMT 0.53 (0.03, 0.93) 0.51 (0.11, 0.9) 0.44 (0.05, 0.83)

cg26337592 1 153642686 ILF2 1.88 (1.05, 2.68) 1.86 (1.09, 2.63) 1.53 (0.78, 2.29)

cg26439401 12 103849421 C12orf42 1.31 (0.75, 1.65) 1.3 (0.88, 1.71) 1.09 (0.67, 1.5)

cg26467270 17 76718664 CYTH1 -4.04 (-4.62, -3.36) -4.05 (-4.66, -3.45) -3.76 (-4.36, -3.15)

cg26542597 19 38682823 SIPA1L3 1.32 (0.66, 1.96) 1.34 (0.74, 1.95) 1.17 (0.57, 1.78)

cg26800893 11 67184596 CARNS1 -1.97 (-2.54, -1.39) -1.98 (-2.52, -1.44) -1.82 (-2.36, -1.27)

Abbreviations: ISIS, Iterative Sure Independence Screening; SCAD, Smoothly Clipped

Absolute Deviation; LS, least squares.
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Table A6: Mean differences (95 % CI) for the CpGs selected by ISIS - MCP for BMI

and comparison with linear regression and Bayesian elastic-net.

CpG chr pos Gene ISIS LS Bayes

cg00005164 19 35511522 GRAMD1A 1.15 (0.52, 1.8) 1.14 (0.55, 1.74) 1.04 (0.45, 1.64)

cg00602326 5 31427700 DROSHA -2.1 (-2.69, -1.5) -2.1 (-2.67, -1.53) -1.98 (-2.57, -1.4)

cg01530962 3 9027157 SRGAP3 1.17 (0.49, 1.71) 1.16 (0.57, 1.74) 0.9 (0.31, 1.49)

cg01855290 21 45132261 PDXK 1.48 (0.76, 2.12) 1.47 (0.86, 2.09) 1.31 (0.69, 1.93)

cg02715531 17 77709027 ENPP7 1.02 (0.52, 1.5) 1.02 (0.54, 1.5) 0.91 (0.43, 1.4)

cg02753444 6 158492604 SYNJ2 0.24 (0.13, 0.33) 0.24 (0.14, 0.34) 0.21 (0.11, 0.3)

cg03078551 17 41656298 ETV4 -2.1 (-2.65, -1.46) -2.08 (-2.6, -1.56) -1.88 (-2.4, -1.37)

cg03272499 13 66919912 PCDH9 0.52 (0.03, 0.83) 0.52 (0.18, 0.87) 0.4 (0.06, 0.75)

cg03710333 4 1722958 TMEM129 1.01 (0.48, 1.51) 1.01 (0.56, 1.46) 0.94 (0.5, 1.39)

cg03944143 17 2595123 CLUH 0.96 (0.2, 1.6) 0.95 (0.37, 1.53) 0.82 (0.24, 1.4)

cg05575921 5 373378 AHRR 2.69 (2.14, 3.27) 2.68 (2.12, 3.24) 2.59 (2.03, 3.16)

cg07060261 13 90557520 LINC00559 2.13 (1.24, 2.88) 2.13 (1.4, 2.86) 1.8 (1.07, 2.53)

cg07443900 4 1018378 FGFRL1 0.79 (0.14, 1.27) 0.79 (0.31, 1.27) 0.67 (0.19, 1.15)

cg07706844 10 102509510 PAX2 0.93 (0.44, 1.42) 0.94 (0.54, 1.33) 0.9 (0.5, 1.29)

cg08242024 7 157551111 PTPRN2 0.36 (0.01, 0.63) 0.35 (0.08, 0.63) 0.35 (0.07, 0.62)

cg08297094 19 33166201 ANKRD27 0.75 (0.26, 1.19) 0.75 (0.33, 1.17) 0.68 (0.26, 1.1)

cg08633893 13 100068932 MIR548AN 1.81 (1.01, 2.6) 1.8 (1.13, 2.48) 1.68 (1, 2.35)

cg08703857 7 2653651 IQCE 1.03 (0.24, 1.66) 1 (0.41, 1.6) 0.9 (0.32, 1.49)

cg09718708 4 48272297 TEC 0.92 (0.17, 1.53) 0.93 (0.36, 1.5) 0.79 (0.23, 1.36)

cg10251538 3 108800886 MORC1 -1.21 (-1.82, -0.6) -1.2 (-1.78, -0.62) -1.15 (-1.73, -0.57)

cg10948061 6 110500990 WASF1 0.9 (0.37, 1.46) 0.9 (0.41, 1.4) 0.84 (0.34, 1.34)

cg11058916 16 34257749 UBE2MP1 0.9 (0.34, 1.46) 0.89 (0.36, 1.43) 0.81 (0.27, 1.34)

cg11625476 17 4795410 MINK1 1.57 (0.9, 2.18) 1.57 (0.99, 2.15) 1.38 (0.79, 1.97)

cg11739303 3 39952693 MYRIP 0.3 (0.08, 0.5) 0.31 (0.12, 0.49) 0.26 (0.08, 0.44)

cg12998942 4 103781683 UBE2D3 0.92 (0.14, 1.61) 0.93 (0.33, 1.53) 0.81 (0.21, 1.41)

cg13414270 2 45465395 LINC01121 0.9 (0.35, 1.53) 0.91 (0.35, 1.46) 0.83 (0.28, 1.38)

cg13549904 1 154438143 IL6R -1.59 (-2.23, -0.94) -1.59 (-2.02, -1.16) -1.49 (-1.93, -1.07)

cg14037728 9 116645936 ZNF618 0.84 (0.03, 1.46) 0.84 (0.26, 1.41) 0.79 (0.21, 1.37)

cg14566095 16 55876964 CES5A 1.91 (1.03, 2.69) 1.9 (1.17, 2.63) 1.69 (0.96, 2.42)

cg14782266 2 42565367 EML4 1.27 (0.59, 1.94) 1.26 (0.61, 1.91) 1.13 (0.48, 1.78)

cg15243454 2 233415061 TIGD1 1.01 (0.46, 1.57) 1 (0.47, 1.52) 0.89 (0.36, 1.42)

cg15251779 7 150929295 CHPF2 0.89 (0.31, 1.45) 0.89 (0.4, 1.39) 0.77 (0.27, 1.27)

cg15706574 6 46231809 RCAN2 1.01 (0.47, 1.6) 1.01 (0.47, 1.56) 0.94 (0.39, 1.48)

cg16774354 4 6576608 MAN2B2 0.97 (0.18, 1.67) 0.96 (0.38, 1.54) 0.84 (0.26, 1.42)

cg16958927 15 51970968 SCG3 0.53 (0.24, 0.81) 0.53 (0.25, 0.81) 0.51 (0.22, 0.79)

cg17995403 2 95831296 ZNF2 1.05 (0.51, 1.57) 1.04 (0.53, 1.55) 0.88 (0.37, 1.4)

cg18322280 14 57793087 AP5M1 -1.71 (-2.33, -1.05) -1.7 (-2.27, -1.13) -1.52 (-2.1, -0.96)

cg19141201 14 23388712 RBM23 0.86 (0.32, 1.34) 0.85 (0.37, 1.32) 0.83 (0.35, 1.3)

cg20223677 8 7332846 DEFB104B 0.73 (0.18, 1.22) 0.72 (0.29, 1.16) 0.61 (0.18, 1.05)
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cg20315590 1 186003041 HMCN1 0.87 (0.12, 1.36) 0.86 (0.34, 1.38) 0.7 (0.18, 1.22)

cg20481941 16 80604148 DYNLRB2 1.34 (0.85, 1.94) 1.34 (0.86, 1.83) 1.23 (0.74, 1.71)

cg20562176 19 8008963 TIMM44 0.94 (0.38, 1.46) 0.94 (0.43, 1.45) 0.82 (0.31, 1.34)

cg20587236 12 109900956 KCTD10 1.39 (0.81, 1.99) 1.39 (0.83, 1.95) 1.29 (0.73, 1.85)

cg21687775 1 146989469 LINC00624 0.97 (0.5, 1.47) 0.98 (0.47, 1.48) 0.88 (0.37, 1.39)

cg22699725 1 207242586 PFKFB2 0.85 (0.07, 1.51) 0.83 (0.28, 1.39) 0.81 (0.26, 1.36)

cg24106020 1 181452827 CACNA1E 0.75 (0.01, 1.24) 0.74 (0.3, 1.19) 0.64 (0.19, 1.09)

cg24523250 1 241230132 RGS7 0.85 (0.36, 1.3) 0.85 (0.42, 1.28) 0.73 (0.3, 1.16)

cg24591090 3 125094085 ZNF148 0.75 (0.07, 1.32) 0.74 (0.24, 1.24) 0.67 (0.17, 1.17)

cg26337592 1 153642686 ILF2 1.29 (0.49, 2.04) 1.3 (0.57, 2.04) 1.13 (0.39, 1.87)

cg26416168 2 71934434 DYSF 1.23 (0.49, 1.91) 1.21 (0.53, 1.88) 1.08 (0.4, 1.76)

cg26439401 12 103849421 C12orf42 1.06 (0.63, 1.42) 1.07 (0.67, 1.46) 0.9 (0.51, 1.31)

cg26467270 17 76718664 CYTH1 -4.61 (-5.13, -3.87) -4.61 (-5.18, -4.04) -4.27 (-4.85, -3.7)

cg26800893 11 67184596 CARNS1 -1.86 (-2.42, -1.29) -1.86 (-2.38, -1.35) -1.75 (-2.27, -1.24)

cg27604402 6 31765590 LSM2 1.56 (0.75, 2.33) 1.55 (0.83, 2.28) 1.3 (0.58, 2.02)

Abbreviations: ISIS, Iterative Sure Independence Screening; MCP, Minimax Concave

Penalty; LS, least squares.

Table A7: Hazard ratios (95 % CI) for the CpGs selected by ISIS - Aenet comparing

percentile 90th vs 10th for lung cancer and comparison with Cox regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS Cox Bayes

cg03362418 22 50965563 TYMP 0.47 (0.25, 0.88) 0.2 (0.06, 0.66) 0.65 (0.36, 1.14)

cg03650729 1 47692625 TAL1 2.73 (1.45, 5.12) 8.12 (2.75, 23.95) 1.67 (1, 2.91)

cg04000528 4 26702926 TBC1D19 1.15 (1, 1.35) 5.14 (1.06, 24.93) 1.04 (0.76, 1.41)

cg04227931 4 180386617 LINC01098 1.15 (1, 1.31) 3.33 (1.1, 10.08) 1.05 (0.85, 1.32)

cg06285727 11 72524028 ATG16L2 0.51 (0.31, 0.86) 0.23 (0.07, 0.83) 0.73 (0.42, 1.23)

cg10113527 9 134109740 NUP214 2.03 (1.06, 3.33) 4.91 (1.6, 15.13) 1.52 (0.9, 2.6)

cg10684686 6 28557047 ZBED9 1.88 (1.26, 2.65) 6.52 (2.27, 18.75) 1.33 (0.9, 2.05)

cg13777023 22 20964020 MED15 1.21 (1.1, 1.33) 1.77 (1.07, 2.95) 1.09 (0.97, 1.25)

cg14273031 14 22320448 OR4E2 1.44 (1.1, 2.05) 4.95 (1.7, 14.44) 1.16 (0.84, 1.62)

cg17746033 5 153828051 SAP30L 1.52 (1.25, 1.94) 4.74 (1.64, 13.73) 1.18 (0.96, 1.53)

cg21990700 12 7260776 C1RL 0.42 (0.22, 0.91) 0.27 (0.1, 0.77) 0.65 (0.4, 1.05)

cg21999471 11 128555317 FLI1 2.59 (1.46, 4.62) 9.52 (3.29, 27.59) 1.61 (0.98, 2.73)

cg27209729 11 64428925 NRXN2 0.45 (0.25, 0.77) 0.28 (0.11, 0.7) 0.67 (0.4, 1.08)

ch.9.1286602F 9 93982668 AUH 1.69 (1.15, 2.39) 5.49 (1.61, 18.65) 1.29 (0.87, 1.95)

Abbreviations: ISIS, Iterative Sure Independence Screening; Aenet, adaptive elastic-net.
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Table A8: Hazard ratios (95 % CI) for the CpGs selected by ISIS - MSAenet com-

paring percentile 90th vs 10th for lung cancer and comparison with Cox regression

and Bayesian elastic-net.

CpG chr pos Gene ISIS Cox Bayes

cg00780810 15 70780653 UACA 0.33 (0.09, 0.84) 0.27 (0.08, 0.89) 0.64 (0.36, 1.09)

cg00841849 2 8683604 ID2 0.47 (0.1, 1) 0.21 (0.05, 0.8) 0.72 (0.39, 1.28)

cg03259188 2 118860242 INSIG2 2.24 (1.15, 7.96) 3.96 (1.37, 11.43) 1.31 (0.91, 1.9)

cg03362418 22 50965563 TYMP 0.61 (0.14, 1) 0.26 (0.08, 0.89) 0.72 (0.4, 1.29)

cg03650729 1 47692625 TAL1 3.31 (1.36, 10.89) 4.6 (1.66, 12.74) 1.54 (0.93, 2.57)

cg05021589 6 6588931 LY86-AS1 3.2 (1.32, 9.52) 4.75 (1.52, 14.82) 1.6 (0.95, 2.71)

cg07012499 2 11618241 E2F6 2.47 (1.24, 6.02) 4.5 (1.89, 10.7) 1.35 (0.97, 1.91)

cg09650907 17 71224983 FAM104A 2.56 (1, 8.05) 3.46 (1.03, 11.63) 1.48 (0.82, 2.76)

cg09984392 8 126011784 SQLE 2.84 (1.27, 9.07) 3.24 (1.3, 8.08) 1.61 (0.97, 2.69)

cg10113527 9 134109740 NUP214 3.33 (1.43, 11.67) 5.82 (1.44, 23.48) 1.7 (0.99, 3.06)

cg11911122 8 71316769 NCOA2 2.28 (1, 6.29) 3.63 (1.25, 10.61) 1.47 (0.87, 2.52)

cg22454769 2 106015767 FHL2 3.05 (1.73, 8.96) 4.06 (1.68, 9.79) 1.77 (1.15, 2.77)

cg25544931 19 12097624 ZNF763 4.41 (1.93, 15.12) 4.48 (1.61, 12.47) 1.82 (1.16, 2.83)

cg27209729 11 64428925 NRXN2 0.51 (0.19, 0.95) 0.36 (0.14, 0.89) 0.66 (0.41, 1.05)

ch.2.1365132F 2 59899176 LINC01122 1.48 (1, 3.28) 2.84 (1.51, 5.33) 1.07 (0.9, 1.28)

Abbreviations: ISIS, Iterative Sure Independence Screening; MSAenet, multi-step adap-

tive elastic-net.

Table A9: Hazard ratios (95 % CI) for the CpGs selected by ISIS - enet comparing

percentile 90th vs 10th for lung cancer and comparison with Cox regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS Cox Bayes

cg03259188 2 118860242 INSIG2 1.7 (1.16, 2.79) 3.22 (1.29, 8.02) 1.2 (0.88, 1.7)

cg03650729 1 47692625 TAL1 3.38 (1.58, 7.3) 6.37 (2.2, 18.46) 1.61 (0.98, 2.72)

cg10113527 9 134109740 NUP214 2.41 (1.14, 4.5) 2.94 (1.03, 8.43) 1.54 (0.92, 2.63)

cg11185549 12 116996871 MAP1LC3B2 1.86 (1, 3.48) 4.68 (1.23, 17.78) 1.23 (0.74, 2.15)

cg11469818 17 78093132 GAA 1.46 (1.18, 1.84) 2.45 (1.08, 5.52) 1.14 (0.96, 1.4)

cg13777023 22 20964020 MED15 1.22 (1.1, 1.38) 1.74 (1.02, 2.96) 1.08 (0.97, 1.22)

cg22454769 2 106015767 FHL2 2.41 (1.41, 4.52) 5.57 (2.17, 14.29) 1.45 (0.95, 2.24)

cg27209729 11 64428925 NRXN2 0.52 (0.26, 0.96) 0.33 (0.13, 0.82) 0.74 (0.46, 1.16)

ch.1.374405F 1 10177152 UBE4B 2.15 (1.17, 3.07) 6.57 (3.38, 12.77) 1.28 (0.99, 1.69)

Abbreviations: ISIS, Iterative Sure Independence Screening; enet, elastic-net.
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Table A10: Hazard ratios (95 % CI) for the CpGs selected by ISIS - LASSO com-

paring percentile 90th vs 10th for lung cancer and comparison with Cox regression

and Bayesian elastic-net.

CpG chr pos Gene ISIS Cox Bayes

cg00480032 1 111459642 CD53 2.87 (1, 5.94) 3.55 (1.77, 7.11) 1.23 (0.89, 1.74)

cg02371147 4 37839219 PGM2 3.58 (1, 9.18) 4.33 (1.83, 10.23) 1.55 (0.96, 2.54)

cg03650729 1 47692625 TAL1 2.55 (1, 6.59) 2.57 (1.11, 5.93) 1.65 (1, 2.73)

cg06318011 1 36567283 COL8A2 1.53 (1, 2.13) 1.63 (1.01, 2.63) 1.16 (0.98, 1.42)

cg07428919 11 31391095 DCDC1 7.04 (1, 16.83) 9.7 (4.39, 21.43) 1.93 (1.2, 3.01)

cg10514538 8 136602088 KHDRBS3 4.93 (1, 17.95) 7.95 (2.47, 25.56) 1.17 (0.84, 1.69)

cg12410530 22 32001086 SFI1 2.09 (1, 3.66) 2.82 (1.41, 5.66) 1.15 (0.98, 1.42)

cg13559022 12 54117783 CALCOCO1 1.8 (1, 2.95) 1.92 (1.01, 3.65) 1.25 (1, 1.65)

cg14096595 2 187420141 ITGAV 2.93 (1, 9.4) 3.34 (1.31, 8.49) 1.43 (0.97, 2.18)

cg17178502 8 17929088 ASAH1 5.5 (1, 15.28) 7.29 (2.51, 21.13) 1.49 (0.97, 2.43)

cg19965693 2 163175743 IFIH1 0.27 (0.12, 1) 0.24 (0.11, 0.54) 0.51 (0.31, 0.81)

cg22998476 10 74058092 DDIT4 0.41 (0.17, 1) 0.32 (0.15, 0.7) 0.7 (0.43, 1.14)

Abbreviations: ISIS, Iterative Sure Independence Screening; LASSO, Least Absolute

Shrinkage and Selection Operator.
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Table A11: Hazard ratios (95 % CI) for the CpGs selected by ISIS - SCAD comparing

percentile 90th vs 10th for lung cancer and comparison with Cox regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS Cox Bayes

cg00067702 5 166721765 TENM2 1.2 (1, 5.97) 3.33 (1.24, 8.99) 1.36 (0.84, 2.2)

cg00837619 14 21077925 RNASE12 2.93 (1, 9.23) 10.81 (4.04, 28.9) 1.63 (0.99, 2.76)

cg01309343 2 28668518 FOSL2 4.71 (1, 11.39) 4.35 (1.8, 10.55) 1.31 (0.85, 1.99)

cg02915225 10 93812043 CPEB3 6.58 (1.04, 25.52) 11.93 (4.59, 31) 1.71 (1.09, 2.77)

cg05926943 16 50100517 HEATR3 1.08 (1, 5.54) 3.33 (1.47, 7.51) 1.18 (0.74, 1.89)

cg06252810 18 77378261 CTDP1 1.73 (1, 4.79) 7.12 (1.71, 29.74) 1.66 (1.07, 2.75)

cg06318011 1 36567283 COL8A2 1.1 (1, 1.27) 2.19 (1.07, 4.48) 1.13 (0.95, 1.39)

cg06342317 2 121105259 INHBB 1.1 (1, 4.11) 4.49 (1.84, 10.92) 1.24 (0.82, 1.83)

cg06647068 12 104853274 CHST11 0.23 (0.06, 1) 0.15 (0.06, 0.39) 0.49 (0.29, 0.81)

cg07888917 2 12108682 MIR4262 3.54 (1, 8.85) 7.23 (2.8, 18.69) 1.62 (1.01, 2.66)

cg08162948 6 32374184 BTNL2 1.11 (1, 1.41) 2.22 (1.23, 4) 1.14 (0.93, 1.44)

cg12666727 1 42128487 HIVEP3 4.01 (1, 12.12) 8.94 (3.88, 20.6) 1.99 (1.25, 3.25)

cg13559022 12 54117783 CALCOCO1 1.22 (1, 1.6) 3.59 (1.67, 7.71) 1.28 (1.01, 1.67)

cg15997319 12 123778445 SBNO1 1.3 (1, 1.89) 2.62 (1.06, 6.5) 1.34 (0.98, 1.88)

cg16546976 3 171618566 TMEM212 7.75 (1, 21.83) 27.98 (9.9, 79.12) 1.74 (1.1, 2.83)

cg17172877 11 12863965 TEAD1 2.92 (1, 6.12) 9.66 (4.31, 21.62) 1.55 (1.06, 2.26)

cg17373649 8 669578 ERICH1 1.08 (1, 1.16) 3.9 (1.49, 10.22) 1.07 (0.98, 1.17)

cg17697043 20 52224625 ZNF217 1.31 (1, 1.62) 7.71 (2.81, 21.12) 1.26 (1.04, 1.62)

cg18277467 4 2180030 POLN 1.04 (1, 1.09) 1.98 (1.03, 3.81) 1.09 (0.98, 1.24)

cg19832312 10 74855378 P4HA1 2.78 (1, 5.74) 8.55 (3.9, 18.72) 1.67 (1.1, 2.53)

cg22660578 17 35294029 LHX1 3.46 (1, 10.65) 9.74 (4.02, 23.61) 1.82 (1.15, 2.99)

cg24377437 6 142047924 NMBR 1.11 (1, 2.47) 4.09 (1.71, 9.8) 1.19 (0.88, 1.64)

cg24650120 7 150096722 ZNF775 1.52 (1, 5.18) 5.42 (1.57, 18.7) 1.61 (1.01, 2.72)

cg25695116 22 37436981 KCTD17 0.11 (0.03, 1) 0.07 (0.02, 0.2) 0.41 (0.23, 0.69)

Abbreviations: ISIS, Iterative Sure Independence Screening; SCAD, Smoothly Clipped

Absolute Deviation.
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Table A12: Hazard ratios (95 % CI) for the CpGs selected by ISIS - MCP comparing

percentile 90th vs 10th for lung cancer and comparison with Cox regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS Cox Bayes

cg00926226 8 33462191 DUSP26 1.63 (1, 12.31) 5.66 (2.54, 12.65) 1.73 (1.16, 2.67)

cg02431184 6 88624913 SPACA1 3.5 (1, 78.04) 17.44 (5.96, 51.05) 2.01 (1.29, 3.41)

cg02468627 1 57043571 PLPP3 1.42 (1, 10.81) 4.98 (2.13, 11.65) 1.53 (1.12, 2.18)

cg04847932 17 40271031 KAT2A 1.19 (1, 27.51) 10 (4.09, 24.43) 2.1 (1.25, 3.55)

cg06647068 12 104853274 CHST11 0.51 (0.07, 1) 0.19 (0.08, 0.43) 0.49 (0.29, 0.8)

cg09018918 2 238607244 LRRFIP1 3.09 (1, 10.15) 3.7 (1.77, 7.74) 2.11 (1.31, 3.44)

cg09992204 15 99500303 IGF1R 1.28 (1, 9.64) 3.1 (1.26, 7.61) 1.56 (1.05, 2.45)

cg10662093 19 38747234 PPP1R14A 4.03 (1, 12.55) 6.52 (3.73, 11.41) 2.14 (1.45, 3.16)

cg14968926 5 64267561 CWC27 1.62 (1, 36.5) 8.47 (3.12, 22.98) 1.65 (1.06, 2.65)

cg15181928 8 2375845 MYOM2 1.92 (1, 19.44) 4.35 (1.83, 10.35) 1.7 (1.11, 2.69)

cg17372101 7 147500722 CNTNAP2 2.79 (1, 17.77) 7.25 (3.56, 14.76) 2.06 (1.28, 3.35)

cg21990700 12 7260776 C1RL 0.42 (0.05, 1) 0.15 (0.07, 0.35) 0.49 (0.29, 0.8)

cg25544931 19 12097624 ZNF763 3.25 (1, 31.61) 12.68 (5.47, 29.37) 2.27 (1.46, 3.59)

cg26248066 11 70303464 SHANK2 1 (1, 12.07) 5.24 (2.87, 9.6) 1.61 (1.08, 2.35)

cg26808749 10 121378908 TIAL1 1.1 (1, 2.41) 3.31 (1.45, 7.57) 1.27 (1.03, 1.63)

cg26928531 6 32407714 HLA-DRA 3.08 (1, 15.2) 9.92 (5.53, 17.79) 1.87 (1.34, 2.59)

Abbreviations: ISIS, Iterative Sure Independence Screening; MCP, Minimax Concave

Penalty.
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Table A13: Odds ratios (95 % CI) for the CpGs selected by ISIS - Aenet comparing

percentile 90th vs 10th for diabetes and comparison with logistic regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS GLM Bayes

cg00574958 11 68607622 CPT1A 0.9 (0.87, 0.92) 0.32 (0.2, 0.5) 0.36 (0.23, 0.55)

cg01411468 4 36283588 DTHD1 1.04 (1.01, 1.06) 1.72 (1.03, 2.86) 1.56 (0.99, 2.54)

cg04839616 16 86787604 FOXL1 1.05 (1.02, 1.08) 2.26 (1.51, 3.38) 2.0 (1.36, 2.95)

cg05291965 2 47382583 STPG4 1.07 (1.02, 1.09) 2.01 (1.32, 3.05) 1.88 (1.25, 2.82)

cg05746809 3 141131788 ZBTB38 0.93 (0.9, 0.95) 0.57 (0.38, 0.85) 0.59 (0.39, 0.87)

cg06002198 10 6187994 PFKFB3 0.93 (0.91, 0.96) 0.49 (0.27, 0.9) 0.57 (0.32, 0.98)

cg06865772 10 17725026 STAM 0.94 (0.92, 0.97) 0.6 (0.39, 0.92) 0.65 (0.43, 0.97)

cg08309687 21 35320596 LINC00649 0.91 (0.89, 0.95) 0.33 (0.19, 0.56) 0.39 (0.23, 0.64)

cg08686493 3 9670152 MTMR14 0.96 (0.94, 0.99) 0.47 (0.34, 0.67) 0.53 (0.38, 0.74)

cg11253148 11 104540147 CASP12 0.94 (0.93, 0.98) 0.54 (0.37, 0.81) 0.6 (0.4, 0.88)

cg12538681 11 34196039 ABTB2 1.05 (1.03, 1.09) 1.96 (1.35, 2.84) 1.81 (1.27, 2.59)

cg15340727 9 882695 DMRT1 0.95 (0.94, 0.99) 0.42 (0.27, 0.65) 0.46 (0.3, 0.71)

cg15910469 6 30804271 DDR1 1.04 (1.02, 1.08) 2.02 (1.41, 2.91) 1.86 (1.32, 2.65)

cg16340030 11 59554873 STX3 0.95 (0.93, 0.98) 0.32 (0.2, 0.51) 0.39 (0.25, 0.61)

cg16611584 17 19809078 AKAP10 1.08 (1.04, 1.11) 2.16 (1.39, 3.35) 1.95 (1.28, 2.99)

cg16740586 21 43655919 ABCG1 1.12 (1.09, 1.15) 2.09 (1.27, 3.43) 1.95 (1.22, 3.14)

cg17075888 7 95225339 PDK4 0.9 (0.87, 0.93) 0.44 (0.27, 0.7) 0.46 (0.29, 0.73)

cg19266329 1 145456128 NBPF20 0.92 (0.89, 0.95) 0.45 (0.28, 0.73) 0.52 (0.33, 0.83)

cg19466702 9 81749776 TLE4 0.93 (0.92, 0.97) 0.36 (0.22, 0.58) 0.41 (0.26, 0.66)

cg19693031 1 145441552 TXNIP 0.79 (0.76, 0.8) 0.03 (0.02, 0.06) 0.04 (0.02, 0.07)

cg21079041 7 151108012 WDR86-AS1 1.05 (1.01, 1.07) 2.71 (1.69, 4.35) 2.34 (1.49, 3.72)

cg22675726 18 3179889 MYOM1 1.08 (1.04, 1.1) 1.65 (1.07, 2.54) 1.55 (1.03, 2.35)

cg22757957 1 91440433 ZNF644 1.05 (1.02, 1.07) 2.76 (1.66, 4.59) 2.36 (1.46, 3.86)

cg25551219 22 50909865 SBF1 1.08 (1.05, 1.11) 2.63 (1.65, 4.17) 2.35 (1.51, 3.69)

cg26403843 5 158634085 RNF145 1.11 (1.07, 1.14) 2.48 (1.6, 3.85) 2.32 (1.52, 3.57)

cg27243685 21 43642366 ABCG1 1.06 (1.03, 1.09) 2.04 (1.29, 3.23) 1.74 (1.12, 2.72)

Abbreviations: ISIS, Iterative Sure Independence Screening; Aenet, adaptive elastic-net;

GLM, Generalized linear models.
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Table A14: Odds ratios (95 % CI) for the CpGs selected by ISIS - MSAenet com-

paring percentile 90th vs 10th for diabetes and comparison with logistic regression

and Bayesian elastic-net.

CpG chr pos Gene ISIS GLM Bayes

cg00574958 11 68607622 CPT1A 0.43 (0.29, 0.61) 0.43 (0.28, 0.66) 0.45 (0.29, 0.67)

cg00923870 20 37698529 DHX35 0.59 (0.34, 0.85) 0.29 (0.18, 0.47) 0.34 (0.21, 0.55)

cg01411468 4 36283588 DTHD1 1.71 (1.15, 2.63) 1.88 (1.11, 3.19) 1.79 (1.08, 2.97)

cg03803818 12 110637414 IFT81 1.52 (1.06, 2.2) 1.89 (1.17, 3.06) 1.79 (1.13, 2.88)

cg05028010 1 145437567 NBPF20 0.68 (0.43, 0.92) 0.67 (0.47, 0.96) 0.71 (0.5, 0.99)

cg05746809 3 141131788 ZBTB38 0.46 (0.32, 0.61) 0.43 (0.3, 0.64) 0.45 (0.31, 0.66)

cg05919202 4 5914761 MIR378D1 0.7 (0.41, 0.97) 0.3 (0.18, 0.52) 0.36 (0.21, 0.61)

cg06865772 10 17725026 STAM 0.62 (0.44, 0.82) 0.55 (0.37, 0.8) 0.56 (0.39, 0.82)

cg06998286 1 20473001 PLA2G2F 0.62 (0.37, 0.91) 0.37 (0.23, 0.59) 0.44 (0.28, 0.69)

cg08263236 7 129846037 TMEM209 0.61 (0.4, 0.84) 0.47 (0.31, 0.73) 0.54 (0.35, 0.82)

cg08309687 21 35320596 LINC00649 0.51 (0.3, 0.71) 0.26 (0.16, 0.44) 0.3 (0.18, 0.49)

cg10251538 3 108800886 MORC1 0.64 (0.45, 0.92) 0.63 (0.42, 0.93) 0.63 (0.43, 0.92)

cg10405605 10 6188149 PFKFB3 0.73 (0.52, 0.97) 0.57 (0.34, 0.95) 0.61 (0.37, 0.97)

cg10898277 20 24821220 CST7 1.76 (1.16, 2.87) 2.88 (1.72, 4.83) 2.47 (1.49, 4.11)

cg11126497 3 52558566 NT5DC2 0.54 (0.35, 0.74) 0.42 (0.27, 0.63) 0.46 (0.31, 0.7)

cg13898430 1 25292274 RUNX3 1.77 (1.17, 3.15) 2.8 (1.47, 5.31) 2.4 (1.29, 4.48)

cg15092039 6 148657019 SASH1 0.58 (0.3, 0.87) 0.28 (0.15, 0.5) 0.34 (0.19, 0.6)

cg16504526 9 73025362 KLF9 1.93 (1.4, 2.94) 2.44 (1.62, 3.68) 2.27 (1.53, 3.37)

cg16611584 17 19809078 AKAP10 2.0 (1.48, 3.08) 3.75 (2.46, 5.73) 3.33 (2.22, 5.08)

cg16740586 21 43655919 ABCG1 2.24 (1.58, 3.42) 2.72 (1.69, 4.38) 2.5 (1.57, 3.98)

cg19466702 9 81749776 TLE4 0.73 (0.49, 0.98) 0.55 (0.35, 0.88) 0.58 (0.37, 0.9)

cg19693031 1 145441552 TXNIP 0.08 (0.05, 0.12) 0.04 (0.02, 0.07) 0.05 (0.03, 0.08)

cg24488001 1 238644629 LINC01139 1.51 (1.13, 2.28) 2.52 (1.7, 3.73) 2.23 (1.53, 3.27)

cg25551219 22 50909865 SBF1 2.43 (1.71, 3.81) 3.81 (2.43, 5.98) 3.29 (2.13, 5.13)

cg26403843 5 158634085 RNF145 1.83 (1.33, 2.67) 3.16 (2.04, 4.9) 2.72 (1.79, 4.15)

cg27243685 21 43642366 ABCG1 1.72 (1.19, 2.54) 2.0 (1.28, 3.12) 1.83 (1.19, 2.83)

Abbreviations: ISIS, Iterative Sure Independence Screening; MSAenet, multi-step adap-

tive elastic-net; GLM, Generalized linear models.
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Table A15: Odds ratios (95 % CI) for the CpGs selected by ISIS - enet comparing

percentile 90th vs 10th for diabetes and comparison with logistic regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS GLM Bayes

cg00574958 11 68607622 CPT1A 0.62 (0.51, 0.75) 0.45 (0.29, 0.7) 0.48 (0.32, 0.74)

cg01065697 1 3320738 PRDM16 1.35 (1.12, 1.61) 2.88 (1.75, 4.76) 2.33 (1.45, 3.81)

cg01268711 3 137799724 DZIP1L 0.7 (0.58, 0.85) 0.12 (0.05, 0.27) 0.21 (0.09, 0.47)

cg04244036 6 38207681 BTBD9 0.74 (0.6, 0.91) 0.61 (0.41, 0.92) 0.65 (0.44, 0.95)

cg05291965 2 47382583 STPG4 1.32 (1.07, 1.62) 1.65 (1.1, 2.48) 1.58 (1.07, 2.35)

cg05746809 3 141131788 ZBTB38 0.64 (0.53, 0.77) 0.41 (0.27, 0.62) 0.46 (0.31, 0.68)

cg08309687 21 35320596 LINC00649 0.57 (0.47, 0.7) 0.34 (0.2, 0.58) 0.4 (0.24, 0.67)

cg14725534 22 31516431 INPP5J 0.63 (0.53, 0.78) 0.11 (0.05, 0.24) 0.17 (0.08, 0.37)

cg16504526 9 73025362 KLF9 1.47 (1.21, 1.83) 1.77 (1.17, 2.69) 1.67 (1.12, 2.5)

cg16740586 21 43655919 ABCG1 1.62 (1.33, 1.99) 2.08 (1.28, 3.38) 1.96 (1.24, 3.1)

cg17075888 7 95225339 PDK4 0.61 (0.49, 0.76) 0.46 (0.29, 0.73) 0.49 (0.31, 0.76)

cg19264738 11 72925488 P2RY2 1.5 (1.25, 1.83) 2.86 (1.83, 4.44) 2.46 (1.61, 3.78)

cg19266329 1 145456128 NBPF20 0.61 (0.5, 0.74) 0.42 (0.26, 0.67) 0.48 (0.31, 0.75)

cg19466702 9 81749776 TLE4 0.69 (0.56, 0.84) 0.49 (0.3, 0.78) 0.53 (0.34, 0.83)

cg19693031 1 145441552 TXNIP 0.26 (0.22, 0.31) 0.06 (0.03, 0.09) 0.07 (0.04, 0.11)

cg25551219 22 50909865 SBF1 1.57 (1.28, 1.91) 2.46 (1.56, 3.87) 2.18 (1.42, 3.39)

cg26403843 5 158634085 RNF145 1.59 (1.28, 1.92) 2.06 (1.34, 3.19) 1.97 (1.29, 3.0)

Abbreviations: ISIS, Iterative Sure Independence Screening; enet, elastic-net; GLM, Gen-

eralized linear models.
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Table A16: Odds ratios (95 % CI) for the CpGs selected by ISIS - LASSO comparing

percentile 90th vs 10th for diabetes and comparison with logistic regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS GLM Bayes

cg00574958 11 68607622 CPT1A 0.48 (0.33, 0.66) 0.35 (0.22, 0.57) 0.38 (0.24, 0.6)

cg04141459 3 183852329 EIF2B5 1.68 (1.22, 2.35) 2.43 (1.6, 3.68) 2.16 (1.45, 3.24)

cg04244036 6 38207681 BTBD9 0.6 (0.42, 0.87) 0.45 (0.29, 0.71) 0.5 (0.32, 0.76)

cg04422019 7 50611949 DDC 1.95 (1.4, 2.78) 2.96 (1.86, 4.69) 2.62 (1.68, 4.12)

cg04893683 5 178779526 ADAMTS2 0.61 (0.41, 0.94) 0.43 (0.27, 0.71) 0.48 (0.29, 0.76)

cg05241075 1 55776045 MIR4422 0.63 (0.39, 0.99) 0.34 (0.19, 0.62) 0.42 (0.24, 0.75)

cg05291965 2 47382583 STPG4 1.83 (1.29, 2.67) 2.73 (1.74, 4.28) 2.42 (1.58, 3.78)

cg05746809 3 141131788 ZBTB38 0.5 (0.34, 0.71) 0.33 (0.21, 0.51) 0.37 (0.24, 0.57)

cg05868469 15 93128777 LINC00930 1.96 (1.05, 3.72) 4.41 (1.98, 9.82) 3.3 (1.54, 7.23)

cg05878073 14 74766220 ABCD4 2.24 (1.27, 3.9) 5.46 (2.68, 11.13) 4.17 (2.11, 8.27)

cg08309687 21 35320596 LINC00649 0.45 (0.28, 0.68) 0.32 (0.18, 0.56) 0.35 (0.2, 0.6)

cg08896067 7 5867617 ZNF815P 0.55 (0.39, 0.77) 0.38 (0.25, 0.58) 0.43 (0.29, 0.65)

cg08972190 7 2138995 MAD1L1 1.95 (1.28, 2.98) 2.7 (1.55, 4.7) 2.52 (1.5, 4.32)

cg10322118 9 33173043 B4GALT1 1.63 (1.08, 2.49) 2.34 (1.4, 3.91) 2.08 (1.27, 3.43)

cg10933573 18 72212692 CNDP1 1.85 (1.3, 2.73) 3.32 (2.04, 5.39) 2.76 (1.74, 4.45)

cg11024682 17 17730094 SREBF1 1.79 (1.07, 3.02) 2.58 (1.35, 4.93) 2.26 (1.23, 4.23)

cg11406521 2 86226603 Unknown 1.61 (1.13, 2.27) 1.93 (1.21, 3.09) 1.85 (1.19, 2.89)

cg14734059 17 12698291 ARHGAP44 0.58 (0.41, 0.83) 0.39 (0.25, 0.62) 0.44 (0.28, 0.69)

cg15643381 3 58510065 ACOX2 0.5 (0.27, 0.91) 0.15 (0.07, 0.35) 0.23 (0.1, 0.51)

cg16611584 17 19809078 AKAP10 1.55 (1.07, 2.27) 1.84 (1.14, 2.95) 1.74 (1.11, 2.75)

cg16615151 3 111409324 PLCXD2 1.9 (1.25, 2.9) 2.19 (1.3, 3.71) 2.11 (1.28, 3.52)

cg16740586 21 43655919 ABCG1 2.17 (1.45, 3.52) 2.77 (1.65, 4.67) 2.62 (1.6, 4.35)

cg17075888 7 95225339 PDK4 0.5 (0.33, 0.75) 0.37 (0.22, 0.61) 0.4 (0.25, 0.65)

cg19266329 1 145456128 NBPF20 0.62 (0.43, 0.91) 0.43 (0.26, 0.69) 0.48 (0.3, 0.77)

cg19466702 9 81749776 TLE4 0.65 (0.42, 0.96) 0.45 (0.27, 0.76) 0.51 (0.31, 0.84)

cg19693031 1 145441552 TXNIP 0.07 (0.04, 0.1) 0.03 (0.02, 0.06) 0.04 (0.02, 0.07)

cg22675726 18 3179889 MYOM1 1.68 (1.19, 2.42) 2.51 (1.62, 3.9) 2.21 (1.45, 3.41)

cg22757957 1 91440433 ZNF644 1.65 (1.05, 2.63) 2.74 (1.54, 4.86) 2.31 (1.34, 4.03)

cg23065813 2 43617024 THADA 1.75 (1.18, 2.74) 2.52 (1.51, 4.18) 2.23 (1.38, 3.64)

cg26955383 10 105218660 CALHM1 1.45 (1.04, 2.04) 1.7 (1.12, 2.58) 1.63 (1.1, 2.44)

cg27243685 21 43642366 ABCG1 1.57 (1.08, 2.21) 2.25 (1.4, 3.61) 1.97 (1.25, 3.12)

cg27531842 2 131672685 ARHGEF4 1.77 (1.21, 2.52) 2.66 (1.66, 4.25) 2.36 (1.52, 3.73)

Abbreviations: ISIS, Iterative Sure Independence Screening; LASSO, Least Absolute

Shrinkage and Selection Operator; GLM, Generalized linear models.
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Table A17: Odds ratios (95 % CI) for the CpGs selected by ISIS - SCAD comparing

percentile 90th vs 10th for diabetes and comparison with logistic regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS GLM Bayes

cg00574958 11 68607622 CPT1A 0.4 (0.22, 0.88) 0.39 (0.24, 0.62) 0.42 (0.26, 0.66)

cg02592976 7 140746692 TMEM178B 0.21 (0.09, 0.85) 0.17 (0.09, 0.34) 0.23 (0.11, 0.44)

cg05291965 2 47382583 STPG4 2.26 (1.05, 3.86) 2.15 (1.39, 3.34) 2.01 (1.32, 3.1)

cg05746809 3 141131788 ZBTB38 0.29 (0.18, 0.45) 0.3 (0.2, 0.46) 0.33 (0.22, 0.49)

cg05919202 4 5914761 MIR378D1 0.25 (0.12, 0.42) 0.23 (0.13, 0.41) 0.28 (0.15, 0.49)

cg08309687 21 35320596 LINC00649 0.28 (0.14, 0.73) 0.27 (0.16, 0.47) 0.3 (0.18, 0.52)

cg08594547 4 178426921 AGA 2.71 (1.69, 4.72) 2.9 (1.93, 4.37) 2.57 (1.74, 3.86)

cg11697045 16 13416540 SHISA9 3.29 (1.94, 5.94) 3.29 (2.11, 5.12) 3.0 (1.96, 4.61)

cg12603039 1 179678692 FAM163A 0.22 (0.11, 1) 0.2 (0.1, 0.4) 0.28 (0.14, 0.53)

cg15340727 9 882695 DMRT1 0.36 (0.21, 0.97) 0.4 (0.24, 0.65) 0.43 (0.27, 0.69)

cg17075888 7 95225339 PDK4 0.33 (0.18, 0.7) 0.35 (0.21, 0.57) 0.37 (0.23, 0.59)

cg18572606 14 74691002 VSX2 0.18 (0.06, 0.97) 0.14 (0.07, 0.3) 0.19 (0.09, 0.39)

cg19520763 3 38534710 ACVR2B 6.01 (2.88, 13.23) 5.23 (2.83, 9.67) 4.45 (2.48, 8.11)

cg19693031 1 145441552 TXNIP 0.03 (0.01, 0.05) 0.03 (0.02, 0.05) 0.04 (0.02, 0.06)

cg22757957 1 91440433 ZNF644 3.31 (1.15, 6.01) 2.95 (1.71, 5.07) 2.62 (1.56, 4.49)

cg25551219 22 50909865 SBF1 3.03 (1.73, 5.22) 3.02 (1.88, 4.85) 2.8 (1.78, 4.44)

cg26403843 5 158634085 RNF145 3.19 (1.92, 5.77) 3.23 (2.02, 5.17) 2.94 (1.88, 4.68)

Abbreviations: ISIS, Iterative Sure Independence Screening; SCAD, Smoothly Clipped

Absolute Deviation; GLM, Generalized linear models.
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Table A18: Odds ratios (95 % CI) for the CpGs selected by ISIS - MCP comparing

percentile 90th vs 10th for diabetes and comparison with logistic regression and

Bayesian elastic-net.

CpG chr pos Gene ISIS GLM Bayes

cg00506811 2 235860443 SH3BP4 0.46 (0.28, 0.87) 0.44 (0.31, 0.62) 0.49 (0.34, 0.68)

cg00574958 11 68607622 CPT1A 0.22 (0.11, 0.39) 0.22 (0.13, 0.37) 0.25 (0.15, 0.42)

cg00976328 2 208689522 PLEKHM3 2.83 (1.25, 5.24) 2.78 (1.67, 4.64) 2.42 (1.49, 3.97)

cg05291965 2 47382583 STPG4 3.39 (1.8, 6.47) 3.23 (1.96, 5.31) 2.84 (1.77, 4.62)

cg05746809 3 141131788 ZBTB38 0.29 (0.14, 0.59) 0.28 (0.17, 0.46) 0.31 (0.19, 0.5)

cg08594547 4 178426921 AGA 2.62 (1.31, 4.45) 2.59 (1.67, 4.01) 2.35 (1.55, 3.62)

cg08896067 7 5867617 ZNF815P 0.27 (0.15, 0.43) 0.26 (0.16, 0.41) 0.3 (0.19, 0.46)

cg10933573 18 72212692 CNDP1 2.46 (1.02, 4.64) 2.44 (1.49, 4.01) 2.19 (1.37, 3.54)

cg12538681 11 34196039 ABTB2 2.77 (1.36, 5.03) 2.74 (1.75, 4.28) 2.46 (1.6, 3.77)

cg13259095 8 1455354 DLGAP2 3.51 (1.88, 6.8) 3.51 (2.07, 5.95) 3.02 (1.83, 5.05)

cg13718666 12 101800969 ARL1 2.44 (1.05, 4.34) 2.49 (1.57, 3.95) 2.23 (1.44, 3.47)

cg14734059 17 12698291 ARHGAP44 0.27 (0.14, 0.42) 0.26 (0.16, 0.42) 0.3 (0.18, 0.48)

cg15340727 9 882695 DMRT1 0.29 (0.15, 0.56) 0.3 (0.18, 0.5) 0.33 (0.2, 0.54)

cg15630743 10 134863617 ADGRA1 0.18 (0.08, 0.37) 0.18 (0.09, 0.34) 0.22 (0.12, 0.42)

cg16611584 17 19809078 AKAP10 2.62 (1.1, 4.98) 2.55 (1.57, 4.15) 2.36 (1.48, 3.79)

cg17075888 7 95225339 PDK4 0.29 (0.14, 0.53) 0.3 (0.18, 0.5) 0.31 (0.19, 0.51)

cg19264738 11 72925488 P2RY2 3.69 (2.37, 7.72) 3.78 (2.26, 6.32) 3.43 (2.11, 5.67)

cg19693031 1 145441552 TXNIP 0.02 (0.01, 0.03) 0.02 (0.01, 0.03) 0.02 (0.01, 0.03)

cg22030766 21 34608899 IFNAR2 0.41 (0.24, 0.9) 0.4 (0.25, 0.62) 0.46 (0.29, 0.7)

cg22033732 10 76975755 VDAC2 2.46 (1.1, 4.35) 2.47 (1.57, 3.87) 2.23 (1.45, 3.45)

cg22939839 2 46586862 EPAS1 2.53 (1.02, 4.52) 2.6 (1.62, 4.15) 2.32 (1.49, 3.68)

cg25386579 6 139571728 TXLNB 3.68 (1.99, 7.59) 3.64 (2.09, 6.36) 3.17 (1.87, 5.44)

cg25551219 22 50909865 SBF1 3.62 (1.76, 7.15) 3.71 (2.19, 6.27) 3.32 (2.02, 5.54)

cg26403843 5 158634085 RNF145 2.84 (1.32, 5.79) 2.76 (1.66, 4.56) 2.56 (1.57, 4.18)

cg26940541 8 134584367 ST3GAL1 3.48 (1.81, 7.24) 3.55 (2.08, 6.07) 3 (1.79, 5.1)

Abbreviations: ISIS, Iterative Sure Independence Screening; MCP, Minimax Concave

Penalty; GLM, Generalized linear models.
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Figure A1: Overlap of significantly enriched pathways for genes annotated to the

identified BMI-DMPs, separately for each of the specific methods, and, also, for the

union set of genes annotated to BMI-DMPs across all methods.
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Appendix A

Figure A2: Network of the enriched pathways for BMI out of the genes annotated

to identified differentially methylated positions for ISIS-Aenet.
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KEGG pathways are represented as nodes and the node size represents the term enrichment

significance. The size of the slices represents the proportion of the genes that contribute

to the metabolic pathway for each method.
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Figure A3: Network of the enriched pathways for BMI out of the genes annotated

to identified differentially methylated positions for ISIS-enet.
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KEGG pathways are represented as nodes and the node size represents the term enrichment

significance. The size of the slices represents the proportion of the genes that contribute

to the metabolic pathway for each method.
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Figure A4: Network of the enriched pathways for BMI out of the genes annotated

to identified differentially methylated positions for ISIS-MSAenet.
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KEGG pathways are represented as nodes and the node size represents the term enrichment

significance. The size of the slices represents the proportion of the genes that contribute

to the metabolic pathway for each method.
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Figure A5: Network of the enriched pathways for BMI out of the genes annotated

to identified differentially methylated positions for ISIS-LASSO.
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KEGG pathways are represented as nodes and the node size represents the term enrichment

significance. The size of the slices represents the proportion of the genes that contribute

to the metabolic pathway for each method.
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Figure A6: Network of the enriched pathways for BMI out of the genes annotated

to identified differentially methylated positions for ISIS-SCAD.
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KEGG pathways are represented as nodes and the node size represents the term enrichment

significance. The size of the slices represents the proportion of the genes that contribute

to the metabolic pathway for each method.
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Figure A7: Network of the enriched pathways for BMI out of the genes annotated

to identified differentially methylated positions for ISIS-MCP.
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KEGG pathways are represented as nodes and the node size represents the term enrichment

significance. The size of the slices represents the proportion of the genes that contribute

to the metabolic pathway for each method.
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Appendix B: Supplementary Tables for

section 3.2.2

Table B1: Hazard ratios (95 % CI) of CpGs selected by ISIS-Aenet as associated
with CVD incidence comparing percentile 90th vs 10th.

CpG Chr Position Gene HR (95 % CIs)

cg00168459 10 52134715 SGMS1 2.6 (1.48, 4.87)

cg00451635 16 10675030 EMP2 1.08 (0.98, 1.33)

cg00841849 2 8683604 ID2 0.64 (0.45, 0.9)

cg01120308 11 85780971 PICALM 1.48 (1.0, 2.13)

cg01127300 22 38614796 TMEM184B 0.91 (0.73, 1.0)

cg01270753 9 101944336 TGFBR1 0.75 (0.57, 0.97)

cg01695954 2 10262019 RRM2 1.1 (0.78, 1.64)

cg02862467 1 19407897 UBR4 1.29 (1.0, 2.24)

cg03061719 12 56687956 CS 0.71 (0.37, 1.0)

cg03258257 16 89786032 VPS9D1 3.07 (1.79, 5.66)

cg03362418 22 50965563 TYMP 0.81 (0.56, 1.0)

cg03725309 1 109757585 SARS 0.94 (0.63, 1.18)

cg03877179 2 220468716 STK11IP 1.04 (0.79, 1.78)

cg05168229 13 45390049 LINC00330 0.86 (0.59, 1.0)

cg05438378 15 67383736 SMAD3 0.88 (0.66, 1.0)

cg05487345 2 237657127 ACKR3 1.44 (1.0, 2.3)

cg05709770 3 59703569 FHIT 1.34 (1.0, 1.83)

cg06084585 13 50797125 DLEU1 0.52 (0.29, 0.81)

cg06090426 3 129712103 TRH 1.03 (0.81, 1.29)

cg06639320 2 106015739 FHL2 1.05 (0.88, 1.48)

cg06647068 12 104853274 CHST11 0.97 (0.75, 1.07)

cg06668829 8 144948781 EPPK1 1.49 (1.21, 1.9)

cg06779020 14 70183064 SUSD6 0.59 (0.36, 0.98)
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cg06970472 4 40910981 APBB2 1.07 (0.94, 1.45)

cg08232510 20 52527051 BCAS1 1.52 (1.0, 2.79)

cg08374298 2 161431244 RBMS1 1.27 (1.0, 2.52)

cg08919791 1 174135405 RABGAP1L 1.36 (1.0, 1.94)

cg09110394 6 25301880 CARMIL1 1.18 (1.0, 1.55)

cg09883673 9 124160814 STOM 0.61 (0.35, 1.0)

cg10465805 8 134911885 ST3GAL1 1.18 (1.0, 1.78)

cg10972897 1 165859714 UCK2 0.9 (0.51, 1.0)

cg11499323 11 45114907 PRDM11 1.18 (1.0, 1.58)

cg11961845 7 129008179 AHCYL2 1.54 (1.04, 2.29)

cg12747277 19 33754366 CEBPA 1.05 (0.97, 1.72)

cg13092901 22 50965373 TYMP 0.87 (0.65, 1.0)

cg13251119 1 110302560 EPS8L3 0.57 (0.33, 1.0)

cg13984040 12 125258948 SCARB1 1.01 (0.95, 1.6)

cg14066163 17 17311866 - 0.75 (0.44, 1.0)

cg14625801 1 32216877 ADGRB2 1.03 (0.94, 1.4)

cg15551201 5 67948405 PIK3R1 1.2 (1.0, 2.2)

cg16355382 6 7009231 RREB1 1.22 (1.0, 1.64)

cg16410715 6 139090474 GVQW2 0.61 (0.34, 1.0)

cg17075045 18 10305098 APCDD1 1.4 (0.89, 2.18)

cg17677968 12 121100923 CABP1 1.34 (1.0, 1.92)

cg18130370 22 37270153 NCF4 0.89 (0.58, 1.0)

cg18442362 7 44677772 OGDH 0.71 (0.5, 0.99)

cg18618815 17 48275324 COL1A1 0.84 (0.64, 1.0)

cg18638581 2 75059602 HK2 0.7 (0.4, 1.0)

cg20070323 15 72520350 PKM 0.97 (0.68, 1.05)

cg20241876 6 32180045 NOTCH4 0.71 (0.42, 1.0)

cg22399484 2 234153621 ATG16L1 0.65 (0.36, 1.0)

cg22454769 2 106015767 FHL2 1.22 (1.0, 1.52)

cg22640868 17 26661374 IFT20 1.67 (1.13, 2.55)

cg23018612 1 155960280 ARHGEF2 0.51 (0.32, 0.89)

cg23027596 9 138854008 UBAC1 0.77 (0.59, 1.0)

cg23772226 22 29225779 XBP1 0.58 (0.32, 1.0)

cg23877117 21 27298484 APP 0.93 (0.53, 1.28)

cg24223075 11 119137279 CBL 0.98 (0.7, 1.05)

cg24507742 19 47288244 SLC1A5 0.9 (0.6, 1.0)

cg24924295 17 999104 ABR 1.3 (1.0, 2.14)

cg25371036 11 94500749 AMOTL1 0.8 (0.61, 1.0)

cg25375916 3 155570275 SLC33A1 1.12 (1.0, 1.75)

cg25444339 7 75194698 HIP1 0.55 (0.28, 1.0)

cg25452273 15 75335524 PPCDC 1.17 (1.0, 1.6)

cg25553730 7 101874141 CUX1 0.94 (0.5, 1.39)

cg26269286 14 103848982 MARK3 1.14 (0.98, 1.75)

cg26292691 10 111654561 XPNPEP1 0.88 (0.56, 1.0)

cg26855629 5 131353815 ACSL6 1.53 (1.0, 2.55)

cg27076680 2 219336877 USP37 1.0 (0.79, 1.68)

cg27260684 16 85063742 KIAA0513 1.48 (1.0, 2.63)
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Table B2: Hazard ratios (95 % CIs) of CpGs selected by ISIS-Aenet as associated
with CVD mortality comparing percentile 90th vs 10th.

CpG Chr Position Gene HR (95 % CIs)

cg00218914 3 129146731 EFCAB12 3.18 (1, 7.06)

cg00451635 16 10675030 EMP2 0.68 (0.46, 1)

cg00724332 12 129342261 GLT1D1 0.29 (0.11, 1)

cg00841849 2 8683604 ID2 0.63 (0.32, 1.01)

cg00918877 14 23584303 CEBPE 0.3 (0.11, 0.77)

cg00950718 1 159859904 CFAP45 1.03 (0.51, 2.32)

cg01034993 15 68992751 CORO2B 0.85 (0.47, 1.73)

cg01309511 10 125799171 CHST15 1.5 (0.87, 2.83)

cg01695954 2 10262019 RRM2 1.69 (0.79, 3.17)

cg01858712 16 12156525 SNX29 0.3 (0.12, 1)

cg01990133 19 51898727 C19orf84 1.43 (0.96, 3.28)

cg02182504 17 44292898 KANSL1 0.35 (0.16, 1)

cg02848648 14 100807801 WARS1 1.57 (0.89, 2.85)

cg03026982 11 19953699 NAV2 1.2 (0.8, 1.73)

cg03362418 22 50965563 TYMP 0.51 (0.29, 0.94)

cg03794433 15 90548061 ZNF710 1.61 (1, 4.49)

cg04009045 2 74804817 M1AP 1.71 (0.92, 3.65)

cg04415535 3 46034485 FYCO1 3.96 (1.26, 8.13)

cg04987734 14 103415873 CDC42BPB 1.55 (1, 2.22)

cg05569131 6 36665620 RAB44 4.72 (1, 14.64)

cg06090426 3 129712103 TRH 1.06 (0.74, 1.64)

cg06285727 11 72524028 ATG16L2 0.77 (0.38, 1.18)

cg06970472 4 40910981 APBB2 0.69 (0.43, 1.05)

cg06983026 7 2344903 SNX8 0.64 (0.41, 1)

cg07009821 16 17451418 XYLT1 3.37 (1, 8.86)

cg07235066 15 76013321 ODF3L1 0.42 (0.18, 1)

cg08317046 9 101010744 TBC1D2 2.45 (1, 8.53)

cg09047229 16 11330882 RMI2 2.92 (1, 7.81)

cg09340693 9 112890072 PALM2AKAP2 0.23 (0.09, 0.91)

cg09608814 16 17448390 XYLT1 0.41 (0.14, 1)

cg09849237 12 52404250 GRASP 1.39 (0.88, 2.61)

cg10809358 2 10530799 HPCAL1 2.15 (1, 4.06)

cg11009736 2 119699682 MARCO 2.25 (1, 4.44)

cg11012616 14 35835542 NFKBIA 0.26 (0.13, 0.81)

cg11197422 5 149319802 PDE6A 0.51 (0.22, 1.11)

cg11496404 6 88428902 AKIRIN2 0.3 (0.13, 0.92)

cg11697092 19 3365736 NFIC 4.72 (1.2, 14.68)

cg11964145 2 190523706 ASNSD1 1.97 (1.05, 3.25)

cg12484135 3 10270544 IRAK2 0.65 (0.38, 0.98)

cg12592772 12 123166661 HCAR2 3.61 (1.1, 13.4)

cg12668854 17 944076 ABR 0.46 (0.17, 1)

cg12737520 7 149116704 ZNF777 1.39 (1.16, 1.84)

cg13251119 1 110302560 EPS8L3 0.18 (0.06, 0.63)
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cg13509638 1 12240593 TNFRSF1B 1.3 (0.86, 3.8)

cg13681496 9 95817516 SUSD3 2.68 (1, 8.03)

cg13708436 20 43292835 LINC01260 0.5 (0.22, 1)

cg14034677 17 38637569 TNS4 0.84 (0.43, 1.3)

cg14066163 17 17311866 - 0.67 (0.31, 1.17)

cg15865606 17 75853127 LINC01973 1.99 (1, 3.9)

cg16571794 4 7648627 SORCS2 1.53 (0.87, 2.62)

cg16783053 10 112261195 DUSP5 1.17 (0.63, 2.81)

cg17166812 1 161169574 NDUFS2 2.88 (1.41, 5.03)

cg17470213 7 134836467 CYREN 0.34 (0.13, 1)

cg17762936 5 135159685 SLC25A48 0.67 (0.46, 1)

cg18130370 22 37270153 NCF4 0.44 (0.19, 0.99)

cg18339493 17 78681826 RPTOR 0.23 (0.09, 0.74)

cg19275653 2 175532338 WIPF1 0.37 (0.11, 1)

cg20131875 7 72759068 FKBP6 1.47 (0.7, 2.89)

cg20363271 8 55181528 MRPL15 1.34 (0.92, 2.15)

cg21122051 10 97515319 ENTPD1 0.64 (0.25, 1)

cg21204620 15 77281418 PSTPIP1 3.28 (1.31, 6.75)

cg21990700 12 7260776 C1RL 0.81 (0.53, 1.16)

cg22530144 2 46300869 PRKCE 0.56 (0.34, 0.88)

cg24104249 1 247600998 NLRP3 0.34 (0.17, 1)

cg24254842 1 42193353 HIVEP3 1.54 (0.87, 2.92)

cg24487151 3 73025772 GXYLT2 1.8 (1, 3.29)

cg25371036 11 94500749 AMOTL1 0.42 (0.27, 0.73)

cg25452273 15 75335524 PPCDC 1.8 (1, 3.42)

cg25627098 17 7328734 SPEM2 1.86 (0.98, 3.88)

cg25998745 8 142028625 PTK2 1.48 (0.99, 2.28)

cg26341457 11 72523885 ATG16L2 0.68 (0.35, 1.33)

cg27631602 14 21484862 NDRG2 2.14 (1.02, 3.53)
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Table B3: CVD deaths per 100,000 person-years for the doubling of urinary arsenic

levels not attributable (direct effect) and attributable (indirect effect) to changes in

DNA methylation for each CpG (one marker at a time approach).

CpG Gene Function Deaths attributable to Deaths attributable to % deaths attributable

a doubling of urinary As a doubling of urinary As to a doubling of

(95% CI) (direct effect) through DNAm (95% urinary As explained

CI) (indirect effect) by DNAm (95 % CI)

cg05779585 LOC286083 Unknown function 91.9 (-9.7, 193.3) 52.9 (6.1, 120.4) 36.5 (4.3, 109.0)

cg19693031 TXNIP Binding partner for redox signaling 70.7 (-35.4, 176.4) 43.5 (18.1, 75.4) 38.1 (9.9, 198.5)

protein thioredoxin

cg06716655 ADAR RNA editing enzyme involved in 88.9 (-16.1, 193.6) 25.1 (7.2, 47.5) 22 (3.2, 114.5)

innate immunity

cg17608381 HLA-A Central role in the immune system 91.9 (-14.2, 197.8) 24.1 (6.5, 45.8) 20.8 (2.8, 112.3)

cg22294740 LINGO3 Unknown function 89.9 (-14.6, 194.2) 22.7 (1.4, 47.7) 20.2 (-3.4, 108.3)

cg03362418 TYMP* Angiogenesis in vivo. Possible 93.4 (-11.1, 197.6) 21.3 (4.6, 43.0) 18.5 (1.6, 94.7)

therapeutic target for CVD

cg11946459 HLA-A Central role in the immune system 98.2 (-6.2, 202.3) 18.4 (3.6, 37.1) 15.8 (1.2, 81.3)

cg21990700 C1RL* Complement protein in the 92.3 (-11.9, 196.3) 18.3 (5.7, 34.9) 16.6 (2.6, 91.3)

endoplasmic reticulum

cg06970472 APBB2* Beta cell function and insulin 99.2 (-4.6, 202.8) 16.4 (5.0, 31.4) 14.2 (2.8, 71.3)

secretion

cg03026982 NAV2* Blood pressure regulation 101.4 (-3.2, 205.8) 15.5 (1.9, 34.8) 13.2 (0.3, 66.1)

cg05527044 EGR4 Transcription regulation 101.3 (-2.2, 204.7) 13.5 (0.6, 30.7) 11.7 (-1.6, 60.6)

cg00451635 EMP2* Endothelial cell migration and 106.8 (2.9, 210.4) 9.9 (0.2, 24.2) 8.5 (-1.0, 43.1)

angiogenesis

cg27523527 BARHL2 Potential regulator of neural basic 104.8 (0.9, 208.4) 7.7 (0.1, 19.5) 6.9 (-1.3, 37.8)

helix-loop-helix genes

cg19301366 HLA-DQB1 Type 1 diabetes susceptibility 106.8 (3.2, 210.2) 3.5 (0.04, 8.8) 3.2 (-0.7, 18.6)

cg06970472 APBB2* Beta cell function, insulin secretion 205.7 (13.7, 397.3) 27.8 (7.7, 54.8) 11.9 (2.6, 52.3)

cg06716655 ADAR2 RNA editing enzyme involved in 203.3 (7.0, 399.2) 25.7 (3.9, 56.5) 11.2 (0.9, 55.7)

innate immunity

cg18618815 COL1A1* Extracellular matrix. As-induced 198.5 (3.1, 393.4) 23.7 (4.8, 49.8) 10.7 (1.2, 54.9)

remodeling mice model

cg01178924 LMO7 Development of muscle and heart 208.7 (13.6, 403.4) 23.7 (0.4, 54.7) 10.2 (-0.8, 48.8)

tissues. Pancreatic cancer

cg01542019 TECR Sphingolipid synthesis and 202.1 (7.7, 396.1) 21.4 (2.3, 48.4) 9.6 (0.2, 48.8)

oxidoreductase activity

cg02047803 RELL2 Apoptosis 206.3 (13.3, 398.8) 18.7 (0.7, 45.6) 8.3 (-0.3, 43.5)

cg16335098 SMOC2 Angiogenesis in tumor growth and 219.2 (25.7, 412.2) 13.1 (2.7, 26.9) 5.7 (0.8, 25.4)

myocardial ischemia

Abbreviations: DNAm, DNA methylation; CI, confidence interval.

The sum of the direct and indirect effect represents the total effect for a doubling of urinary

arsenic in CVD deaths.

Models adjusted for age, sex, smoking status, BMI, LDL cholesterol, study center (Arizona,

Oklahoma or North and South Dakota), cell counts (CD8T, CD4T, NK, B cells and

monocytes) and genetic PCs.

* CpG sites selected by ISIS – Aenet as predictive of CVD mortality.
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To account for the withdrawal of one of the Tribal Nations, models were weighted with

approximately 1/3 of weight for each center (33.0 % Arizona, 33.6 % Oklahoma, 33.4 %

North Dakota / South Dakota) using inverse probability weighting.

Table B4: Gene Ontology enrichment for differentially methylated positions that
were significant in the mediation analysis for CVD incidence.

GO number Ontology Term N DE p-value FDR

GO:0009605 BP Response to external stimulus 28 6 0,0043 1

GO:0003725 MF Double-stranded RNA binding 2 2 0,0047 1

GO:0016246 BP RNA interference 2 2 0,0047 1

GO:0031054 BP Pre-miRNA processing 2 2 0,0047 1

GO:0035280 BP miRNA loading onto RISC involved in gene 2 2 0,0047 1

silencing by miRNA

GO:0060147 BP Regulation of posttranscriptional gene silencing 2 2 0,0047 1

GO:0060966 BP Regulation of gene silencing by RNA 2 2 0,0047 1

GO:0060968 BP Regulation of gene silencing 2 2 0,0047 1

GO:0070922 BP Small RNA loading onto RISC 2 2 0,0047 1

GO:0034340 BP Response to type I interferon 2 2 0,0092 1

GO:0060337 BP Type I interferon signaling pathway 2 2 0,0092 1

GO:0071357 BP Cellular response to type I interferon 2 2 0,0092 1

GO:0022613 BP Ribonucleoprotein complex biogenesis 3 2 0,0099 1

GO:0022618 BP Ribonucleoprotein complex assembly 3 2 0,0099 1

GO:0071826 BP Ribonucleoprotein complex subunit organization 3 2 0,0099 1

Abbreviations: GO, gene ontology; BP, biological process; MF, molecular funcion; N, total

number of terms; DE, number of enriched terms; FDR, false discovery rate.
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Table B5: Gene Ontology enrichment of differentially methylated positions that
were significant in the mediation analysis for CVD mortality.

GO number Ontology Term N DE p-value FDR

GO:0002252 BP Immune effector process 13 5 0,00015 0,37
GO:0002449 BP Lymphocyte mediated immunity 7 4 0,00022 0,37
GO:0002460 BP Adaptive immune response 7 4 0,00022 0,37
GO:0002250 BP Adaptive immune response 8 4 0,00036 0,46
GO:0002443 BP Leukocyte mediated immunity 9 4 0,00058 0,51
GO:0045087 BP Innate immune response 10 4 0,00061 0,51
GO:0033218 MF Amide binding 6 3 0,0011 0,71
GO:0042277 MF Peptide binding 6 3 0,0011 0,71
GO:0050776 BP Regulation of immune response 14 4 0,0023 0,88
GO:0006955 BP Immune response 24 5 0,0025 0,88
GO:0034341 BP Response to interferon-gamma 2 2 0,0032 0,88
GO:0042611 CC MHC protein complex 2 2 0,0032 0,88
GO:0060333 BP Interferon-gamma-mediated signaling 2 2 0,0032 0,88

pathway
GO:0071346 BP Cellular response to interferon-gamma 2 2 0,0032 0,88
GO:0071556 CC Integral component of lumenal side of 2 2 0,0032 0,88

endoplasmic reticulum membrane
GO:0098553 CC Lumenal side of endoplasmic reticulum 2 2 0,0032 0,88

membrane
GO:0034340 BP Response to type I interferon 2 2 0,0034 0,88
GO:0060337 BP Type I interferon signaling pathway 2 2 0,0034 0,88
GO:0071357 BP Cellular response to type I interferon 2 2 0,0034 0,88
GO:0002455 BP Humoral immune response mediated by 2 2 0,0039 0,88

circulating immunoglobulin
GO:0006959 BP Humoral immune response 2 2 0,0039 0,88
GO:0016064 BP Immunoglobulin mediated immune response 2 2 0,0039 0,88
GO:0019724 BP B cell mediated immunity 2 2 0,0039 0,88
GO:0019221 BP Cytokine-mediated signaling pathway 8 3 0,0054 1
GO:0003073 BP Regulation of systemic arterial blood pressure 3 2 0,0055 1
GO:0001906 BP Cell killing 3 2 0,0069 1
GO:0001909 BP Leukocyte mediated cytotoxicity 3 2 0,0069 1
GO:0001913 BP T cell mediated cytotoxicity 3 2 0,0069 1
GO:0002478 BP Antigen processing and presentation of 3 2 0,0069 1

exogenous peptide antigen
GO:0019882 BP Antigen processing and presentation 3 2 0,0069 1
GO:0019884 BP Antigen processing and presentation of 3 2 0,0069 1

exogenous antigen
GO:0048002 BP Antigen processing and presentation of 3 2 0,0069 1

peptide antigen
GO:0042605 MF Peptide antigen binding 3 2 0,0069 1
GO:0050778 BP Positive regulation of immune response 10 3 0,0076 1
GO:0006952 BP Defense response 20 4 0,0082 1
GO:0002682 BP Regulation of immune system process

Abbreviations: GO, gene ontology; BP, biological process; MF, molecular funcion; N, total
number of terms; DE, number of enriched terms; FDR, False dicovery rate.
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Table B6: KEGG enrichment for differentially methylated positions that were sig-
nificant in the mediation analysis for CVD mortality.

Pathway Description N DE P.DE FDR

path:hsa04514 Cell adhesion molecules 2 2 0,0032 0,10

path:hsa04612 Antigen processing and presentation 2 2 0,0032 0,10

path:hsa04940 Type I diabetes mellitus 2 2 0,0032 0,10

path:hsa05320 Autoimmune thyroid disease 2 2 0,0032 0,10

path:hsa05330 Allograft rejection 2 2 0,0032 0,10

path:hsa05332 Graft-versus-host disease 2 2 0,0032 0,10

path:hsa05416 Viral myocarditis 3 2 0,0062 0,17

path:hsa05166 Human T-cell leukemia virus 1 infection 4 2 0,0093 0,20

path:hsa05168 Herpes simplex virus 1 infection 3 2 0,011 0,20

path:hsa05169 Epstein-Barr virus infection 3 2 0,011 0,20

path:hsa04145 Phagosome 4 2 0,011 0,20

path:hsa05164 Influenza A 5 2 0,023 0,38

Abbreviations: N, total number of pathways; DE, number of enriched pathways; FDR,

False dicovery rate.

236



Appendix B

Table B7: Other traits associated with CpGs showing significant mediated effects
for CVD in our study according to EWAS Catalog [1].

CpG Gene Author PMID Trait N

cg19693031 TXNIP Chambers JC 26095709 Type 2 diabetes 3805

cg03497652 ANKS3 Sikdar S 31536415 Smoking 15907

cg22294740 LINGO3 Liu C 27843151 Alcohol intake 2423

cg17608381 HLA-A Dugue P-A 31789449 Alcohol intake 5606

cg21990700 C1RL Joehanes R 27651444 Smoking 13474

cg14827056 AGO2 Sikdar S 31536415 Smoking 15907

cg13092901 TYMP Marioni R 29311653 Cognitive ability 4794

cg11946459 HLA-A Liu C 27843151 Alcohol intake 2423

cg18618815 COL1A1 Sharp GC 29016858 Maternal BMI and offspring DNA 7523

methylation

cg01178924 LMO7 Kazmi N 31230546 Pregnancy-related hypertension 5242

cg01542019 TECR Singmann P 26500701 Sex (autosomal differences) 1799

cg02047803 RELL2 Albao D 31691802 Type 2 diabetes 365

cg06970472 APBB2 Sikdar S 31536415 Smoking 15907

cg02145701 BANP Bohlin J 27717397 Gestational age 1068

cg05527044 EGR4 Liu J 31197173 Fasting insulin 4808

cg00451635 EMP2 Liu C 27843151 Alcohol intake 2423

cg27523527 BARHL2 Bonder MJ 25282492 Fetal vs adult liver 195

For those CpGs for which associations with several traits were found in the EWAS catalog,

either the most relevant trait for this work or the study with the larger sample size are

shown.
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Table B8: Significant genes in mediation analysis in the Strong Heart Study that

were differentially methylated in liver samples from the mouse model of in utero

arsenic exposure compared to controls.

Mouse gene Outcome in mediation Number of DMRs (male / Number of DMPs (male / Genomic position of the DMPs

analysis in the Strong female) annotated to the female) annotated to the

Heart Study gene in the mouse model gene in the mouse model

Tgfbr1 CVD incidence 5 / 4 1 / 0 47429393

Arrdc2 CVD incidence 5 / 2 1 / 0 73359785

Ago2 CVD incidence 8 / 2 2 / 0 72999018, 72977447

Nisch CVD incidence 2 / 0 1 / 0 32008471

Lmo7 CVD incidence 23 / 7 6 / 0 102168435, 102232355, 102232332,

102232208, 102296394, 102136457

Adar CVD mortality 4 / 5 1 / 0 89534367

Apbb2 CVD mortality 3 / 16 4 / 0 66999334, 66978308, 66724458,

66733745

Nav2 CVD mortality 31 / 15 8 / 1 56849475, 56830246, 56621107,

56724015, 56583581, 56804011,

56665515, 56605002, 56747173

Egr4 CVD mortality 2 / 2 1 / 0 85463274

Lingo3 CVD incidence and 0 / 1 2 / 0 80308751, 80306748

mortality

Ubac1 CVD incidence 1 / 0 0 / 0 -

Eppk1 CVD incidence 1 / 2 0 / 0 -

Tecr CVD incidence 3 / 1 0 / 0 -

Smoc2 CVD incidence 4 / 11 0 / 0 -

Klf9 CVD mortality 4 / 4 0 / 0 -

C1rl CVD mortality 4 / 0 0 / 0 -

Emp2 CVD mortality 4 / 9 0 / 0 -

Barhl2 CVD mortality 8 / 10 0 / 0 -

Txnip CVD incidence and 4 / 4 0 / 0 -

mortality

Tymp CVD incidence and 1 / 0 0 / 0 -

mortality
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Appendix C: Supplementary tables for

section 4.4.2

Table C1: Hazards ratios (95 % CI) of CpGs selected by ISIS-enet as associated
with lung cancer comparing percentile 90th vs 10th.

CpG Chr Position Gene HR (95 % CIs)

cg00367135 11 61722666 BEST1 1.24 (0.87, 1.9)

cg00524773 16 121668 RHBDF1 1.25 (1, 1.59)

cg01513913 14 106329158 FAM30A 0.68 (0.44, 1)

cg01571467 5 432252 AHRR 1.09 (0.87, 1.41)

cg01692968 9 108005349 SLC44A1 1.34 (0.99, 2.05)

cg01765406 2 129231478 HS6ST1 1.35 (1, 1.93)

cg01899089 5 369969 AHRR 0.87 (0.59, 1.22)

cg01940273 2 233284934 ALPG 0.98 (0.63, 1.3)

cg02560069 15 39425615 C15orf54 1.15 (0.89, 1.65)

cg02738868 14 74221164 ELMSAN1 0.86 (0.6, 1.06)

cg03062284 2 122994061 TSN 0.76 (0.5, 1.03)

cg03329539 2 233283329 ALPG 0.74 (0.48, 1.13)

cg03636183 19 17000585 F2RL3 0.91 (0.63, 1.2)

cg03707168 19 49379127 PPP1R15A 0.72 (0.46, 1.02)

cg04009588 9 35619585 CD72 1.14 (0.85, 1.72)

cg04428531 3 109525931 LINC01205 0.98 (0.85, 1.05)

cg04885881 1 11123118 SRM 0.84 (0.54, 1.11)

cg05049335 11 66103889 RIN1 1.63 (1.08, 2.4)

cg05221370 7 110738836 IMMP2L 0.83 (0.61, 1.04)

cg05284742 14 93552128 ITPK1 1.35 (1, 1.92)

cg05575921 5 373378 AHRR 0.63 (0.45, 0.9)

cg06521527 6 11217462 NEDD9 0.74 (0.53, 1.01)

cg07251887 17 73641809 RECQL5 0.58 (0.38, 0.9)
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cg07267541 9 12784592 LURAP1L 0.99 (0.67, 1.33)

cg08371497 22 27029030 CRYBA4 1.07 (0.75, 1.6)

cg09834951 19 1265877 CIRBP-AS1 1.1 (0.79, 1.67)

cg09842685 12 4492769 FGF23 0.67 (0.44, 0.97)

cg10041129 11 117685550 DSCAML1 0.92 (0.63, 1.25)

cg11556164 7 110738315 IMMP2L 1.17 (1, 1.42)

cg11660018 11 86510915 PRSS23 1.47 (1.03, 2.2)

cg11902777 5 368843 AHRR 0.7 (0.5, 0.97)

cg12144776 6 25166749 CMAHP 0.73 (0.45, 1.03)

cg13772414 2 222383060 EPHA4 1.54 (1.02, 2.19)

cg13937905 12 53612551 RARG 0.84 (0.58, 1.08)

cg14391737 11 86513429 PRSS23 0.65 (0.43, 0.99)

cg14580211 5 150161299 SMIM3 0.93 (0.59, 1.33)

cg14624207 11 68142198 LRP5 0.66 (0.42, 1)

cg16201146 20 19191526 SLC24A3 0.67 (0.45, 1)

cg16207944 14 106331592 FAM30A 0.86 (0.58, 1.06)

cg16727193 3 126627910 CHCHD6 1.05 (0.83, 1.54)

cg16998502 18 71347435 LINC02582 1.32 (1, 1.97)

cg17738628 15 67155520 SMAD6 1.33 (0.99, 2.12)

cg17739917 17 38477572 RARA 1.06 (0.81, 1.59)

cg18158149 1 162138215 NOS1AP 0.93 (0.63, 1.33)

cg19136686 16 17464401 XYLT1 1.37 (0.98, 2.11)

cg19578936 17 2163849 SMG6 0.88 (0.63, 1.08)

cg19885130 11 68146832 LRP5 0.89 (0.55, 1.23)

cg20295214 1 206226794 AVPR1B 1.14 (0.89, 1.67)

cg20731257 2 87883497 RMND5A 1.35 (1, 1.98)

cg21217140 6 131981534 ENPP3 1.69 (1.13, 2.45)

cg21566642 2 233284661 ALPG 0.9 (0.59, 1.21)

cg21733098 12 127931219 LINC02393 0.89 (0.61, 1.27)

cg23025288 2 129278724 HS6ST1 0.9 (0.57, 1.26)

cg23771366 11 86510998 PRSS23 0.9 (0.63, 1.14)

cg23916896 5 368804 AHRR 0.91 (0.6, 1.21)

cg24021808 13 40805588 LINC00548 1.06 (0.78, 1.5)

cg24556382 4 174173455 GALNT7 0.9 (0.63, 1.29)

cg24859433 6 30720203 IER3 0.7 (0.48, 0.97)

cg24947681 15 39760933 THBS1 0.75 (0.51, 1.07)

cg25799109 3 57102900 ARHGEF3 0.78 (0.51, 1.09)

cg26916621 17 46657346 HOXB3 1.35 (0.94, 2.09)

cg27241845 2 233250370 ECEL1P2 0.77 (0.53, 1.06)
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Table C2: Hazards ratios (95 % CI) of CpGs selected by ISIS-enet as associated
with smoking-related cancer comparing percentile 90th vs 10th.

CpG Chr Position Gene HR (95 % CIs)

cg00073090 19 1265879 CIRBP-AS1 0.64 (0.45, 0.95)

cg00524773 16 121668 RHBDF1 1.18 (0.98, 1.5)

cg01002722 7 5608879 FSCN1 1.75 (1.26, 2.4)

cg01513913 14 106329158 FAM30A 0.58 (0.39, 0.86)

cg01692968 9 108005349 SLC44A1 1.15 (0.82, 1.71)

cg01899089 5 369969 AHRR 0.76 (0.55, 1.03)

cg01901332 11 75031054 ARRB1 1.41 (1, 2.04)

cg01940273 2 233284934 ALPG 1.3 (1, 1.95)

cg02738868 14 74221164 ELMSAN1 0.76 (0.5, 1.04)

cg03062284 2 122994061 TSN 0.76 (0.55, 1.04)

cg03368099 7 27184521 HOXA-AS3 1.05 (0.8, 1.45)

cg03636183 19 17000585 F2RL3 0.88 (0.61, 1.21)

cg03707168 19 49379127 PPP1R15A 0.85 (0.57, 1.16)

cg03977382 11 99564911 CNTN5 1.23 (0.94, 1.67)

cg04009588 9 35619585 CD72 1.2 (0.89, 1.69)

cg05049335 11 66103889 RIN1 1.37 (1, 2.03)

cg05547483 7 80741676 SEMA3C 1.39 (0.96, 2.25)

cg05575921 5 373378 AHRR 0.96 (0.64, 1.28)

cg05934812 5 334322 AHRR 0.85 (0.54, 1.2)

cg07251887 17 73641809 RECQL5 0.69 (0.45, 1)

cg07267541 9 12784592 LURAP1L 0.82 (0.59, 1.06)

cg07943658 5 352001 AHRR 1.17 (0.84, 1.66)

cg08371497 22 27029030 CRYBA4 0.81 (0.55, 1.08)

cg09338374 22 39888390 MGAT3 1.13 (0.81, 1.65)

cg09834951 19 1265877 CIRBP-AS1 1.49 (1, 2.16)

cg09842685 12 4492769 FGF23 0.8 (0.58, 1.06)

cg10258214 14 106330534 FAM30A 1.09 (0.83, 1.6)

cg11464806 7 156837580 MNX1-AS1 1.06 (0.82, 1.48)

cg11556164 7 110738315 IMMP2L 1.13 (0.93, 1.39)

cg11931220 12 49276387 RND1 1.27 (0.95, 1.77)

cg12144776 6 25166749 CMAHP 0.87 (0.58, 1.24)

cg12409728 13 31150700 HMGB1 1.51 (1.08, 2.02)

cg12571376 9 89019429 TUT7 0.98 (0.81, 1.18)

cg12615852 14 106330121 FAM30A 1.07 (0.81, 1.49)

cg13772414 2 222383060 EPHA4 1.56 (1.11, 2.25)

cg14391737 11 86513429 PRSS23 0.68 (0.45, 1)

cg14580211 5 150161299 SMIM3 1.06 (0.78, 1.54)

cg15310518 14 106330520 FAM30A 0.64 (0.42, 0.95)

cg15559352 18 74785799 MBP 0.88 (0.59, 1.22)

cg16201146 20 19191526 SLC24A3 0.57 (0.39, 0.83)

cg16519923 16 30485810 ITGAL 0.92 (0.58, 1.24)

cg16727193 3 126627910 CHCHD6 0.81 (0.52, 1.14)

cg17569124 7 27183643 HOXA-AS3 1.22 (0.92, 1.69)
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cg17738628 15 67155520 SMAD6 1.16 (0.83, 1.71)

cg18110140 15 75350380 PPCDC 0.82 (0.57, 1.1)

cg18158149 1 162138215 NOS1AP 0.86 (0.6, 1.17)

cg18446336 7 2847575 GNA12 1.05 (0.78, 1.43)

cg19578936 17 2163849 SMG6 1.04 (0.76, 1.54)

cg19859270 3 98251294 GPR15 0.77 (0.61, 1)

cg19885130 11 68146832 LRP5 0.72 (0.46, 1.02)

cg20174472 20 61283288 SLCO4A1 0.7 (0.48, 1)

cg20295214 1 206226794 AVPR1B 1.17 (0.92, 1.58)

cg21217140 6 131981534 ENPP3 1.15 (0.85, 1.64)

cg21322436 7 145812842 CNTNAP2 0.82 (0.56, 1.17)

cg21566642 2 233284661 ALPG 0.94 (0.61, 1.28)

cg21704177 3 98257530 GPR15 0.85 (0.64, 1.1)

cg21911711 19 16998668 F2RL3 0.9 (0.64, 1.22)

cg22222502 5 150161551 SMIM3 1.08 (0.83, 1.5)

cg22851561 14 74214183 ELMSAN1 1.16 (0.87, 1.64)

cg23025288 2 129278724 HS6ST1 0.98 (0.71, 1.3)

cg24021808 13 40805588 LINC00548 0.97 (0.68, 1.25)

cg24859433 6 30720203 IER3 0.77 (0.58, 1)

cg25189904 1 68299493 GNG12-AS1 0.96 (0.67, 1.26)

cg25648203 5 395444 AHRR 1.18 (0.87, 1.68)

cg25799109 3 57102900 ARHGEF3 0.81 (0.57, 1.1)

cg25845814 14 74224613 ELMSAN1 0.78 (0.56, 1.03)

cg26337070 2 85999873 ATOH8 1.19 (0.89, 1.75)

cg26764244 1 68299511 GNG12-AS1 1.11 (0.83, 1.62)

cg27271698 14 106330538 FAM30A 1.27 (0.98, 1.78)
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Appendix C

Table C7: Expression quantitative trait methylation (eQTM) for the CpG sites that

were significant for both the Strong Heart Study and the Framingham Heart Study

in the mediation analysis, and the CpG sites that were significant for the SHS in

the multimediator model.

DMP DNAm Cancer endpoint (smoking-related variable) N cis- N trans- Direction of CpG location

gene symbol eQTMs eQTMs association

cg16519923 ITGAL Smoking-related (current) 1 697 Inverse Body

cg05575921a AHRR Lung (current), smoking-related 3 655 Inverse Body

(current, pack-years)

cg03636183 F2RL3 Lung (current, pack-years), smoking-related 0 347 Inverse Body

(current, pack-years)

cg03707168 PPP1R15A Lung (current, pack-years), smoking-related 1 276 Inverse Body

(current, pack-years)

cg25648203 AHRR Smoking-related (current, pack-years) 3 248 Inverse Body

cg01899089 AHRR Lung (current, pack-years), smoking-related 1 63 Inverse Body

(current, pack-years)

cg07251887 RECQL5 Lung (current, pack-years), smoking-related 1 43 Inverse TSS1500

(current)

cg23771366 PRSS23 Lung (current) 0 37 Inverse TSS1500

cg11902777a AHRR Lung (current, pack-years) 1 24 Inverse Body

cg23916896 AHRR Lung (current, pack-years) 1 17 Inverse Body

cg01940273 ALPG Lung (current), smoking-related 0 2 Positive Intergenic

(current, pack-years)

cg19859270a GPR15 Smoking-related (current, pack-years) 0 1 Inverse 1st Exon

cg03329539 ALPG Lung (current, pack-years) 0 1 Inverse Intergenic

cg04885881 SRM Lung (current, pack-years) 0 1 Inverse Intergenic

cg14624207 LRP5 Lung (current, pack-years) 0 1 Inverse Body

cg21566642 ALPG Lung (current), smoking-related 0 1 Inverse Intergenic

(current, pack-years)

cg24859433a IER3 Lung (current, pack-years), smoking-related 0 1 Inverse Intergenic

(current, pack-years)

cg27241845 ECEL1P2 Lung (current, pack-years) 0 1 Inverse Intergenic

Abbreviations: eQTM, expression quantitative trait methylation; IQR, interquartile range;

DNAm, DNA methylation; N, number.
a Significant CpGs in the multimediator model.
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Appendix C

Table C8: Differences in lung cancer cases per 100,000 person-years comparing cur-

rent to never smokers attributable to differences in DNA methylation for each CpG

(’mediated effects’) using the difference of coefficients method in the Strong Heart

Study.

Level of adjustment Absolute difference in Difference in change of % of difference in

cancer cases (95 % CI)a cancer cases attributable cancer cases

to DNAm (95 % CI)b attributable to

DNAm (95 % CI)

Adjusted for risk factorsc 339.4 (227.2, 452.1) 0.0 (Ref) 0.0 (Ref)

Further adjusted for cg05575921 78.0 (-28.1, 190.9) 261.4 (171.1, 349.5) 77.0 (39.7, 100.6)

Further adjusted for cg24859433 251.1 (149.2, 353.4) 88.3 (42.4, 129.4) 26.0 (10.8, 37.6)

Further adjusted for cg11902777 301.2 (195.6, 412.6) 38.2 (17.8, 53.5) 11.3 (3.4, 16)

Further adjusted for cg0557592,

cg24859433 and cg11902777
73.1 (-36.5, 186.6) 266.4 (169.6, 356.8) 78.5 (40.4, 102.3)

Adjusted for risk factorsc and cg05575921 78.0 (-28.1, 190.9) 0.0 (Ref) 0.00 (Ref)

Further adjusted for cg24859433

and cg11902777
73.1 (-36.5, 186.6) 4.9 (-12.7, 18.2) 6.3 (-79, 71.3)

Adjusted for risk factorsc and cg24859433 251.1 (149.2, 353.4) 0.0 (Ref) 0.00 (Ref)

Further adjusted for cg05575921

and cg11902777
73.1 (-36.5, 186.6) 178.0 (104.4, 246.2) 70.9 (14.9, 98.6)

Adjusted for risk factorsc and cg11902777 301.2 (195.6, 412.6) 0.0 (Ref) 0.00 (Ref)

Further adjusted for cg05575921

and cg24859433
73.1 (-36.5, 186.6) 228.1 (140.8, 313.2) 75.7 (31.4, 101)

Abbreviations: CI, confidence interval; DNAm, DNA methylation; Ref, reference.
a Absolute change in cancer cases for current versus never smokers was calculated using

additive hazards models.
b Effects mediated by DNA methylation were estimated using the ‘difference of coefficient

method’ as the absolute change in cancer incidence of current versus never smokers in the

model unadjusted for DNA methylation minus that absolute change in the model further

adjusted for DNA methylation, expressed both in absolute terms (difference in change

reflecting the number of attributable cancer cases per 100,000 person-years) and relative

to the adjusted changes in cancer cases before adding DNA methylation to the model.

The 95 % CIs in the table were calculated using bootstrap.
c Age, sex, former smoking, BMI, study center (Arizona, Oklahoma or North and South

Dakota) cell counts (CD8T, CD4T, NK, B cells and monocytes) and five genetic PCs.
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Table C9: Differences in smoking-related cancer cases per 100,000 person-years com-

paring current to never smokers attributable to differences in DNA methylation for

each CpG (’mediated effects’) using the difference of coefficients method in the

Strong Heart Study.

Level of adjustment Absolute difference in Difference in change % of difference

cancer cases (95 % CI)a of cancer cases in cancer cases

attributable to attributable to

DNAm (95 % CI)b DNAm (95 % CI)

Adjusted for risk factorsc 436.6 (281.5, 599.2) Ref Ref

Further adjusted for cg19859270 296.3 (136.2, 450.6) 140.3 (65.3, 207.8) 32.7 (15.2, 48.4)

Further adjusted for cg16201146 400.2 (241.6, 555.9) 36.4 (8, 61.1) 8.5 (1.9, 14.3)

Further adjusted for cg01513913 376.7 (224.3, 532.4) 59.9 (21.3, 94.8) 14 (5, 22.2)

Further adjusted for cg01002722 429.1 (270.9, 588.7) 7.5 (-5, 18.2) 1.7 (-1.3, 4.1)

Further adjusted for cg19859270,

cg16201146, cg01513913 and

cg01002722

168.6 (1.1, 325.7) 268 (175.7, 362.1) 61.4 (25.9, 84.6)

Adjusted for risk factorsc and cg19859270 296.3 (136.2, 450.6) Ref Ref

Further adjusted for cg16201146,

cg01513913 and cg01002722
168.6 (1.1, 325.7) 127.7 (75.6, 180.7) 43.1 (-7.2, 62.7)

Adjusted for risk factorsc and cg16201146 400.2 (241.6, 555.9) Ref Ref

Further adjusted for cg19859270,

cg01513913 and cg01002722
168.6 (1.1, 325.7) 231.6 (144, 317.4) 57.9 (19.1, 81.5)

Adjusted for risk factorsc and cg01513913 376.7 (224.3, 532.4) Ref Ref

Further adjusted for cg19859270,

cg16201146 and cg01002722
168.6 (1.1, 325.7) 208.1 (122.7, 293.9) 55.2 (14.5, 78.4)

Adjusted for risk factorsc and cg01002722 429.1 (270.9, 588.7) Ref Ref

Further adjusted for cg19859270,

cg16201146 and cg01513913
168.6 (1.1, 325.7)

Abbreviations: CI, confidence interval; DNAm, DNA methylation; Ref, reference.

a Absolute change in cancer cases for current versus never smokers was calculated using

additive hazards models.

b Effects mediated by DNA methylation were estimated using the ‘difference of coefficient

method’ as the absolute change in cancer incidence of current versus never smokers in the

model unadjusted for DNA methylation minus that absolute change in the model further

adjusted for DNA methylation, expressed both in absolute terms (difference in change
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reflecting the number of attributable cancer cases per 100,000 person-years) and relative

to the adjusted changes in cancer cases before adding DNA methylation to the model.

The 95 % CIs in the table were calculated using bootstrap.

c Age, sex, former smoking, BMI, study center (Arizona, Oklahoma or North and South

Dakota) cell counts (CD8T, CD4T, NK, B cells and monocytes) and five genetic PCs.
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Table C10: Differences in lung cancer cases per 100,000 person-years comparing

current to never smokers attributable to differences in DNA methylation for each

CpG (’mediated effects’) excluding cancer cases that happened before 1995 in the

Strong Heart Study.

CpG Difference in change of Percentage of difference Absolute difference in

cancer cases attributable in cancer cases attributable cancer cases (95 % CI)a

to DNAm (95 % CI)b to DNAm (95 % CI)

cg05575921 218.56 (138.47, 300.13) 72.0 (45.8, 111.2) 85.12 (-25.3, 195.34)

cg14391737 110.86 (62.63, 160.75) 34.8 (19.9, 55.4) 207.62 (103.36, 311.56)

cg21566642 135.24 (71.87, 199.79) 43.8 (23.1, 73.3) 173.28 (60.33, 286.06)

cg03636183 108.97 (55.81, 163.4) 35.5 (18.5, 58.9) 197.58 (91.88, 303.03)

cg09842685 59.06 (32.24, 87.96) 18.9 (10.4, 31) 253.19 (151.46, 354.68)

cg11902777 36.52 (20.52, 54.52) 11.6 (6.5, 19) 278.41 (175.54, 381.05)

cg24859433 84.87 (44.26, 128.23) 27 (14.4, 44.1) 229.0 (126.74, 330.95)

cg03329539 62.09 (26.58, 99.38) 20.1 (8.4, 36.8) 246.69 (137.97, 355.15)

cg23916896 32.94 (15.83, 52.24) 10.6 (5.2, 18) 278.25 (176.72, 379.55)

cg01899089 45.95 (21.06, 73.12) 14.7 (7, 25.2) 265.74 (163.95, 367.3)

cg01940273 87.4 (29.68, 146.08) 28.4 (9.4, 54.5) 220.84 (102.33, 339.16)

cg17739917 57.62 (19.07, 97.02) 18.5 (6.3, 33.7) 254.24 (149.29, 358.84)

cg14624207 34.97 (14.41, 58.15) 11.3 (4.6, 20.9) 273.51 (169.36, 377.42)

cg07251887 29.37 (11.01, 50.38) 9.5 (3.6, 17.8) 279.47 (175.5, 383.19)

cg16201146 28.04 (10.3, 48.32) 8.9 (3.4, 16) 287.02 (185.21, 388.61)

cg14580211 42.87 (12.3, 75.1) 13.6 (4, 25.9) 271.23 (166.59, 375.55)

cg06521527 20.08 (6.34, 36.02) 6.4 (2.1, 12.1) 293.57 (190.83, 396.12)

cg27241845 32 (8.16, 58.19) 10.4 (2.6, 20.9) 276.0 (170.44, 381.19)

cg01513913 26.78 (6.43, 48.95) 8.7 (2, 17.8) 282.31 (176.03, 388.25)

cg24947681 23.27 (4.67, 44.12) 7.5 (1.5, 15.8) 285.96 (180.15, 391.42)

cg04885881 37.33 (4.65, 71.08) 11.9 (1.5, 24.5) 275.58 (170.22, 380.59)

cg16207944 24.16 (3.59, 46.17) 7.8 (1.2, 16.7) 285.1 (179.03, 390.82)

cg24556382 18.96 (3.86, 36.22) 6.1 (1.3, 11.9) 294.37 (192.4, 396.11)

cg23025288 18.8 (3.48, 36.14) 6.1 (1.2, 12.6) 289.46 (185.87, 392.82)

cg03707168 28.74 (3.06, 56.03) 9.3 (1, 19.3) 281.83 (177.56, 385.82)

cg21733098 22.3 (2.63, 43.5) 7.2 (0.9, 15.3) 287.08 (182.46, 391.45)

cg25799109 16.57 (2.23, 32.77) 5.3 (0.7, 11.3) 293.67 (189.89, 397.21)

cg02738868 22.3 (1.4, 44.58) 7.2 (0.5, 15.7) 288.68 (183.25, 393.77)

cg18158149 19.78 (1.79, 39.59) 6.3 (0.6, 12.9) 294.8 (192.86, 396.55)

Abbreviations: CI, confidence interval; DNAm, DNA methylation.

Models were adjusted for age, sex, former smoking, BMI, cell counts (CD8T, CD4T, NK,
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B cells and monocytes), study center (Arizona, Oklahoma or North and South Dakota)

and five genetic PCs.

a Absolute changes in cancer incidence (per 100,000 person-years) for current versus never

smokers were obtained from additive hazards models.

b Effects mediated by DNA methylation were estimated with the ‘product of coefficients

method’ that multiplies the coefficient for the mean change in DNA methylation for the

current versus never smoking comparison from the mediator model by the absolute change

in cancer incidence cases for the current versus never smoking comparison (difference in

change reflecting the number of attributable cancer cases per 100,000 person-years) and

relative to the adjusted changes in cancer cases before adding DNA methylation to the

model. The 95 % CIs in the table were derived by simulation from the estimated model

coefficients and covariance matrices.
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Table C11: Differences in lung cancer cases per 100,000 person-years for a 10 pack-

years increase attributable to differences in DNA methylation for each CpG (’medi-

ated effects’) excluding cancer cases that happened before 1995 in the Strong Heart

Study.

CpG Difference in change of Percentage of difference Absolute difference in

cancer cases attributable in cancer cases attributable cancer cases (95 % CI)a

to DNAm (95 % CI)b to DNAm (95 % CI)

cg05575921 18.54 (9.34, 28.23) 21.5 (9.4, 48.8) 67.67 (23.12, 112.12)

cg14391737 13.06 (4.74, 21.74) 15 (5.1, 34.8) 74.2 (30.31, 117.94)

cg24859433 9.37 (4.02, 15.63) 10.6 (4.3, 23.3) 78.7 (35.85, 121.45)

cg09842685 5.71 (2.48, 9.6) 6.5 (2.7, 14.3) 81.88 (39.17, 124.51)

cg11902777 3.77 (1.6, 6.49) 4.3 (1.7, 9.4) 84.47 (41.72, 127.14)

cg21566642 9.85 (2.64, 17.4) 11.3 (2.8, 28.1) 77.46 (33.28, 121.53)

cg03636183 9.29 (2.47, 16.46) 10.6 (2.6, 26.3) 78.1 (34.12, 121.96)

cg03329539 6.62 (1.37, 12.37) 7.5 (1.5, 18.5) 81.47 (38.2, 124.61)

cg14624207 3.86 (1.08, 7.44) 4.4 (1.2, 10.7) 83.85 (40.92, 126.68)

cg23916896 2.97 (0.9, 5.72) 3.3 (1.0, 8.2) 86.27 (43.15, 129.3)

cg07251887 3.97 (0.98, 7.69) 4.5 (1.1, 11) 84.49 (41.5, 127.37)

cg01899089 3.38 (0.95, 6.64) 3.9 (1, 9.9) 83.98 (40.73, 127.14)

cg14580211 4.91 (0.26, 10.0) 5.5 (0.3, 13.7) 83.75 (41.14, 126.27)

cg06521527 2.24 (0.38, 4.76) 2.6 (0.4, 6.4) 85.67 (42.99, 128.26)

cg27241845 3.16 (0.26, 6.87) 3.6 (0.3, 10) 84.89 (41.64, 128.0)

cg24947681 2.89 (0.17, 6.3) 3.3 (0.2, 8.6) 85.91 (42.98, 128.76)

Abbreviations: CI, confidence interval; DNAm, DNA methylation.

Models were adjusted for age, sex, current smoking, BMI and cell counts (CD8T, CD4T,

NK, B cells and monocytes), study center (Arizona, Oklahoma or North and South

Dakota) and five genetic PCs.
a Absolute changes in cancer incidence (per 100,000 person-years) for a 10 pack-years

change were obtained from additive hazards models.
b Effects mediated by DNA methylation were estimated with the ‘product of coefficients

method’ that multiplies the coefficient for the mean change in DNA methylation for a 10

pack-years increase from the mediator model by the absolute change in cancer incidence

cases for a 10 pack-years increase (difference in change reflecting the number of attributable

cancer cases per 100,000 person-years) and relative to the adjusted changes in cancer cases

before adding DNA methylation to the model. The 95 % CIs in the table were derived by

simulation from the estimated model coefficients and covariance matrices.
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Table C12: Differences in smoking-related cancer cases per 100,000 person-years

comparing current to never smokers attributable to differences in DNA methylation

for each CpG (’mediated effects’) excluding cancer cases that happened before 1995

in the Strong Heart Study.

CpG Difference in change of Percentage of difference Absolute difference in

cancer cases attributable in cancer cases attributable cancer cases (95 % CI)a

to DNAm (95 % CI)b to DNAm (95 % CI)

cg05575921 282.73 (170.9, 396.48) 69.6 (40.7, 117.2) 123.3 (-48.74, 295.03)

cg14391737 166.05 (96.65, 237.95) 38.9 (22, 65.3) 260.58 (102.54, 418.26)

cg21566642 206.4 (111.42, 303.21) 50.1 (26.1, 88.1) 205.32 (33.97, 376.37)

cg03636183 171.72 (92.6, 252.86) 42.0 (22.0, 73.4) 236.97 (74.94, 398.71)

cg25845814 97.56 (49.11, 148.75) 23.6 (11.8, 41.2) 315.23 (164.35, 465.64)

cg18110140 92.88 (42.72, 145.66) 22.4 (10.2, 40.6) 321.59 (166.55, 476.2)

cg19859270 107.94 (46.21, 172.19) 25.7 (11.3, 45.5) 312.19 (159.96, 463.96)

cg01940273 124.63 (44.64, 206.04) 30.3 (10.5, 59.8) 287.03 (114.56, 459.16)

cg01513913 51.64 (22.1, 84.51) 12.5 (5.2, 23.8) 360.88 (207.23, 514.04)

cg25648203 92.74 (33.54, 153.81) 22.6 (8.2, 43.1) 316.91 (159.49, 473.96)

cg21911711 88.19 (30.69, 147.82) 21 (7.4, 39.5) 331.57 (176.11, 486.6)

cg15310518 49.65 (19.85, 82.52) 12.1 (4.7, 23.4) 360.82 (207.11, 514.05)

cg01899089 53.68 (19.74, 90.37) 12.9 (4.7, 24.6) 363.2 (210.2, 515.79)

cg24859433 73.32 (24.65, 124.5) 17.5 (6.0, 33.2) 345.8 (192.0, 499.1)

cg05934812 37.77 (13.5, 66.31) 8.9 (3.2, 16.9) 387.43 (236.03, 538.58)

cg21322436 43.02 (11.71, 76.59) 10.4 (2.8, 21.1) 372.21 (218.19, 525.74)

cg02738868 45.58 (12.39, 81.48) 10.9 (3, 22.1) 370.74 (216.72, 524.3)

cg19885130 41.28 (11.33, 74.06) 10 (2.9, 19.3) 372.93 (223.47, 522.11)

cg09842685 48.37 (11.16, 87.51) 11.6 (2.6, 24.4) 367.86 (211.08, 524.17)

cg09338374 34.69 (9.02, 63.11) 8.3 (2.2, 16.8) 385.43 (232.29, 538.23)

cg10258214 33.8 (5.42, 64.25) 8.2 (1.3, 17.5) 378.59 (225.72, 531.1)

cg12615852 31.48 (4.53, 60.7) 7.6 (1.1, 16.5) 382.59 (229.26, 535.52)

cg03707168 38.18 (4.62, 73.87) 9.2 (1.1, 19.7) 377.71 (224.58, 530.42)

cg07943658 35.31 (4.31, 68.71) 8.5 (1.1, 18.5) 381.03 (226.93, 534.87)

cg07251887 29.29 (4.08, 57.39) 7.1 (1.0, 15.0) 384.94 (233.81, 535.74)

cg20174472 29.71 (2.01, 59.68) 7.1 (0.5, 16.1) 387.57 (233.09, 541.57)

cg27271698 31.79 (1.04, 64.31) 7.7 (0.3, 17.4) 381.04 (227.91, 533.78)

cg16201146 26.18 (2.06, 53.04) 6.2 (0.5, 13.8) 393.32 (241.12, 545.18)

cg20295214 24.14 (1.83, 49.52) 5.7 (0.5, 12.6) 396.62 (245.4, 547.59)

cg16519923 21.75 (1.8, 44.76) 5.2 (0.4, 11.7) 399.4 (246.94, 551.53)

cg07267541 25.73 (0.72, 53.33) 6.2 (0.2, 14.4) 390.3 (235.71, 544.43)

cg01002722 13.28 (1.81, 28.92) 3.1 (0.5, 7.1) 410.17 (257.92, 562.02)

cg12409728 15.04 (0.8, 32.91) 3.6 (0.2, 8.8) 398.36 (245.93, 550.51)

Abbreviations: CI, confidence interval; DNAm, DNA methylation.

Models were adjusted for age, sex, former smoking, BMI and cell counts (CD8T, CD4T,
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NK, B cells and monocytes), study center (Arizona, Oklahoma or North and South

Dakota) and five genetic PCs.

a Absolute changes in cancer incidence (per 100,000 person-years) for current versus never

smokers were obtained from additive hazards models.

b Effects mediated by DNA methylation were estimated with the ‘product of coefficients

method’ that multiplies the coefficient for the mean change in DNA methylation for the

current versus never smoking comparison from the mediator model by the absolute change

in cancer incidence cases for the current versus never smoking comparison (difference in

change reflecting the number of attributable cancer cases per 100,000 person-years) and

relative to the adjusted changes in cancer cases before adding DNA methylation to the

model. The 95 % CIs in the table were derived by simulation from the estimated model

coefficients and covariance matrices.

Table C13: Differences in smoking-related cancer cases per 100,000 person-years for

a 10 pack-years increase attributable to differences in DNA methylation for each

CpG (’mediated effects’) excluding cancer cases that happened before 1995 in the

Strong Heart Study.

CpG Difference in change of Percentage of difference Absolute difference in

cancer cases attributable in cancer cases attributable cancer cases (95 % CI)a

to DNAm (95 % CI)b to DNAm (95 % CI)

cg05575921 23.46 (10.73, 36.83) 18.6 (7.7, 39.8) 102.58 (43.27, 161.75)

cg14391737 20.99 (8.53, 34.01) 16.5 (6.2, 35.8) 106.06 (46.88, 165.09)

cg03636183 15.69 (5.77, 26.21) 12.4 (4.3, 26.7) 111.27 (53.39, 168.96)

cg21566642 16.6 (5.49, 28.26) 13.1 (4.0, 29.8) 110.47 (51.07, 169.74)

cg25845814 8.47 (3.23, 14.72) 6.7 (2.4, 14.5) 118.78 (61.62, 175.8)

cg19859270 11.65 (3.14, 20.92) 9.0 (2.4, 19.8) 117.27 (60.12, 174.28)

cg18110140 9.39 (2.66, 16.91) 7.4 (2, 16.6) 118.17 (60.61, 175.56)

cg01513913 6.14 (1.78, 11.49) 4.8 (1.3, 11.3) 122.04 (64.26, 179.63)

cg15310518 5.77 (1.37, 11.07) 4.5 (1.0, 10.9) 122.47 (64.54, 180.22)

cg21911711 9.02 (1.08, 17.56) 7.0 (0.9, 16.2) 119.71 (62.56, 176.75)

cg25648203 6.9 (0.91, 13.6) 5.4 (0.7, 13.2) 121.33 (63.62, 178.87)

cg24859433 7.07 (0.84, 14.12) 5.5 (0.6, 13.6) 121.39 (63.41, 179.19)

cg05934812 4.8 (1.12, 9.68) 3.7 (0.9, 8.9) 123.62 (66.44, 180.66)

cg01899089 3.85 (0.78, 8.02) 3.0 (0.6, 7.6) 123.75 (66.27, 181.1)

cg21322436 3.7 (0.37, 7.94) 2.9 (0.3, 7.7) 125.22 (67.18, 183.09)

cg19885130 4.08 (0.22, 8.84) 3.2 (0.2, 8.4) 123.6 (65.68, 181.38)

cg09338374 3.13 (0.19, 7.02) 2.4 (0.1, 6.7) 125.11 (67.2, 182.93)

cg02738868 3.3 (0.17, 7.49) 2.6 (0.1, 7.1) 123.85 (66.18, 181.4)
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Models were adjusted for age, sex, current smoking, BMI and cell counts (CD8T, CD4T,

NK, B cells and monocytes), study center (Arizona, Oklahoma or North and South

Dakota) and five genetic PCs.

Absolute changes in cancer incidence (per 100,000 person-years) for a 10 pack-years change

were obtained from additive hazards models.

Effects mediated by DNA methylation were estimated with the ‘product of coefficients

method’ that multiplies the coefficient for the mean change in DNA methylation for a 10

pack-years increase from the mediator model by the absolute change in cancer incidence

cases for a 10 pack-years increase (difference in change reflecting the number of attributable

cancer cases per 100,000 person-years) and relative to the adjusted changes in cancer cases

before adding DNA methylation to the model. The 95 % CIs in the table were derived by

simulation from the estimated model coefficients and covariance matrices.
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Table C14: Differences in smoking-related cancer cases (excluding liver cancer) per

100,000 person-years comparing current to never smokers attributable to changes in

DNA methylation for each CpG (‘mediated effects’) in the Strong Heart Study.

CpG Difference in change of Percentage of difference Absolute difference in

cancer cases attributable in cancer cases attributable cancer cases (95 % CI)a

to DNAm (95 % CI)b to DNAm (95 % CI)

cg05575921 278.7 (170.1, 388.6) 65.9 (38.9, 109.6) 143.9 (-28.5, 315.9)

cg14391737 212.5 (135.0, 293.1) 47.2 (29.1, 75.7) 237.7 (77.3, 397.4)

cg21566642 219.2 (124.3, 315.8) 51.0 (28.0, 87.0) 210.7 (39.3, 381.4)

cg03636183 176.8 (95.9, 259.6) 41.5 (22.1, 70.8) 249.5 (87.4, 411.1)

cg25845814 100.9 (51.4, 153.1) 23.5 (11.9, 40.3) 329.4 (176.7, 481.7)

cg18110140 97.3 (46.2, 151.2) 22.5 (10.6, 40.1) 334.6 (177.7, 490.9)

cg01940273 143.7 (63.5, 225.4) 33.5 (14.3, 62) 285.4 (114.4, 456.0)

cg19859270 118.1 (50.7, 187.9) 26.8 (11.9, 46.4) 323.0 (169.4, 476.2)

cg21911711 86.7 (35.3, 140.2) 19.9 (8.1, 36.2) 348.7 (192.8, 504.1)

cg25648203 96.9 (38.5, 157.2) 22.7 (9.0, 41.9) 330.6 (172.1, 488.5)

cg01899089 62.2 (26.9, 100.5) 14.3 (6.1, 26.4) 371.6 (215.9, 526.9)

cg24859433 71.4 (27.7, 117.5) 16.4 (6.3, 30.5) 363.8 (207.6, 519.5)

cg01513913 52.8 (21.8, 87.2) 12.3 (4.9, 23.2) 377.2 (221.8, 532.3)

cg15310518 49.9 (18.8, 84.0) 11.7 (4.3, 22.7) 378.2 (221.8, 534.2)

cg09842685 59.6 (19.99, 101.32) 13.7 (4.5, 26.6) 374.9 (218.1, 531.4)

cg02738868 53.9 (19.39, 91.58) 12.4 (4.4, 24) 379.7 (223.6, 535.4)

cg05934812 40.9 (15.91, 70.23) 9.2 (3.7, 17.2) 401.8 (248.3, 555.1)

cg07943658 49.5 (14.91, 87.26) 11.4 (3.4, 22.6) 384.7 (227.9, 541.3)

cg00073090 39.7 (10.39, 71.73) 9.2 (2.4, 18.5) 391.3 (237.4, 544.9)

cg16201146 33.1 (9.26, 60.32) 7.6 (2.2, 15.1) 403.5 (249.6, 557.1)

cg03707168 49.0 (11.12, 89.77) 11.3 (2.6, 22.5) 386.3 (232.3, 540.1)

cg19885130 39.1 (8.81, 71.94) 9.1 (2.2, 17.7) 392.3 (241.9, 542.5)

cg12615852 37.6 (7.78, 69.97) 8.7 (1.8, 17.9) 394.2 (239.7, 548.3)

cg20174472 36.0 (6.24, 68.5) 8.3 (1.5, 17.6) 397.8 (242.5, 552.8)

cg27271698 36.6 (5.41, 69.73) 8.5 (1.3, 18.2) 393.1 (237.7, 548.1)

cg07251887 31.9 (5.82, 61.13) 7.4 (1.4, 15.4) 399.4 (245.8, 552.7)

cg10258214 34.6 (4.84, 66.54) 8.1 (1.1, 17.2) 395.4 (240.4, 549.9)

cg25189904 52.2 (3.98, 101.93) 12.1 (1, 26.1) 378.5 (221.6, 535.1)

cg07267541 28.3 (3.39, 55.98) 6.5 (0.8, 14.4) 404.6 (249.2, 559.7)

cg23025288 26.3 (2.13, 53.09) 6.1 (0.5, 13.6) 403.9 (249.3, 558.3)

cg16519923 21.7 (1.38, 45.04) 5 (0.3, 11.2) 416.5 (261.8, 570.9)

cg18158149 26.9 (0.04, 56.19) 6.1 (0, 13.6) 411.3 (258.1, 564.1)

cg01002722 13.4 (2.01, 29.02) 3 (0.5, 6.9) 427.3 (273.0, 581.2)

Models were adjusted for age, sex, former smoking, BMI and cell counts (CD8T, CD4T,

NK, B cells and monocytes), study center (Arizona, Oklahoma or North and South

Dakota) and five genetic PCs.
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Absolute changes in cancer incidence (per 100,000 person-years) for a 10 pack-years change

were obtained from additive hazards models.

Effects mediated by DNA methylation were estimated with the ‘product of coefficients

method’ that multiplies the coefficient for the mean change in DNA methylation for a 10

pack-years increase from the mediator model by the absolute change in cancer incidence

cases for a 10 pack-years increase (difference in change reflecting the number of attributable

cancer cases per 100,000 person-years) and relative to the adjusted changes in cancer cases

before adding DNA methylation to the model. The 95 % CIs in the table were derived by

simulation from the estimated model coefficients and covariance matrices.
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