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A B S T R A C T   

The manipulation of the Euro Interbank Offered Rate (Euribor) was an affair which had a great impact on in
ternational financial markets. This study tests whether advanced data processing techniques are capable of 
classifying Euribor panel banks as either manipulating or non-manipulating on the basis of patterns found in 
quotes submissions. For this purpose, panel banks’ daily contributions have been studied and monthly variables 
obtained that denote different contribution patterns for Euribor panel banks. Thus, in accordance with the court 
verdict, banks are categorized as manipulating and non-manipulating and Machine Learning classification 
techniques such as Supervised Learning, Anomaly Detection and Cluster Analysis are applied in order to 
discriminate between convicted and acquitted banks. The results show that out of seven manipulative banks, five 
are detected by Machine Learning using Deep Learning algorithms, all five presenting very similar contribution 
patterns. This is consistent with Anomaly Detection which confirms that several manipulating banks present 
similar levels of abnormality in their contributions. In addition, the Cluster Analysis facilitates gathering the five 
most active banks in illicit actions. In conclusion, administrators and supervisors might find these techniques 
useful to detect potentially illicit actions by banks involved in the Euribor rate-setting process.   

1. Introduction 

The rigging of benchmark interest rates that took place at the 
beginning of the 21st century was a major financial scandal that 
involved both Euribor (Euro Interbank Offered Rate) and Libor (London 
Interbank Offered Rate) benchmarks rates. 

This event caused great social upheaval as both Euribor and Libor are 
widely known rates used by financial institutions as fundamental 
benchmarks in their loan operations, especially in the case of mortgages. 

In order to grasp the magnitude of the problem, note that according 
to the European Commission, the nominal value of financial contracts 
referenced to Euribor is 180 trillion euros (European Central Bank, 
2019). In this context, it is worth considering how and why it is possible 
to carry out the manipulation of such an important financial benchmark 
supervised by the European Money Markets Institute (hereinafter, 
EMMI). 

To understand why it is possible to manipulate Euribor, it is worth 
looking at its calculation methodology. According to the EMMI, the 
Euribor benchmark rate is calculated as a bounded average eliminating 

15% of the highest and lowest quotes. These quotes are the rates at 
which panel banks estimate they can borrow from another panel bank in 
the interbank market for a specific day (EMMI, 2013). 

Thus, one or more panel bank(s) may submit biased quotes seeking to 
move the benchmark in the direction that benefits them the most. This 
deceitful behavior can be explained if they are trying to benefit from 
their positions in financial derivatives referenced to Euribor. This 
incentive to manipulate quotes has been proved in the transcripts of 
bank management conversations (Boot et al., 2019). Other incentives for 
manipulation and their effect on third parties can be found in Gandhi 
et al. (2020) and Rodríguez-López et al. (2021). 

After describing the framework in which manipulation takes place, 
note that the banks convicted of manipulation of the Euribor involved 
Barclays Bank, Credit Agricole, HSBC, JP Morgan Chase, Deutsche Bank, 
Royal Bank of Scotland, and Société Générale (European Commission, 
2016, 2013). 

There are many state-of-the-art techniques proposed to combat 
benchmark manipulation. Some of them are qualitative and some are 
quantitative, the latter with a high statistical component aimed at 
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detecting anomalies or patterns that help identify manipulation. How
ever, the use of novel techniques to detect patterns in the data is rather 
unusual. 

According to their focus and goals, the most important contributions 
in recent years can be classified in two groups. One group of studies is 
aimed simply at detecting manipulation with conventional statistical 
techniques and focusing on those aspects that make it possible to detect 
fraudulent behavior. Another large group of researchers have pin
pointed the changes required in the governance and methodology of the 
index to reduce its potential for manipulation, some of them actually 
proposing the replacement of Euribor with a new benchmark. 

The following section cites the most relevant studies from both 
streams and compares their findings in order to provide a comprehen
sive theoretical framework to this research. 

This study attempts to make a contribution to the existing literature 
on the manipulation of benchmarks and the classification of manipula
tors and non-manipulators. Additionally, this paper intends to make a 
practical contribution to the literature by classifying manipulative and 
non-manipulative banks with classification techniques based on Ma
chine Learning algorithms. 

Therefore, the main research question is whether it is possible to 
distinguish manipulating banks from non-manipulating banks for the 
Euribor case. Then, we analyze whether it can be done with the help of 
Machine Learning algorithms based on both supervised and unsuper
vised techniques. 

Consequently, this study pursues the accurate classifying of banks 
into manipulating and non-manipulating by applying Machine Learning 
techniques to quote submission patterns for each panel bank. This is 
done by creating monthly variables related to the contribution patterns 
of panel banks. From these variables, different predictive models have 
been trained in a sample covering the manipulation periods. The sub
sequent validation is done in a different sample to measure the classi
fication capacity of the Machine Learning models in discriminating 
manipulating and non-manipulating banks. For this reason, supervised 
and unsupervised learning techniques have been used and the accuracy 
of these techniques is tested in different ways. 

As a result of this study it is discussed how the Euribor supervisory 
authority could implement this type of technique and reduce the po
tential for future manipulations. 

The hypothesis we test in this study is whether or not it is feasible to 
discriminate manipulating and non-manipulating banks on the basis of 
contribution patterns, accurately identifying those convicted banks that 
were most active in manipulating activities. 

In terms of the contribution to the literature, note that this study is 
approaching the problem of benchmark index manipulation using for 
the first time Machine Learning algorithms, both supervised and unsu
pervised learning. Furthermore, another objective of this research is to 
propose the use of the tested techniques or any similar techniques by 
public authorities to improve the administration of the benchmark rates, 
which could also pave the way for the application of this type of 
advanced controls to other financial indicators of public interest. 

Finally, this work is structured as follows: Section 2 covers the 
specialized literature on the manipulation of the Euribor and on the 
application of advanced techniques to financial problems; in Section 3, 
the methodology is described; in Section 4, the results obtained and their 
interpretation are presented; and finally, in Section 5, they include the 
main conclusions of the study. 

2. Theoretical framework 

The Euribor calculation methodology described in the previous 
section shows that the problem of manipulation comes from the ease 
with which participating banks can bias their inputs in the process. This 
implies that the contributing banks themselves are the relevant variable 
in any solution to minimize or solve the problem of potential manipu
lation. Otherwise, the calculation methodology could be changed so that 

panel banks can no longer make biased contributions. 
Although methodological change is always an option, it could lead to 

costs that are difficult to measure considering all the economic agents 
involved in financial transactions referenced to Euribor. On the con
trary, if current methodology is maintained exercising control over the 
potential bias of panel banks’ contributions, then a wide variety of 
models are available, both traditional and modern, ranging from the 
simplest predictive models to complex algorithms, the latter being the 
subject of this academic paper. 

Many studies have focused on the manipulation of benchmark rates 
since the first paper that highlighted anomalies in Libor was published 
(Mollenkamp and Whitehouse, 2008). This article argues that the con
tributions of Libor panel banks were significantly lower than expected 
based on their behavior in the interbank market. This would support the 
analysis of contribution patterns for the detection of manipulation. 

The relevant literature comprises different types of research and 
some studies from international organizations stand out. These works 
are subsequent to the court ruling and contain different recommenda
tions to avoid new manipulations, such as those of IOSCO (2013)1, 
ESMA-EBA (2013) and2 Financial Stability Board (2014). It is note
worthy that recommendations focus on changes in governance and 
methodology but fail to propose the use of advanced techniques to 
detect potential manipulations, which is the main contribution of this 
paper. 

Snider and Youle (2012) made a very interesting contribution to the 
literature showing how convicted banks often submit quotes off the 
Euribor calculation range, claiming a clear incentive to manipulation 
due to their positions in derivatives referenced to the benchmark rate. A 
similar study for the case of Libor is that of Gandhi et al. (2019). 
Consequently, the purpose of using advanced data processing techniques 
in this paper is precisely to identify these types of contribution patterns. 
In line with the results of these studies, our perception is that in the 
framework of benchmark indices that exclude extreme submissions, 
providing extreme submissions is shifting the calculation window in the 
desired direction. 

In line with the previous consideration, Herrera et al. (2020) warn of 
similarities in the contribution patterns of manipulating banks, charac
terized by a large proportion of contributions excluded from the final 
calculation. In addition, they point out that the potential for collusive 
manipulation by several banks of the 3-month and 12-month Euribor 
rates may represent more than one basis point. This result is consistent 
with that estimated by Eisl et al. (2017) for the 3-month Euribor and 
Libor rates. In line with the results of these studies, our understanding is 
that the ability of a single bank to move the index to its advantage (by 
providing deceitful quote submissions) is lower than that of a multi-bank 
cartel with the same goal. This issue is of vital importance in the present 
investigation and was also pointed out by the authorities investigating 
benchmark manipulation (European Commission, 2016, 2013). 

Other research works focus on methodological changes in Euribor 
rate-setting or even its replacement by another benchmark. For instance, 
Youle (2014) supports the substitution of the calculation for the boun
ded mean by that of the median for the case of Libor as it is a statistic less 
sensitive to extreme values. Brousseau et al. (2013) propose the 
replacement of the index by the Overnight Index Swap, while Hou and 
Skeie (2014) support its replacement by the General Collateral Finance 
Repurchase Agreement Index, assuming these alternative indexes are 
harder to manipulate. These solutions may have unintended effects, as 
changing a benchmark to which a large number of contracts are refer
enced can lead to legal claims. In addition, there is a potential problem 
that the resulting new index rate is not even close to that of the current 
benchmark, generating significant gains or losses to people who are not 
involved in the manipulation. 

1 International Organization of Securities Commissions  
2 European Securities Market Authority-European Banking Authority 
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Other authors propose solutions to manipulation without changing 
the current Euribor methodology. Duffie and Stein (2015) propose to 
toughen sanctions to discourage manipulation. Instead, Snider and 
Youle (2012) propose increasing the number of panelists to reduce the 
possibility of manipulation, a proposal which is in line with that of 
Herrera et al. (2020). These last research works pursue a solution to 
manipulation without the potential problems of a methodological 
change or replacement of the index. In theory, many of the measures 
proposed in these papers can reduce the potential for manipulation of 
the benchmark, but they cannot ensure that manipulation will not occur 
altogether. Therefore, detecting potential manipulations from submis
sion patterns is essential and it is the goal of this study. 

Finally, as discussed in the literature review, the cause of manipu
lation is related to the submission of deceitful quotes by panel banks to 
move the index to their advantage. The primary objective of this work is 
to detect manipulation on the basis of submission patterns and Machine 
Learning techniques are employed to capture complex patterns in the 
data. The use of Machine Learning methods has become widespread in 
the field of finance due to their outstanding results in different envi
ronments. Machine Learning can be defined as a technique based on 
computer programming oriented to automatic learning from data 
(Samuel, 1959). Although this type of technique has not yet been 
applied to the problem of benchmark manipulation, it is used intensively 
in the field of finance. 

In the literature, we find some examples of the use of Machine 
Learning techniques to analyze other manipulation or financial distress 
situations: Krauss et al. (2017) employ a combination of close neighbors 
and random forests techniques to explore arbitrage of the S&P 500 with 
precise results; Carmona et al. (2019) use Extreme Gradient Boosting to 
predict bankruptcy situations in the US banking sector, in what could be 
considered a classification problem similar to the one proposed in the 
present work; Ben Jabeur et al. (2021) employ the CatBoost algorithm 
for corporate failure prediction; Gan et al. (2020) propose a Machine 
Learning method to price average options accurately; and Palacio 
(2019) uses Machine Learning for fraud detection in non-life insurance. 

3. Methodology 

This section is divided into sub-sections that explain the different 
methodological steps. As an overview, a schematic of the methodolog
ical process followed can be found in Fig. 1. 

3.1. Data and feature engineering 

The data used in this study are the daily quotes submitted by panel 
banks and final Euribor rates from January 2004 to November 2018 
(EMMI, 2019). The choice of the range of years is justified because this is 
the period for which information on panel banks’ contributions is 
available on the EMMI website. 

Before addressing the actual research problem, a data quality anal
ysis is carried out, automating a process in R to replicate the calculation 

of the final Euribor daily rate, according to the daily contributions and 
the methodology applied in the Index computation. The result is the 
detection of some minor errors in the data that, once corrected, have 
allowed the final rate to be replicated for every single day in the study 
period. 

In a subsequent step, variables representative of contribution pat
terns are included, which was the foundation of the previous study by 
Herrera et al. (2020). To study these variables we use data analysis 
techniques and detect behaviors that allow identification of banks 
convicted of manipulation. This is carried out for periods of 3 and 12 
months, however, due to the similarity of the results and for the sake of 
simplicity, the explanation of the results focuses only on the 12-month 
period. 

Monthly variables are generated from daily data in a feature engi
neering process. The main reason for this is the immense number of 
variables that would involve working with daily data. Another reason is 
that it is difficult to generate a variable capable of reflecting manipu
lation or non-manipulation on a daily basis, since an unusual contri
bution on a certain day can have very different explanations. In this 
regard, with monthly contributions it is intended to collect the contri
bution characteristics of each month of the study period for each panel 
bank. 

Note that we are considering only variables related to contribution 
patterns because the study focuses on this kind of information. However, 
if benchmark administrators were to use these techniques to detect 
illegal behavior, it could also take into account other variables that 
summarize the investment behavior of each panelist for each month or 
the interest rates applied in operations settled in the interbank market. 

In reference to the variable Manipulation, it is formed as a binary 
variable with a value of 0 for unconvicted banks and a value of 1 for 
those convicted, that is, Barclays Bank, Credit Agricole, HSBC, JP Mor
gan Chase, Deutsche Bank, Royal Bank of Scotland, and Société 
Générale. Thus, 18 additional variables are presented in Table 1. 

The major distinctive contribution in this section, as compared to 
those of other authors, is that a thorough data cleansing and a replica
tion of the historical index are performed to ensure data quality. To the 
best of our knowledge, this approach is entirely new in the related 
literature. Additionally, a transformation process of the data has been 
made to apply advanced algorithms, which is novel due to the innova
tive techniques applied to deal with the manipulation of the Euribor. 

3.2. Application of supervised machine learning techniques 

In the application of Machine Learning techniques, we use the H2O 
platform (H2O.ai 2020a) which includes this type of programmed 
techniques and allows for using R as interface (r-project.org, 2021). 
With the use of this platform, we intend to show the potential of these 
techniques to offer a possible solution to the manipulation of Euribor. 

The use of an H2O environment (H2O.ai, 2020b) allows for several 
algorithms to be tested simultaneously on the data, among which 
Random Forest, GLM, Gradient Boosting Machine and Deep Neural 

Fig. 1. Methodology scheme.  
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Networks stand out. This variety of proven models has been deemed 
optimal to offer an effective solution to the manipulation problem. The 
H2O platform is used because it allows the application of many Machine 
Learning models in a fast and efficient way and allows their use from a 
free software environment such as R. H2O supports the most widely used 
statistical and machine learning algorithms including Gradient Boosted 
Machines, Generalized Linear Models, Deep Learning and other 
algorithms. 

Thus, the Machine Learning methodology is applied as follows. In the 
first place, the data is processed, the variables being those introduced in 
the previous subsection and the banks being the observations. Next, 
missing values are handled because some panel banks are not present 
during the entire period of study. Consequently, we eliminate the vari
ables with more than 35% of missing values following a methodology 
similar to that proposed by Momparler et al. (2016), corresponding 
mainly to the final part of the period due to the fact that in those years 
there are fewer panel banks. This procedure is applied because the 
missing values could pose a problem in the use of algorithms. Likewise, 
for variables with less than 35% missing values, as they add no infor
mation, these missing values have been replaced by the mean of the rest 
of the observations. 

After organizing the data, Machine Learning has been implemented 
using the different algorithms mentioned above, labeling the binary 
variable Manipulation as the response variable and finding models that, 
based on the rest of the variables, allow for the classification of banks 
into two different categories: manipulating and not-manipulating. 

Regarding the validation of the fitted models, in order to allow a 
good generalization of the results, we use K Fold Cross-Validation 
technique (H2O.ai, 2020c). This is a way to validate the model inter
nally without losing any data for later validation. This technique consists 
of estimating K + 1 models, one final model that is trained with all the 
data and other K models that are validated on 1 / K proportion of the 
data. This 1 / K proportion of validation sample is different for each of 
the K times the process is repeated. The results of this validation process 
are obtained as an average of the predictions of the K models subjected 
to validation. Furthermore, this technique is explained in depth by 
Pereira et al. (2009) and used by Carmona et al. (2019). 

In addition, the use of K Fold Cross-Validation is justified by the 
generation of more consistent results. In this regard, we avoid training 
the model in part of the period and validating it in another, since the 
form of manipulation may have changed from period to period. 
Consequently, the use of K-Fold Cross-Validation is one of the best al
ternatives to assess the effectiveness of the models obtained, especially 

when both the size of the sample and the number of observations are 
relatively small. 

Regarding the estimation of the models and the K chosen for Cross- 
Validation, the following criteria have been followed. Testing a multi
tude of algorithms corresponding to different models implies a high 
stochasticity component in the results, both in the best model obtained 
and in the results of the validation samples. That is, the results can have 
a wide range of variation depending on how the calibration of the 
models is initially done. Accordingly, the algorithms are run not just 
once but a total of 30 times because it is a number large enough to obtain 
reliable results that are less influenced by randomness. Additionally, 
these 30 times have been run for both 5-Fold Cross-Validation and 10- 
Fold Cross-Validation. These two modalities are the most used and 
with this we ensure that the Cross-Validation results are consistent. 

Finally, the results discussion will focus both on the best model ob
tained from all those tested (Random Forest, GLM, Gradient Boosting 
Machine and Deep Neural Networks) and the average of the perfor
mance measures of the 30 executions of each model to better assess the 
global results. This is the approach used for each type of K-Fold Cross- 
Validation. The above methodology has been applied throughout the 
entire period in which the manipulations occurred (from January 2005 
to May 2012) and also in six-month terms within the manipulation 
period so we can compare the results in different terms. 

Table 2 shows which magnitudes of the outputs obtained, after the 
application of different techniques, are chosen to assess the effectiveness 
of this technique when it comes to correctly classifying manipulating 
banks and non-manipulating banks. Table 2 also shows which magni
tudes of the outputs obtained, after applying the algorithms, are selected 
to assess the effectiveness of this technique in correctly classifying 
manipulating and non-manipulating banks. 

As an extension to Table 2, note that the AUC (Area Under the Curve) 
for the problem under study is a measure that determines the ability of 
the model to distinguish between manipulating and non-manipulating 
entities. Regarding the interpretation of their possible values, a value 
close to 1 of the AUC would indicate for this case that the model clas
sifies both manipulating and non-manipulating banks correctly. An AUC 
value around 0.5 would indicate that the model has no classifying 
power, and a value close to 0 would imply that the model classifies 
manipulating banks as non-manipulating and non-manipulating banks 
as manipulating. 

Therefore, according to the results we confirm the hypothesis that it 
is possible to discriminate between manipulating and non-manipulating 
banks based on their contribution patterns. 

As for the use of unsupervised Machine Learning techniques to detect 
manipulators and non-manipulators, this is something new in the liter
ature. Even though the problem has been addressed with unsupervised 
anomaly detection techniques before, it was done from a completely 
different perspective. Moreover, this approach to the problem is of in
terest, because it allows us to tie the Euribor problem to other financial 
problems in which Machine Learning has already been applied. 

Table 1 
Types of monthly variables identifying contribution patterns.  

Number of 
types 

Types of variables 

1 Monthly average of the absolute daily variation of contributions 
2 Monthly average of the relative daily variation of contributions 
3 Percentage of times above the calculation window in the month 
4 Percentage of times below the calculation window in the month 
5 Percentage of times within the calculation window in the month 
6 Percentage of times without contribution in the month 
7 Percentage of contributions among the three maximums in the 

month 
8 Percentage of contributions among the minimum three in the 

month 
9 Percentage of non-extreme contributions 
10 Average of contributions for the month 
11 Standard deviation of contributions for the month 
12 Median of contributions for the month 
13 Mode of the month contributions 
14 Percentage of times contributed mode of the month 
15 Maximum of contributions for the month 
16 Percentage of times contributed the maximum of the month 
17 Minimum of contributions for the month 
18 Percentage of times contributed the minimum of the month  

Table 2 
Measures chosen to measure the efficiency of the models obtained.  

Measure Explanation 

Best Model Best model of those tested 
AUC A measure of the model’s ability to distinguish 

between different classes (area under the curve) 
% non-manipulative error Proportion of non-manipulators misclassified over 

the total of these 
% manipulative error Proportion of poorly classified manipulators over the 

total of these 
% total error Proportion of classification errors over total banks 
Importance of most 

important variable 
Importance percentage of the most important 
variable 

Importance of the least 
important variable 

Importance percentage of the least important 
variable  
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3.3. Anomaly detection 

Anomaly Detection (also applied through H2O) is a technique used 
to detect anomalous values in a data sample (H2O.ai, 2020d). It is done 
through an Autoencoder, which is a type of artificial neural network that 
treats data in an unsupervised way and seeks to form smaller sets of data 
by eliminating the noise in the process (Sakurada and Yairi, 2014). Af
terwards, it reconstructs the same variables with less anomaly, 
observing the difference between the original variables and the recon
structed ones. 

This technique allows for studying which banks of the panel had the 
greatest anomalies, and whether or not these are the manipulating 
banks. It is a complementary analysis to Machine Learning and has been 
applied using the R software, measuring the anomaly for each panelist 
using the MSE (mean squared error). Based on this measure, the banks 
have been ordered from highest to lowest anomaly. Then we identify 
and analyze the manipulating banks found among the 10 and 15 most 
anomalous banks. This process has been repeated 30 times for the three 
periods considered. 

Similar techniques for anomaly detection have been applied previ
ously. Yet, what is new in this study is the way in which the results are 
interpreted. Typically, these techniques measure the level of anomaly of 
each observation based on the explanatory variables, and then classify 
them accordingly. The most anomalous observations are labelled as 
fraud depending on the percentage of anomalies observed empirically. 

However, in this paper, we have analyzed whether manipulating 
banks (convicted banks) presented similar levels of anomaly, even if 
they were not the most significant ones. We proceed this way because 
anomalies in contribution patterns may arise not only from potential 
manipulators, but also from the specific creditworthiness of each 
financial institution. 

3.4. Cluster analysis 

This analysis has been implemented to see if it was possible to ratify 
the results obtained from Machine Learning and Anomaly Detection. 
Above all, we intend to detect relationships that could indicate possible 
collusions in a visual manner, as other authors have anticipated (Har
theiser and Spieser, 2010). 

Thus, a cluster analysis has been carried out using the K-means 
method, using the R software and the H2O library, with the purpose of 
dividing the total number of entities into two groups based on the same 
variables previously considered. With this, we verify if the banks are 
classified into groups similar to manipulating and non-manipulating, 
repeating the process 100 times. 

In addition, a hierarchical cluster analysis has been implemented 
using the single Gower method (Gower,1967). This type of cluster 
consists of grouping relatively similar banks on the basis of variables, 
and these groups are grouped hierarchically. In this way we can observe 
if some of the manipulating banks are grouped. This analysis has been 
implemented through R software and the stats library. 

In order to test the initial hypothesis, we examine whether the 
clusters coincide with the actual clustering of handlers and non- 
handlers, both for anomaly detection and cluster analysis. The reason 
why we use these two unsupervised techniques is to complement su
pervised learning techniques. Because being related to criminal activ
ities is a sensitive target variable, we deem appropriate the use of 
techniques that do not rely on the target variable to classify banks. Then, 
we compare the results with techniques that do use the target variable to 
calibrate and predict bank membership to one group or the other. 

4. Results 

4.1. Supervised Machine learning 

The manipulation period anticipated in the previous sub-section, 

from January 2005 to May 2012, has been established according to 
the information provided by the European Commission (2013) and the 
European Commission (2016). Likewise, we choose the first six months 
of 2007 because it is an intermediate period within the period indicated 
by the authorities as the one with the greatest manipulating activity. In 
this period, the Royal Bank of Scotland (RBS) was not on the panel, 
hence the results are shown in relative terms. In addition, with the 
choice of this six-month period, we test the classification capacity 
excluding the RBS as the descriptive analysis performed by Herrera 
et al. (2020) shows different contribution patterns between RBS and the 
rest of the convicted banks. 

Results shown in Table 3 are for the mean of the 30 simulations made 
for the three periods using Supervised Machine Learning algorithms for 
the two types of K-fold Cross-Validation implemented. 

From Table 3, it should be noted that the only result that cannot be 
interpreted as an average of the 30 runs of different classification al
gorithms is the content of the row that indicates “Model”. This row 
shows which model best classifies convicted and non-convicted panel 
banks for each period and each type of K-fold Cross-Validation, taking 
into account the total number of runs. In this case, the most accurate is 
Deep Learning, that is, neural network models. This class of models 
allow for finding complex relationships implicit in the data and presents 
better results than other learning algorithms when the amount of data is 
greater (Ng, 2015). In addition, this result is consistent with the classi
fication problem discussed here, since there are already Deep Leaning 
applications aimed at predicting or classifying data similar to interest 
rates, as would be the case for predicting inflation (Yin and Ge, 2012). 

The remaining variables are a measure of the aforementioned 
number of runs, the meaning of which is described in Table 2. 

Regarding the rest of the results in Table 3, the high AUC values 
stand out, situated between 0.78 and 0.88, which in general terms im
plies a high capacity for classification between manipulating and non- 
manipulating banks. 

Furthermore, the total error shows values around 18% for all K-fold 
Cross-Validation periods and techniques, which is a relatively low value. 
However, this is a more common measure in problems with several 
classes and balanced data, which is not the case with our analysis, as 
illustrated in Table 4. 

Table 4 shows the number of both manipulating and non- 
manipulating banks, showing that we are trying to detect a very small 
number out of the total number of panel banks. 

In any case, the total error is an informative measure since a high 
value would indicate that one of the two categories is not well classified. 
However, it must be analyzed together with the proportion of non- 
manipulators misclassified over the total of these (false positives) and 
the proportion of poorly classified manipulators over the total of these 
(false negatives). Table 3 provides alternative measures to assess the 
models’ performance. 

Regarding the proportion of error in the classification of manipu
lating banks or false negative error, it is over 30% in the total period and 
in the manipulation period and in the six-month period 13% and 14% for 
K = 5 and K = 10 respectively. The interpretation of these values is that, 
for the two longest periods of time, 30% of error corresponds to two 
banks of the seven manipulating banks, whereas for the six months the 
13%–14% of error represents one bank of the six manipulating banks. 
Thus, the difference between the two long periods and the shorter six- 
month period in terms of manipulating banks is the absence of RBS in 
the shorter period, which seems to be a constant error in the classifi
cation of manipulating banks due to RBS. 

A justification may be that RBS was on the panel for a short time and 
manipulated only for eight months, while the other convicted banks 
manipulated for two to three years according to the European Com
mission (2013). Thus, RBS role in the manipulation could be residual or 
different from the rest. 

In reference to the error in the non-manipulating or false positive 
error which is around 15% in the extended periods, being somewhat 
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higher for the six-month term, about 7 banks, indicating that some non- 
manipulating banks present contribution patterns similar to those of 
manipulating banks. 

Moreover, in reference to the models’ global accuracy on average for 
each term and K tested, of all the banks there has been a total success 
that has ranged between 78% and 88%. This success rate we regard as 
positive in view of the complexity of the problem, and it leads to 
conclude that it is possible to detect manipulating banks based on the 
contribution behavior of the panelists with a high success rate. Also, the 
reduced value of the complementary measure of the total error in 
comparison with the error in manipulating banks confirms that the 
magnitude of this last type of error is due to the reduced number of 
manipulating banks. 

Additionally, a tiny difference is observed between the most 
important and the least important variables, which leads to the 
conclusion that no variable is singled out in the classification. 

When comparing the length of different study periods, it can be 
concluded that the detection of manipulating banks is easier the longer 
the period analyzed, despite the fact that for six-month periods it is also 
possible to identify the manipulating banks (Table 4). 

Table 5 shows the model based on the AUC with the highest classi
fication capacity of the 30 runs implemented for each period and each K- 
fold Cross-Validation modality (Deep Learning). In other words, while 
Table 3 gives an idea of the results of the Machine Learning technique 
for the problem under study reducing the randomness of the results, 
Table 5 shows the maximum potential of these techniques to detect 
manipulating activity. 

Table 5 is analogous to Table 4 but it shows the results for the best 
models for each of the periods and K-fold used, in order to show the 
maximum potential in classifying manipulating and non-manipulating 
banks. 

In the best models, the AUC takes values close to 0.9 or even higher, 
that is, they are values that indicate a high classifying capacity. For the 
total error in Table 5, more varying values are observed per period and 

type of Cross-Validation than those in Table 3, even though no big dif
ferences are found. 

On the basis of classification errors of manipulating and non- 
manipulating banks, there are two possible outcomes according to the 
period considered and the type of Cross-Validation: either there is a 
greater error in classifying manipulating banks and smaller or no error in 
classifying non-manipulating banks or the opposite. 

In this way, a relevant result is the 57% error in the manipulating 
banks in the total period and K = 5, which implies that three manipu
lating banks are properly classified and four manipulating banks are not, 
correctly classifying the 45 non-manipulating banks. Something similar 
happens for the same period and K = 10, where two manipulating banks 
out of seven and one non-manipulating bank out of 45 are classified 
wrongly. Both results seem to indicate that the obtained models are 
detecting the most active manipulating banks or those with the longest 
period of involvement in manipulating activities. This is highly infor
mative for regulators and is consistent with the report by the European 
Commission (2013). 

In any event, the common factor for each period and type of Cross- 
Validation focuses on total error and global accuracy that mark good 
results in the classification. Table 5 shows that global accuracy values 
are close to or greater than 90%. Furthermore, comparing the results for 
both K-fold Cross-Validation techniques, similar results are found. 

In addition, errors in the identification of manipulating banks (two to 
three banks) may be due to the short-lived role of RBS in illicit activities, 
and the likely discontinuous participation of Barclays Bank, which is the 
bank that revealed the cartel behavior according to the European 
Commission (2013). 

Finally, the results support the suitability of the above-mentioned 
techniques combined with complementary techniques that are intro
duced in the following subsections for the EMMI to detect manipulating 
behavior in contribution patterns. 

4.2. Unsupervised machine learning with anomaly detection 

The results of the Anomaly Detection are compiled in Table 6 below. 
Table 6 shows the average number of manipulators within the 10 and 

15 most anomalous banks in the 30 executions made for the three pe
riods. Also, it shows which banks have been the most anomalous ma
nipulators, in order to see if they are the same in the three periods 
covered. 

Note that results are similar for the three periods. Thus, among the 

Table 3 
Average of Supervised Machine Learning results of execution materialized for a period of 12 months.   

Total period January 2005–May 2012 January 2007–June 2007  
5 fold CV 10 fold CV 5 fold CV 10 fold CV 5 fold CV 10 fold CV 

Model DeepLearning DeepLearning DeepLearning DeepLearning DeepLearning DeepLearning 
AUC 0.84 0.8 0.8 0.88 0.78 0.83 
% Manipulator Error 30% 29% 32% 27% 13% 14% 
% No Manip Error 14% 16% 15% 10% 23% 19% 
% Total Error 16% 18% 17% 12% 22% 19% 
Importance of most important variable 0.0006 0.0006 0.0008 0.0008 0.0125 0.0126 
Importance of the least important variable 0.0004 0.0004 0.0005 0.0004 0.0075 0.0075  

Table 4 
Distribution of banks between manipulators and non-manipulators.  

Period No Manipulators Manipulators Total Banks 

Total period 45 7 52 
January 2005–May 2012 45 7 52 
January 2007–June 2007 41 6 47  

Table 5 
Best supervised models of materialized executions for the 12-month period.   

Total period January 2005–May 2012 January 2007–June 2007  
5 fold CV 10 fold CV 5 fold CV 10 fold CV 5 fold CV 10 fold CV 

Model DeepLearning DeepLearning DeepLearning DeepLearning DeepLearning DeepLearning 
AUC 0.89 0.87 0.89 0.93 0.83 0.89 
% Manipulator Error 57% 29% 0% 29% 0% 33% 
% No Manip Error 0% 2% 18% 4% 24% 5% 
% Total Error 8% 6% 15% 8% 21% 9% 
Importance first Var 0.0005 0.0007 0.0007 0.0008 0.0123 0.0137 
Importance last Var 0.0004 0.0004 0.0005 0.0004 0.0074 0.0067  
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10 banks with the most anomalous observations, there are two out of 47 
banks for the six-month period and two out of 52 for the other two pe
riods. Similarly, for the six-month period, among the first 15 there are 
around three manipulating banks, while in the other periods there are 
more than three banks, that is, in some simulations there are three and in 
other simulations there are four. 

The results in Table 6 are consistent with those of Tables 3 and 5 
where, on the basis of contribution patterns, correctly classified 
manipulating banks range 4 to 5. Additionally, Table 6 shows the 
manipulating banks with the greatest anomalies, which are the first, 
second, third and fourth most anomalous consistently. 

Thus, it is found that for long periods, JP Morgan, Société Générale, 
Deutsche Bank, and Credit Agricole are the most anomalous manipu
lating banks, virtually in the same order. In addition, it has been found 
that these banks are arranged together for most simulations. In short, 
they present a very similar degree of anomaly in their observations, 
which suggests the existence of a cartel to carry out sustained manipu
lating activities over time. 

Lastly, the anomalies may be due to different bank situations, 
different moments of presence in the total period, or even hypothetical 
undetected manipulations. In any case, the manipulation may have been 
carried out in many ways, and each manipulating bank may play a 
different role and have a different period of action. However, based on 
these results and those of the previous section, it is detected that either 
four or five banks have played a fundamental role in this entire 
manipulation process. 

4.3. Unsupervised machine learning with cluster analysis 

Fig. 2 shows the dendrogram of the applied cluster analysis. The 
names of the panelists have been modified so that non-manipulating 
banks are represented with a zero and manipulating banks with one, 
thus visually identifying the banks involved and their possible 
relationships. 

Also, in Fig. 2 the proximity of a group of four condemned banks can 
be seen for the entire period, which indicates a possible collusion. 
Furthermore, those banks are JP Morgan, Société Générale, Deutsche 
Bank, and Credit Agricole, which coincide with the banks identified in 
the Anomaly Detection. For the manipulation period, of the 52 banks 
there are five convicted banks relatively close. As such, these results 
confirm those obtained in the previous subsections, especially in refer
ence to a group of four to five banks whose contribution patterns allow 
them to be identified as manipulating banks comprising a cartel. 

5. Conclusions 

Machine Learning techniques have proven to be an appropriate tool 
to capture complex data relationships and identify manipulating banks 

on the basis of their contribution patterns. In this sense, the results of 
supervised Machine Learning show that it is possible to classify 
manipulating and non-manipulating banks with an accuracy higher than 
90%. We find these techniques appropriate because of their high clas
sifying power. 

The unsupervised machine learning with Anomaly Detection has 
corroborated the possible existence of a cartel formed by JP Morgan, 
Société Générale, Deutsche Bank, and Credit Agricole that is in agree
ment with the Cluster Analysis and with the comments by the European 
Commission (2016). 

Consequently, the current methodology should be maintained to 
avoid potential legal problems and deferrals with the historical rate 
associated with a methodological change, as proven for the median and 
mode, but also for real transactions according to EMMI (2017). 

Subsidiarily, we suggest the use of Machine Learning techniques to 
control the existence of possible manipulations as the major contribu
tion of this research. Thus, assuming the incumbent authority does not 
know which banks are manipulating, it can carry out a descriptive 

Table 6 
Anomaly Detection results.  

Period Total period January 
2005–May 2012 

January 
2007–June 2007 

Mean Banks Manip 
TOP 10 

2.1 1.9 1.9 

Mean Banks Manip 
TOP 15 

3.3 3.2 2.8 

Mode 1st Manip in 
Anomaly 

JP MORGAN 
CHASE 

DEUTSCHE BANK HSBC 

Mode 2nd Manip in 
Anomaly 

SOCIÉTÉ 
GÉNÉRALE 

JP MORGAN 
CHASE 

JP MORGAN 
CHASE 

Mode 3rd Manip in 
Anomaly 

DEUTSCHE 
BANK 

SOCIÉTÉ 
GÉNÉRALE 

SOCIÉTÉ 
GÉNÉRALE 

Mode 4th Manip in 
Anomaly 

CRÉDIT 
AGRICOLE 

CRÉDIT 
AGRICOLE 

– 

* The “Model K Manip in Anomaly” rows collect from the manipulator banks 
which ones have presented the highest level of anomaly. 

Fig. 2. Dendrogram of hierarchical cluster for total and manipulation periods.  
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analysis to detect potential relationships between the contributions of 
panelists, along the lines of those that occurred from 2005 to 2012. On 
the basis of the relationships detected, the authority could automate 
some testing procedure for various combinations of manipulating and 
non-manipulating banks. If any of those groupings of panelists shows 
signs of abnormal behavior, an investigation should be initiated. 

Furthermore, given its privileged position, the authority has the 
capability to construct other variables beyond those derived from 
contribution patterns. These variables could be related to the positions 
in derivatives referenced to the Euribor of the panelists, or else infor
mative of the actual operations closed by panel banks in the interbank 
market. In this way, the techniques proposed here could be even more 
decisive in capturing possible manipulations. 

With regard to the implementation by the incumbent authority of 
Machine Learning and other complementary techniques, we suggest the 
possibility of applying them in a six-month mobile window period, that 
is, testing the last six-month period every month. This study shows that 
it is possible to detect criminal patterns in that time frame. Therefore, 
the continuous application would allow monitoring of the contribution 
and other possible variables in the short term. Also, we recommend the 
implementation of the analysis over periods of 4 or 5 years at least once 
a year because it is proven that for these time periods the classification of 
convicted and unconvicted is fairly successful. This last recommenda
tion would allow the detection of manipulations from a broader 
perspective which is complementary to the short-term assessment. 

Concerning the theoretical gap in the existing literature, this study 
shows that the classification of panel banks into manipulating and non- 
manipulating is possible, at least partially, on the basis of statistical 
techniques. 

Several areas of research are proposed as possible extensions of this 
work. Accordingly, it is proposed to study the identification capacity of 
manipulating banks in the central manipulation period the way we 
recommended to the incumbent authority in this work. That is, to check 
whether the application of the proposed techniques each month of the 
period for the previous semester from July 2005 to May 2012 allows the 
banks that were involved in the manipulation to be correctly identified. 

In addition, it is proposed to repeat the study with additional vari
ables related to the contribution process and other interesting aspects. 
These aspects could be the panelists investment patterns in derivatives 
referenced to the Euribor or any other interest rate benchmarks applied 
in the settlement of interbank transactions. 

The limitations of the study are to some extent related to the possible 
extensions stated above and that is because the conclusions are limited 
to the Euribor benchmark. In addition, the predictive techniques are 
applied with monthly data, which is not the only possible approach. In 
relation to the data, the incumbent authority stopped publishing banks’ 
contributions in December 2018, which means that the analysis cannot 
be updated to include more recent years. 

Finally, the objective of this study has been achieved as it shows it is 
possible to discriminate between manipulating and non-manipulating 
banks with great accuracy, and most importantly, with the correct 
classification of all the banks with high involvement in manipulating 
activities and with very little error in the classification of non- 
manipulating banks. 
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