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Abstract

Emergency Department (ED) overcrowding has been negatively affecting both public and private

hospitals all around the globe. A more efficient planning of ED resources can help to mitigate this

phenomenon. Thus, a Machine Learning multi-step-ahead predictive tool was developed to forecast

weekly ED arrivals. Hence, ED managers can make decisions based on these predictions, allowing

for a smooth ED functioning where the resources provided match current ED demand. First, the

predictive tool was used to forecast ED demand in a bigger unit of a private Portuguese healthcare

provider, CUF, and then, the same tool was used in a smaller unit.

Keywords: Healthcare, Emergency Department, Machine Learning, Time Series, Multi-step-ahead

Forecasting
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1. Introduction

1.1. Motivation

Hospitals aim to provide proper and quality care services. To do so, they need to well manage

their resources, optimise their processes, and align the services provided with demand (Ferreira

et al. 2019). The European Action Plan for Strengthening Public Health Capacities acknowledges

the Emergency Department (ED) as the most crucial element to increase efficiency and better man-

age a hospital (Gille et al. 2020). Although each hospital is unique depending on its surrounding

context, generally, EDs are facing an increasing patient demand, affluence of non-urgent patients,

scarcity of inpatient beds, large delays between patient arrival and treatment, and staff reductions.

Additionally, the shutdown of other local EDs exacerbates the situation. Hence, these departments

are suffering from what was declared a global health issue: ED overcrowding; and the situation in

Portugal is no exception (Graham et al. 2018; Morley et al. 2018).

To better understand the specificities of the Portuguese case, it is important to further examine the

Portuguese health structure. There are three systems that form the Portugal Health System: the

public sector designated as National Health System (NHS), the health subsystems, and the private

voluntary health insurance (Simões et al. 2017).

Data from the Organization for Economic Co-operation and Development shows that at least one

in each five ED visits could be solved through other means (Rocha 2020), overcrowding the ED

(Simões et al. 2017). This increased affluence to EDs could be explained by the high volume of

citizens that are facing serious obstacles when trying to obtain non-urgent care through the NHS.

Ideally, patients would be associated with a General Practitioner (GP), commonly called Family

Doctor, to easily access non-critical medical appointments and minor surgeries. However, more

than three quarts of a million individuals do not have a GP (Portuguese National Health Services

4



2017), and even those who do, are facing a lengthy process to obtain treatment (Simões et al. 2017).

Adding this to the fact that public urgent care cannot legally deny providing treatment and is open

24 hours, patients began going straight to emergency care, even in non-urgent cases (Oliveira 2020).

The impact of this issue is vast and it can result in declining patient satisfaction, long waiting times,

adverse patient outcomes, and lower quality of care (Graham et al. 2018).

Furthermore, individuals with higher purchasing power shifted to the private sector, driving this

sector to grow and diversify its services. In fact, since 2016, the number of Portuguese private hos-

pitals surpasses the number of public hospitals. (Simões et al. 2017; Oliveira 2020). With so many

patients opting for this sector, the situation in private EDs became more inefficient. Thus, both

public and private hospitals are suffering from overcrowding and are seeking to implement new

strategies to ensure the provision of superior services, by foreseeing critical situations (Sebastião

et al. 2021).

By being financed by private entities, private hospitals are subject to large investments and lower

budget restrictions, leading to greater efficiency in managing resources and infrastructures (Mar-

ques et al. 2021). Additionally, they have more means to employ cutting-edge strategies and tech-

nologies to enhance their services.

In parallel, there has been a rapid growth in the use of digital platforms and tools, that enable to

gather of a tremendous volume of data. This allows for the creation of valuable decision-making

tools that leverage insights from data, and that resort to Artificial Intelligence (AI), and more specif-

ically, Machine Learning (ML) (Sarker 2021).

The use of ML has become popular in healthcare due to the growing use of electronic health records

(EHR) in hospitals that generate an unprecedented amount of patient data. Specifically, ML appli-

cations in healthcare can be segmented into two areas: (i) the use of robotics in surgeries to increase
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positive outcomes and decrease complications that may arise; (ii) and the use of algorithms that cre-

ate a learning process through experience (Becker 2019).

The latter can have several purposes related to improving diagnostics and treatment efficiency,

predicting eventual complications, or assisting managers to improve decision-making. More par-

ticularly to the ED, concerns such as patient demand forecasting, probability of admission or read-

mission, patient deterioration and treatment optimization are common research topics (Bates et

al. 2014).

An example of a Portuguese healthcare provider that continuously strives for innovation, incorpo-

rating recent technologies in its activities, is CUF. The present study was conducted in collaboration

with CUF, the current market leader in private healthcare services in Portugal. In 2021, it regis-

tered 2,3 million doctor appointments, 63,000 online appointments, and 282,000 urgent care visits,

which resulted in an overall net profit of 34,7 million euros (Relatório Qualidade e Segurança

Clı́nica 2021).

CUF delivers its services across 19 units, providing care in almost 50 medical and surgical special-

ities. It has seven hospitals that offer urgent care 24 hours a day and three hospitals operating on

a specific schedule. CUF’s ED is divided into three services: General Medicine, which consists of

all adult medical specialties, Paediatrics, and Obstetrics (only available in two hospitals) (Relatório

Qualidade e Segurança Clı́nica 2021).

All CUF EDs, as most urgent care facilities in Portugal, use the Manchester Triage System (MTS)

to adequately prioritize patients by their intensity of pain, clinical severity, and level of emergency,

consisting in one of the most reliable methods to use in a hospital urgent care setting (Azeredo et

al. 2015). The MTS works by allocating the patient’s primary complaint to one of the 52 available

flowchart diagrams and then, by using key discriminators, each patient is assigned to one of the
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triage categories (Santos et al. 2014). The MTS encodes patients into five categories: ”non-urgent”

as blue; ”standard” as green; ”urgent” as yellow; ”very urgent” as orange; and ”immediate” as

red. It also establishes the maximum time it should take for a patient to be seen by a doctor, rang-

ing between 10 minutes in most urgent cases and 240 minutes in less urgent patients (Azeredo

et al. 2015). By using this system, hospitals can allocate patients to the most adequate service,

allowing for faster and improved patient treatment and functioning of the emergency departments

(Santos et al. 2014).

In terms of data, CUF has an EHR system widespread throughout all 19 units and that gathers both

clinical (e.g., lab results), and operational data (e.g., waiting time in urgent care). This generates an

opportunity to produce new business insights and operational tools for hospital management. For

instance, in 2020, motivated by the COVID restrictions, CUF launched a ML digital symptom eval-

uator integrated within their mobile app, guaranteeing that patients have access to safe and reliable

information and recommendations about their condition and treatment.

1.2. Objectives

Motivated by CUF’s culture of innovating to surpass present challenges, and the global ED over-

crowding problem, the present project aims to develop a multi-step-ahead forecasting tool that

efficiently predicts the number of weekly ED arrivals for one of CUF’s units, enhancing the re-

sponse to ED demand.

Due to the lack of research on the topic in Portugal, this thesis also presents an overview of the

international related work.

To accomplish the primary goal, the following intermediate objectives were defined. The first was

to identify which were the best performing models found in literature and to choose the most ap-

propriate to employ. The second was to evaluate the performance metrics and computational time
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of the selected models in order to reach the most suitable solution. Lastly, a data-driven analysis

was elaborated to provide final business insights and recommendations.

1.3. Thesis Outline

The present thesis is structured into eight chapters. Chapter 1 outlines the thesis’ Motivation and

Objectives. Chapter 2 presents the State of the Art, followed by the Theoretical Definitions relating

to the models and metrics used. In Chapter 3, the Research Approach is described. Afterwards,

in Chapter 4 relevant business insights are highlighted through an Exploratory Data Analysis. In

Chapter 5, all Modelling steps are described, and in Chapter 6 the Results obtained are discussed.

Chapter 7 presents the final Conclusions and Business Recommendations, along with the identifi-

cation of the Limitations, and several suggestions for possible Future Work. Finally, in Chapter 8

comprises the Individual Contribution carried out.

2. Theoretical Background

2.1. State of the Art

The ED overcrowding problem, and its respective causes, consequences, and solutions are explored

in multiple papers, namely by Asplin et al. 2003 and by Moskop et al. 2009. Despite the lack of

research on the implementation of AI to mitigate ED overcrowding in Portugal, internationally the

investigation repository is extensive. As it will be possible to see below, the methods applied are im-

mense, ranging from less complex models, such as Regressions, to more sophisticated algorithms,

like Neural Networks (NN) and Ensemble models. The influence of weather, calendar and ambient

factors on predictive accuracy is also a prevalent matter of discussion among authors. Furthermore,

researchers have considered different time granularities when modelling the data, covering hourly,

daily, weekly, and monthly, as well as other less common forecasting intervals. From a patient
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acuity perspective, numerous papers constrict their subject of research to only low-acuity patients,

due to the randomness of urgent ED presentations.

To combat ED overcrowding, hospitals need to maximize their knowledge about patient affluence

levels. To do so, it is necessary to anticipate the seasonality adjacent to ED arrivals, as well as com-

prehend the existence of some unpredictable presentations (Sun et al. 2009; Asheim et al. 2019).

As Asheim et al. 2019 highlights, on the one hand, knowing the sheer volume of daily patients

enables to elaborate an operational plan in the medium-term, and assign medical staff rotations.

On the other hand, understanding the behaviour of hourly ED arrivals in detail allows to further

delegate resources in real-time, and aids with tactical planning – activating reserve medical staff,

discharging patients, and freeing additional beds.

As a consequence of the complexity of the ED overcrowding problem, various possible solutions

have been researched. Some authors focused on triage optimization, such as Raita et al. 2019,

who developed an alternative to the Emergency Severity Index (ESI), the prevalent tool in the

United States. Others aimed to predict ED patient waiting times to better allocate resources (Kuo

et al. 2020; Pak et al. 2021; Benevento et al. 2021), having Pak et al. 2021 targeted only low acuity

patients. In addition, Hong et al. 2018, Araz et al. 2019, and Roquette et al. 2020 resorted to clas-

sification models to foresee whether or not an ED patient would be admitted.

Narrowing to the scope of ED arrivals, historically, the research on this topic dates to at least the

beginning of the millennium (Gul et al. 2020). Batal et al. 2001, using a Step Wise Linear Regres-

sion to forecast daily patient volume, focused primarily on the importance of calendar and weather

factors in the accuracy of predicted arrivals, concluding that calendar variables were key when

building an accurate model, whereas weather factors were not.

Given the variability and specificity of the data being modelled, the impact of calendar variables,
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such as day of the week, month of the year, and holidays, in the improvement of model perfor-

mance diverges between studies. For instance, Hertzum 2017 and McCarthy et al. 2008 found that

the hour of the day has a significant impact on performance, while Xu et al. 2013 observed that

holiday variables did not influence ED patient arrivals. Additionally, monthly ED demand seems to

peak during Winter (Kadri et al. 2017; Almeida et al. 2020; M. A. Vollmer et al. 2021), while Sum-

mer appears to be the lowest ED demand period, especially August (Almeida et al. 2020, Rocha

et al. 2021, Caldas et al. 2022). Regarding weekly patterns, Monday tends to show a rise in the

volume of ED arrivals (Xu et al. 2013; Kadri et al. 2014; Jilani et al. 2019), while the weekends

show fewer cases (Sudarshan et al. 2021; M. A. Vollmer et al. 2021; Caldas et al. 2022).

In parallel, the influence of climatic and ambient factors on model performance is not consensual,

as some research corroborates that they improve accuracy (Jones et al. 2008; Sudarshan et al. 2021),

while some state the opposite (Sun et al. 2009; Calegari et al. 2016).

Jones et al. 2008 employed a Time Series Regression, and considering time horizons of 1, 7, 14,

21, and 30 days, attained MAPE scores between 8.91% and 9.04%. Furthermore, generally, larger

predictive horizons yielded larger MAPEs, which Calegari et al. 2016, and Tuominen et al. 2022

also support. Contrarily, when approaching predictive horizons shorter than 24 hours, there is ev-

idence that these predictions exhibit higher errors, and that the shorter the time interval, the more

substantial the error (Hertzum 2017; Whitt et al. 2019; Rocha et al. 2021). For instance, Hertzum

2017 developed both Regression and ARIMA models to forecast the hourly and daily ED arrivals

at five Danish hospitals, obtaining MAPEs between 47%-58% for hourly predictions, and 9%-11%

for daily predictions. Although the hourly errors obtained are excessive, rounding 50%, they are

in line with other results found in the literature (Jones et al. 2009; Boyle et al. 2011; Asheim et

al. 2019).
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The Autoregressive Intregated Moving Average (ARIMA) algorithms are a family of Time Series

(TS) models significantly present throughout the literature. Sun et al. 2009 predicted the daily vol-

ume of ED arrivals in a hospital in Singapore stratified by triage category. The optimal ARIMA

models obtained MAPEs between 4.8% and 16.9%, emphasising that the lowest MAPE regards all

patients independently of the triage category, while the highest concerns the most critical. More-

over, Kam et al. 2010 compared univariate and multivariate Seasonal ARIMA (SARIMA), con-

cluding that the use of the multivariate model overperformed by 0.416%, yielding a MAPE of

7.372%. Additionally, Kadri et al. 2014 assessed the stationarity of the time series and observed

its presence. This justified the employment of a daily Autoregressive Moving Average (ARMA)

model achieving a R2 of 0.99 and a RMSE of 0.141. Tuominen et al. 2022 developed an ARIMA

with exogenous variables (ARIMAX), resorting to features inspired by Whitt et al. 2019, attaining

a MAPE of 6.6%.

Furthermore, Champion et al. 2007 compared ARIMA with Simple Seasonal Exponential Smooth-

ing (SES), another common approach to modelling Time Series. With an R2 of 0.71 and an RMSE

of 3.3 per day, SES was reckoned the optimal model.

Some authors noted that simpler models can have a better performance when modelling daily ED

arrivals – Jones et al. 2008 obtained a MAPE of 8.91%-9.04% using Time Series Regression op-

posed to 9.68%-9.85% using Artificial NN (ANN); Whitt et al. 2019 attained a MAPE of 8.4% with

SARIMAX, obtaining worse results with Multilayer Perceptron (MLP); and, concerning weekly

ED arrivals, Aladeemy et al. 2016 achieved better performance (MAPE of 4.91%) using SARIMA,

when compared to an ANN model.

Harrou et al. 2020 predicted both hourly and daily ED arrivals using NN. The researchers found

Variational AutoEncoder (VAE) to be the best model, with MAEs of 0.295 (hourly) and 2.318
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(daily) and R2 scores of 0.949 (hourly) and 0.925 (daily). A study by Sudarshan et al. 2021 con-

cluded that, compared to Convolutional Neural Network (CNN) and Random Forest Regressor

(RFR), Long Short Time Memory (LSTM) performs best for both daily and weekly forecasting,

exhibiting MAPE values of 8.04% and 8.91%, respectively.

Jilani et al. 2019, exploring an emerging area of ML, conducted one of the first research using

Fuzzy Time Series (FTS) in the prediction of daily and weekly ED arrivals. The author obtained

MAPE scores between 3% and 3.6%, compared with the 6% to 7% values obtained using ARIMA

and NN.

By definition, there is a vastness of Ensemble model combinations, with some having already

shown the potential to achieve extraordinary results. Yu et al. 2017 forecasted ED arrivals with

granularities of 1, 2 and 3 months, and observed MAPEs of, approximately, 1.0%, 1.2% and 2%,

respectively. These results were attained using an Ensemble model of Wavelet Decomposition

(WD) and ANN, and resorting to Simple Addition. When predicting daily ED arrivals with an

ARIMA-ANN, Yucesan et al. 2020 achieved their best result with a MAPE of 0.49%, closely fol-

lowed by the 0.92% obtained with ARIMA-LR. These were the lowest MAPE values found in the

research examined for the purpose of this thesis.

As previously mentioned, the literature on the prediction of daily ED arrivals in Portuguese hos-

pitals is limited. Carvalho-Silva et al. 2018 distinguish themselves by building an ARIMA model

with fairly good results, obtaining a MAPE of 5.92%. The study was performed with data from a

hospital in Braga and detected the presence of distinct patterns when examining data from different

triage categories and ED services. Additionally, Almeida et al. 2020 performed the first research

on Paediatric Emergency Department (PED) arrivals in a hospital in Lisbon and achieved a MAPE

value of 10.7%. The authors also concluded that there are extensive differences between the adult
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and paediatric patients arriving to the ED. For example, PED visits generally happen due to acute

respiratory diseases and trauma, which are ultimately related to seasonal matters, while adult visits

are mostly characterized by non-seasonal matters, such as chronic diseases, ageing, and comor-

bidities. Thus, it is not viable to generalize patient volume levels from adult ED studies to PED

services, and consequent management decisions. More recently, Caldas et al. 2022 predicted non-

critical patient arrivals in a 4-week interval. Training a multivariate Temporal Fusion Transformer

(TFT) model with calendar variables, a MAPE of 5.90% was obtained. It is important to emphasise

that the authors disregarded the data related to the COVID-19 period, as it compromised model

performance, also corroborated by Maddigan et al. 2022.

Authors focus predominantly on accuracy to evaluate the models, however the trade-off between

the model performance and computational time appears to be crucial when choosing the best model

for real-time applications (Benevento et al. 2021; Rocha et al. 2021). In this case, the models may

need to be retrained multiple times, in a diminished time interval, which consequently leads to

greater computational times, and loss of decision-making value. For instance, both Benevento et

al. 2021 and Rocha et al. 2021 opted for the model with better balance between performance and

computational time, despite achieving higher performance with different models.

2.2. Theoretical Definitions

The current chapter presents the most relevant theoretical concepts mentioned in the literature

which were applied in the development of the the present thesis, namely the models and met-

rics used.

2.2..1 Time Series Forecasting

A Time Series (TS) can be defined as a series of historical measurements of an observable and

quantifiable variable, equally spaced throughout time (Bontempi et al. 2013; Maçaira et al. 2018).
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When forecasting TS using ML, the general goal is to predict future behaviour from past samples.

To do so, a regressor is fitted to historical data (train set) and predicts on new unseen data, which

was intentionally holdout (test set), meaning the predictions are obtained out-of-sample (Tashman

2000). To gauge model performance, the evaluation of out-of-sample errors is preferred for two

main reasons: (i) the best fit is achieved by maximizing the train performance, therefore in-sample

errors are presumably inferior to out-of-sample errors, and (ii) the optimal in-sample fit may not

warrant the best future predictions since past behaviours may not endure and new behaviours may

arise (Tashman 2000).

Part of the value in forecasting TS is held in the ability to predict multiple periods ahead, called

steps. In one-step TS Forecasting, the model predicts a single step into the future, the period

immediately after the last training period. In contrast, in muti-step-ahead TS Forecasting, the

model predicts a sequence of future periods of the TS. Multi-step-ahead predictions are valuable in

business contexts as they allow to estimate farther time horizons in advance, aiding with planning

(Wang et al. 2022).

There are two main strategies when creating multistep models: single-output and multi-output

modelling, with the main difference between them laying in the type of returned object (Wang et

al. 2022). While single-output models return a single scalar prediction, multi-output models return

a vector of scalar predictions each referent to a single time period. Within these two umbrella

strategies it is worth mentioning the Recursive Single-output (Ben Taieb et al. 2012). The Recursive

Single-output strategy resorts to a single model that is recursively trained to predict one-step-ahead,

and then uses the predicted value (or computations of the predicted value) as an input feature for

the next step (Ben Taieb et al. 2010).
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2.2..2 ARIMA, SARIMA and SARIMAX

Autoregressive Integrated Moving Average (ARIMA) is a supervised algorithm that forecasts a tar-

get variable resorting to a linear combination of lags. ARIMA models do not require other inputs

besides the target values and the respective dates. ARIMA models are constructed based on Au-

toregressive, AR(p), Integrated, I(d), and Moving Average, MA(q), terms. The AR component is a

linear combination of past data points, while the MA component is a linear combination of current

and past residuals. The Integrated component is responsible for transforming the TS into stationary

data resorting to differentiation. The p, d, and q parameters respectively concern the number of

autoregressive terms, the differentiation order, and the number of moving averages (Siami-Namini

et al. 2018).

The Box Jenkins Method is a common approach to the application of ARIMA, and considers three

main steps: identification, parameter estimation, and diagnostics (Fattah et al. 2018). The first con-

sists of checking whether the data is stationary. If it is stationary, the parameter d is set to 0, and

the model simplifies to ARMA. Otherwise, d is the number of differentiation steps needed to reach

stationarity. In the parameter estimation phase, the remaining parameters are selected using meth-

ods such as the Autocorrelation Function (ACF) and the Partial Autocorrelation Function (PACF),

to minimize the residuals. Lastly, the achieved model is evaluated, assessing the accuracy of the

forecasts. If the model performance does not meet the established standards, further parameters

could be tested, and the process repeated (Siami-Namini et al. 2018; Fattah et al. 2018).

Arisen from ARIMA, there are SARIMA and SARIMAX. SARIMA comprises a seasonal com-

ponent, being represented by ARIMA(p, d, q) × (P,D,Q)m, where the first trio refers to the

non-seasonal component and the second to the seasonal component. When the training data con-
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templates exogenous variables and a seasonal component, the model is denominated SARIMAX

(Nasiru et al. 2013).

2.2..3 Linear Regression

Linear Regression (LR) is a supervised algorithm that takes training data as historical examples,

and calculates the statistical relationship between the independent variables and the target one,

through a linear combination of the input features. Afterwards, given a particular set of new data

points, and based on the found relationship, it computes the value of the target variable (Tranmer

et al. 2020).

This algorithm can be classified as Simple or Multiple, where the difference lies in the number of

independent variables considered – if in presence of only one variable, the algorithm is designated

Simple LR, otherwise it is named Multiple LR (Maulud et al. 2020).

2.2..4 Neural Networks

Artificial Neural Networks (ANN) were introduced by Rosenblatt in 1957 (Mondal et al. 2014).

Aiming to surmount other models’ limitations, intelligent supervised black-box models with low

interpretability were created.

An ANN model is a group of artificial neurons, known as nodes, which exchange information repli-

cating the electric communication exchanged by neurons in the human brain.

This architecture comprises input, hidden, and output layers of connected nodes (Kröse et al. 1993).

The relation between each pair of connected nodes is given by the weight coefficient which indi-

cates the level of importance of the given relationship in the network (Svozil et al. 1997). The input

layer consists of input nodes that receive data and transmits it to one or more hidden layers (Kröse

et al. 1993). A hidden layer is a group of nodes in between the input and output layers. It processes

the information acquired by resorting to parallel computations, such as applying an activation func-
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tion using the weights assigned, and transmitting it to the next layer culminating in the output layer

(Kröse et al. 1993). The output layer is the last layer, where the output nodes conduct the final

calculations yielding the predicted value (Kröse et al. 1993).

To achieve the best predictions, throughout this interconnection the ANN models are constantly

improving the loss score by optimizing the weights of each node, through a process called back-

propagation (Chollet 2018). The goal of backpropagation is to iteratively achieve the minimum

loss value by spreading backwards the error computed on the output layer into the network, and by

adjusting the parameters (Haykin 2004). Moreover, the activation function and the backpropaga-

tion technique allow the ANNs to be flexible and adaptable to non-linear data.

Deep Feedforward Network

A Feedforward Neural Network (FNN) is a model characterized by the sequential flow of data

from the input layer to the output layer, without any feedback loop existing during the training

process. This means that outputs from the model are not fed back into the training process and that,

ultimately, the network does not create a cycle (Goodfellow et al. 2016).

The multilayer perceptron (MLP) is a particular class of FNN where each neuron in each layer is

linked to every neuron of the next layer (Svozil et al. 1997).

The development of FNNs was a corner stone for the progress of other types of NNs, such as

Convolutional Neural Networks and Recurrent Neural Networks (Goodfellow et al. 2016).

Recurrent Neural Networks

Recurrent Neural Networks (RNN) are based on the FNN architecture, being distinctive by main-

taining information over time using memory. Due to their aptness to use the internal state to recall

previous inputs, RNN combine memorised and current information to compute the output, and

transmit it to the next layer (Chujie et al. 2018). Although theoretically the RNN models can accu-
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rately predict long-term horizons, in practice, they do not learn precedent information in long time

intervals, as a consequence of vanishing and exploding gradient problems (Chujie et al. 2018).

Long Short-Term Memory

The Long Short-Term Memory (LSTM) model is a complex type of RNN, which is suited for

long-term predictions using Time Series historical data (Chujie et al. 2018; Sudarshan et al. 2021).

Aiming to surpass the RNN’s pitfalls, the LSTM model was developed, which merges the ability

to make predictions using short and long-term memory (Hochreiter et al. 1997; Zaytar et al. 2016;

Chujie et al. 2018).

The LSTM algorithm is composed of associated subnets, also known as memory blocks, with

at least one memory cell and three gates (input gate, output gate, and forget gate) (Sudarshan et

al. 2021). The input gate selects the volume of information from the preceding layer that is saved

in the cell, whereas the output gate controls the portion of data that goes to the following layer

(Hochreiter et al. 1997). The forget gate aims to identify whether the information is crucial and

should be reminded. It applies a sigmoid function where the value zero means the knowledge col-

lected should be deleted, while an output of one indicates that it should be memorised (Sudarshan

et al. 2021). This complex structure allows the model to keep and later read the information in

long-term horizons and, consequently, mitigate the gradient problems (Sudarshan et al. 2021).

When tuning an LSTM, there are three hyperparameters: learning rate, batch size, and the num-

ber of epochs. The learning rate refers to how rapidly the model learns and whether it converges.

Finding the right learning rate is crucial because an immoderately high value leads to divergence,

whereas an excessively small value increases significantly how long the model takes to converge

(Fang et al. 2005). Moreover, the batch size regulates the number of samples used in each itera-

tion. Larger batch sizes require more memory and are more computationally expensive, contrary
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to smaller batch sizes, as they exploit less memory (Masters et al. 2018). Finally, the number of

epochs designates the number of iterations considered in the fitting phase. Deciding on the right

number of epochs is fundamental, since it affects underfitting/overfitting. Too high of a value can

escalate model complexity and wrongfully capture training noise. On the other hand, too low of a

value may prevent the model from learning possible patterns (Rafiq et al. 2001). Nevertheless, it

is important to emphasise that the LSTM models generally need memory resources and can have

high computational times (Hochreiter et al. 1997; Sudarshan et al. 2021).

2.2..5 Performance Metrics

Mean Bias Error

The Mean Bias Error (MBE) is a metric used to evaluate model bias. The MBE averages the

difference between the real and the predicted values, as observed in the following formula:

MBE =
1

n

n∑
t=1

yt − ŷt =
1

n

n∑
t=1

et

MBE can take both positive and negative values. A positive MBE means that the model is on

average over-predicting, i.e., the algorithm is forecasting higher values than the real values, whereas

a negative MBE indicates under-prediction.

Mean Absolute Error

The Mean Absolute Error (MAE) is a metric that evaluates model performance, by calculating the

average of the prediction errors. It computes the average of the absolute differences between the

real target values and the predicted values:

MAE =
1

n

n∑
t=1

|yt − ŷt|
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Since MAE only considers absolute values, the positive and negative scores do not counterbalance

each other. Given MAE definition, the lower the MAE score, the better the model performs, indi-

cating that the model adequately fitted the data, and therefore made accurate predictions.

Mean Absolute Percentage Error

The Mean Absolute Percentage Error (MAPE) quantifies the forecasting accuracy, as it measures

the average deviation between the forecasted and the real target values, independently if said devia-

tion is positive or negative. Being a percentual metric, it allows to compare the performance of two

models which were trained and tested with data of different magnitudes. Bellow, it is presented the

formula for MAPE:

MAPE =
1

n

n∑
t=1

|yt − ŷt|
yt

When in presence of zero or close to zero real target values, MAPE results in infinite or undefined

values, which is a strong downfall of this metric.

Root Mean Squared Error

The Root Mean Squared Error (RMSE) is an absolute quadratic scoring measure to assess the

performance of the model. It expresses the root average of the squared deviation between the real

and the predicted values. The RMSE is calculated by the following expression:

RMSE =

√√√√ 1

n

n∑
t=1

(yt − ŷt)2

The lower the RMSE value, the better the model performance, meaning that the difference between

the real and the forecasted values are minimal. The RMSE is significantly affected by the outliers’

values and penalizes larger errors more than minor errors. Consequently, the use of RMSE is

adequate when large errors are unwanted.
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Coefficient of Determination

The Coefficient of Determination (R2), also known as R2, measures the percentage of variance in

the dependent variable that can be explained by the variance of independent variables. R2 ranges

from 0 to 1 and is calculated by the following formula:

R2 = 1− RSS

TSS
= 1−

∑n
t=1(yt − ŷt)

2∑n
t=1(yt − yt)

2

Note that, RSS stands for the sum of the squares residuals and TSS stands for the total sum of

squares. When the R2 is equal to 1, the model is predicting with 100% accuracy, whilst when the

R2 is equal to 0, the model is not making correct predictions. Thus, a higher R2 implies a better fit

between the model and the data. Note that, this metric may only be used to evaluate linear models.

3. Research Approach

The comprehensive literature review presented was conducted by first defining keywords (Machine

Learning, Time Series, Healthcare, Emergency Department) and by prioritizing the reading of arti-

cles published in recent years or which are highly cited.

The review allowed to gauge how extensive the ED overcrowding problem is, with researchers

conducting analysis on multiple hospitals in several countries. Moreover, it was also possible to

conclude that a wide range of models have already been tested and proven to be successful in

predicting patient ED demand. By comparing the results present in the literature, the Linear Re-

gression, ARIMAs and LSTM models were chosen to be tested.
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Figure 3..1: ED Patient Flow

After conducting the literature review, and to validate the business problem with CUF’s adminis-

tration, a visit to one of CUF’s ED units was carried out. A dialogue with business managers and

medical staff allowed to understand the ED day-to-day operations, how the respective resources

are allocated, and what are the major challenges experienced in this department. The ED patient

flow was comprehended and can be visualised in Figure 3..1. It was in this business understanding

phase that the ED unit which would be the focus of this research was chosen.

Afterwards, an Exploratory Data Analysis (EDA) was performed, where the first insights were

withdrawn and patterns in the data were identified. Firstly, ED arrivals were characterized, fol-

lowed by an analysis of patient demand patterns and behaviour.

Subsequently, the Modelling phase was initiated. The approach in this phase began with the addi-

tion of external variables regarding weather and COVID. Secondly, the data transformations needed

according to each model specificities were identified and performed. The modelling steps were out-

lined considering the requirements for each model. All models were evaluated based on their fitting

time and forecasting ability.

22



4. Exploratory Data Analysis

4.1. Dataset Introduction

The dataset explored included anonymised information regarding CUF ED arrivals between the 1st

of January 2017 and the 30th of September 2022. It was comprised of one main table, where each

line represented an arrival to an ED, and 22 tables that contained additional information regarding

patients, triage, and medical speciality, among others. For confidentiality reasons, the correspond-

ing relational schema cannot be displayed.

The received dataset comprised adult General Medicine, Paediatrics, and Obstetrics ED services.

However, from a business standpoint, the adult General Medicine ED has a higher business rel-

evance and is the only service available in every unit that provides urgent care. Additionally, as

previously reviewed, conclusions about a specific ED service functioning may not apply to other

services. Thus, the service variable was filtered to only include adult General Medicine.

All pertinent variables were gathered into one single table and analysed in the EDA chapter.

4.2. Choice of ED Unit

The dataset included data recorded in 10 different CUF units. For the model to be as accurate

as possible, it was necessary to filter the data to a single unit, because each unit has a particular

surrounding context, and consequently may present specific ED patient demand behaviour. From

a business perspective, a hospital with a higher volume of ED arrivals translates to a higher busi-

ness potential. Additionally, a higher affluence of patients may generate significant overcrowding.

Therefore, the study focuses on the hospital unit with the highest total number of ED arrivals.
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Figure 4..1: Percentage of ED arrivals per CUF unit

It can be observed in Figure 4..1 that unit 11 concentrates over 25% of CUF’s ED arrivals, thus

being the hospital unit with the highest ED patient volume. Therefore, unit 11 was chosen to be the

object of study of this thesis. From here onwards, all analysis will be relative to unit 11.

4.3. Missing Values Analysis

Only 12 out of the 42 variables in the dataset have missing values. Figure A.1 in Appendix shows

the number and respective percentage of these missing values. The especialidade medico variable,

that indicates the medical specialty of the ED doctor, is the one with higher percentage of missing

values, 5.79%, followed by temp espera max with 1.23%. The rest of the variables do not have

a significant portion of missing values with all of them presenting less than 1%. Since the EDA is

purely informative, no treatment of the missing values was performed.

4.4. Patient Characterization

In this section, the patient demographic will be analysed in detail to fully understand the character-

istics of the demand.

Similarly to the distribution of the general population, where 52% of the Portuguese population is

female (PORDATA 2022), around 58% of ED arrivals are female patients, which can be noted in
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Appendix A.2.

Figure 4..2: Age distribution of ED arrivals

Regarding age, as observed in Figure 4..2, 95% of patients exhibit ages between 19 and 85 years.

The mean and median age of arrival are, respectively, 43 and 46 years, and only around 20% of

arrivals respect to patients over 60 years old.

Figure 4..3: Percentage of ED arrivals per triage category

As for the urgency of the patient’s condition at arrival, translated by the attributed category at triage

(MTS), it can be observed in Figure 4..3 the prevalence of non-urgent cases, represented by the

colours Blue and Green, with these categories summing up to over 60% of arrivals. Note that

the White category is attributed to patients who need routine assistance with dressing changes and

administration of intravenous antibiotics, resorting to the ED only when more adequate services are
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not available. Figure A.3 in Appendix shows that Domicile is the most common destination after

leaving the ED for all levels of urgency. Nevertheless, the Orange and Red categories have a higher

percentage of patients with Hospitalisation as destination.

Additionally, close to 92% of patients discharged from the ED have Domicile as destination, and

around 5% are hospitalized following their ED visit, as seen in Figure A.4 in Appendix. Moreover,

as observed in Figure A.5 in Appendix, only a small portion of patients exhibit mobility constraints

upon arrival, with less than 2% of patients arriving in a wheelchair, and less than 0.50% arriving on

a stretcher.

Figure 4..4: Percentage of ED arrivals per number of specialist consults required

Figure 4..5: Percentage of ED consults per specialty
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To provide context, when a patient arrives to the ED, the first observation is in most cases provided

by a General and Family Medicine or Internal Medicine ED doctor. For cases that require further

specialized medical treatment, one or more specialty consultations may be called for. As observed

in Figure 4..4, around 95% of arrivals do not require further specialized urgent care, and close

to 4% require only one Specialty Consult. Figure 4..5 evidences the distribution of ED consults

per Specialty, where Ophthalmology has the highest number of ED consults with 27%, closely

followed by Otorhinolaryngology with approximately 26%.

(a) Percentage of re-entries (b) Percentage of ED re-entries per triage category

Figure 4..6: Distribution of re-entries

Following an ED visit or hospitalization, it is not unusual for patients to deteriorate and once again

seek medical care, resorting to the ED. Arrivals of patients who return to the ED less than 72

hours after their previous visit are considered ED re-entries. As seen in Figure 4..6, almost 5% of

ED arrivals are characterised as re-entries. When studying the triage category distribution of ED

re-entries, it is possible to highlight that it is significantly different from the previously observed

distribution of ED arrivals. In Figure 4..6, 46% of re-entries are attributed to the Yellow category,

and there is an increase in the Orange category, approximately from 4% to 6%.
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4.5. Patient Demand Volume Characterization

In this section, the patterns in ED patient demand will be identified.

(a) Distribution of daily ED arrivals (b) Distribution of weekly ED arrivals

Figure 4..7: Distribution of ED arrivals

Figure 4..7 illustrates the daily and weekly ED arrivals distributions, both negatively skewed. Re-

garding daily ED arrivals, 50% of data points lay between 114 and 167, being the median 131

arrivals per day. Additionally, 1.38% of the daily data are considered outliers laying below 35 and

above 246. When examining the weekly arrivals, the interquartile range is between 805 and 1152

arrivals, and the median value is registered at 1069 arrivals per week. Outliers are exclusively reg-

istered below 428 weekly arrivals, representing 1.67% of the data.

(a) Daily ED arrivals (b) Weekly ED arrivals

Figure 4..8: ED arrivals throughout time
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Figure 4..8 demonstrates the number of daily and weekly ED arrivals throughout the years. A spike

in ED arrivals can be observed in the beginning of every year, which corresponds to the rougher

winter period characterized by the profusion of respiratory diseases (Miller 1973). One exception

to this phenomenon is in the year 2020, where a plummet in the ED arrivals was verified due to

the spreading of the COVID-19 and subsequent implemented restrictions. Over the years, until

2020, the ED arrivals presented fairly stable values, although a yearly seasonal component can be

observed. After 2020, ED arrivals have been increasing, not yet achieving pre-pandemic levels.

Figure 4..9: Average number of ED arrivals throughout the year, month, week, and day
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Considering that the pandemic period, the years 2020 and 2021, might have changed important pat-

terns observed in the ED demand, the historical data from these periods were analysed separately.

As Figure 4..9 shows, the main difference between the pandemic and non-pandemic years is in the

volume of daily patients recorded, which is considerably lower in 2020 and 2021.

Regarding the average daily ED arrivals per month, there is a drop between March and April 2020.

Additionally, in 2021, it is possible to see an increase throughout the year, explained by the easing

of COVID-19 restrictions. Moreover, no meaningful patterns stand out when analysing the day of

the month.

Focusing on the day of the week, Monday is the day with higher average daily ED arrivals, decreas-

ing for the rest of the week for all the examined time periods. Respecting to the average hourly ED

arrivals, there is a noticeable peak in demand between 9 a.m. and 12 p.m., which decreases around

midday due to the lunch hour, and increases once again for the afternoon period. Likewise, night

periods present the lowest demand throughout the day.

Furthermore, the impact of a holiday on daily ED arrivals can be observed in Figure A.6 in Ap-

pendix. From Figure A.6 in Appendix, it is possible to conclude that some national holidays such

as Carnaval, Ano Novo, and Implantação da República show a higher number of average daily ar-

rivals than non-holiday days (NA). Note that all the mentioned holidays occur in the Fall and Winter

periods. These seasons have, in general, higher average daily ED arrivals, which may contribute to

the inflation of ED arrivals in these holidays (Figure A.7 in Appendix).

It is also important to analyse if there are any patterns between the severity of the patient illness

and other variables, such as time. Consulting Figures A.8, A.9, and A.10 in Appendix it is possible

to conclude that there is no pattern between patient severity and season of the year, month of the

year and day of the week since the proportions of colours are stable along the given period. For
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instance, even though the average daily ED arrivals varies throughout the days of the week, the

percentage of each Triage Category does not significantly change. Nevertheless, when conducting

the same analysis for the hour of the day, a different conclusion is retrieved.

Figure 4..10: Average hourly ED arrivals throughout the day and corresponding triage category
distribution

Figure 4..10 shows evidence that the percentage of Green arrivals decreases and the percentage of

Yellow and Orange arrivals increases during the night period, when the average hourly ED arrivals

reach a minimum. Thus, in less comfortable hours of the day, between 8 p.m. and 6 a.m., at least

40% of patients present urgent conditions.

Studying the time patients spend in the ED is also relevant to assess the efficiency of patient flow.

The integral distributions of waiting time until first triage, waiting time until first observation, and

length of stay can be found in Figures A.11, A.12, A.13 in Appendix.
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(a) Distribution of waiting time until first triage -
zoomed

(b) Distribution of waiting time until first obser-
vation - zoomed

(c) Distribution of length of stay - zoomed

Figure 4..11: Zoomed distributions of waiting times and length of stay

Figures 4..11a, 4..11b, and 4..11c represent the respective zoomed distributions. These distribu-

tions have 6.7%, 5.6%, and 4% outliers, respectively, all found in the right tails of the distributions.

Moreover, the average waiting time until first triage and first observation are around 8 and 27 min-

utes, respectively, while the average length of stay in the ED is 166 minutes.

Furthermore, the percentage of patients that wait for more than they should have waited to be seen

by a doctor, according to MTS, is 4.6%.

Figure A.14 in Appendix shows the relation between the number of daily ED arrivals and the wait-

ing time until first triage, waiting time until first observation, and length of stay in the ED. Figure

A.14a demonstrates a slightly positive correlation between the waiting time until first triage and

daily ED arrivals. Additionally, Figure A.14b presents a positive correlation between waiting time

until first observation and daily ED arrivals meaning that on a day when the ED receives more

patients, those patients will potentially wait longer until being first seen by a doctor. Lastly, Figure

A.14c represents a negative correlation between the length of stay in the ED and daily ED arrivals,

which implies that when the ED is crowded, patients, on average, stay less time in the ED.
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5. Modelling

In this Chapter, the modelling phase is addressed. As an approach to the problem at hand, cru-

cial topics which guided this phase are explored. All computations performed were developed in

Python. As reflected in the EDA, the presence of abnormal demand behaviour in 2020 and 2021

due to the COVID pandemic was confirmed. Following the ED demand plummet, the number of

ED arrivals has been recovering. However, demand remains in a transitional phase, still below pre-

COVID levels. This raised the question of whether these periods should be included in the training

dataset, since they may have a negative impact on model performance. Thus, three datasets were

created – one with the complete time series (All dataset), one without the year 2020 (S20 dataset),

and the last without the years 2020 and 2021 (S20 21 dataset). Since ARIMA models are not able

to deal with time gaps, the data of the two latter datasets was shifted forward one and two years,

respectively.

Additionally, to develop the multi-step-ahead forecasting models for LR and LSTM, the main chal-

lenge was to design a viable strategy that allowed the implementation of the model in a real-world

setting. This strategy must respect the timeline in which the input information for future predictions

is acquired.

5.1. Choice of Time Granularity Modelled

The feasible planning horizon of ED resource allocation depends not only on the hospital’s knowl-

edge about patient affluence levels, but also on its ability to cope with a rapidly changing demand

(Asheim et al. 2019). From an operational perspective, planning in medium-term is ideal. On the

one hand, planning in short-term reveals to be a difficult task, as there are multiple varying factors

susceptible to unpredictability, such as staff availability and unseen punctual events. On the other

hand, planning in long-term can be challenging due to the uncertainty associated with estimating
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costs and trends for a distant future.

For instance, in CUF, staff rotations are designed on a monthly basis. To aid in scheduling medical

staff allocation throughout the month, it is necessary to have an estimate of how ED demand be-

haves in this period. In parallel, having a prediction of the number of ED arrivals, although aiding

in tactical planning, does not facilitate assigning rotas, as adjusting them on such short notice is a

difficult task. Thus, having information regarding weekly ED arrivals balances these two scenarios

(Choudhury et al. 2020).

5.2. Chain of Operations

Figure 5..1: Chain of Operations

Building ML pipelines for TS forecasting is a highly complex task, especially for the feature en-

gineering phase (Wang et al. 2022). Moreover, the complexity escalates when modelling multiple

steps ahead. After pondering the cost-benefit ratio of developing a pipeline specialised for each

model, and since only the best multi-step model will be generalised, the decision was to not con-

template the feature selection and fitting stages in the pipeline. It is worth highlighting that after

electing the model with the best multi-step performance, the previous pipeline will be adapted to

also fit this model to the train data.

Thus, striving for a smooth model implementation, a series of sequential steps were performed,
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creating a workflow which can be easily interpreted and replicated. The diagram of the chain of

operations can be consulted in Figure 5..1.

The first stage consisted in loading the three datasets – ED data (CUF), COVID data (WHO), and

weather data (IPMA) – to proceed with the Data Preparation stage. This next stage was divided

into various steps to prepare and transform the data, so it was suitable to train and test the ML

algorithms.

The Data Preparation starts with the aggregation of the data according to the desired granularity,

and then it applies feature engineering techniques to fill any existing time gaps. Specifically, the

initial dataset, which contained one entry per ED arrival, was aggregated into daily data, by count-

ing the number of ED arrivals per day. In this step, a time gap of two days was found and filled.

Note that, the numerical data was created by calculating the mean value of the previous and the

next day of each column. Thereafter, for weekly granularity, the data was once again aggregated,

by counting the number of ED arrivals per week.

To standardise the number of weeks of each month, it was considered that every month would have

4 weeks, and consequently, each year comprised 48 weeks. This implies that week 1 includes the

first 7 days, week 2 includes days from the 8th until the 14th day, week 3 from the 15th until the

21st day, and week 4 the remaining days of the month. Consequently, the number of days present

in week 4 is not constant every month. From here onwards, the process applied is analogous inde-

pendently of the granularity.

In the Feature Extraction step of the pipeline, because LR and LSTM do not handle datetime ob-

jects, the relevant date features must be extracted into manageable categorical or numerical columns

(Nunno 2014). Also, binary variables that flag whether a certain day is a holiday, business day, or

part of a weekend were added.
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During the Feature Engineering step, new variables regarding weather and COVID data were cre-

ated. To encode the impact of COVID restrictions (Assembleia da República 2022), the variables

estado emergencia and estado calamidade were built. With data from a World Health Organiza-

tion (WHO) dataset (World Health Organization 2022) and based on the ratio between the number

of COVID deaths and cases, the three waves with higher virus spread were categorically identified

(vagas covid). Weather variables regarding past monthly average temperature and precipitation

level, gathered from a Portuguese Institute for Sea and Atmosphere (IPMA) dataset, (Portuguese

Institute for Sea and Atmosphere 2022) were also included.

Moreover, since LR and LSTM do not intrinsically factor in the behaviour of the dependent variable

throughout time, creating other features that contain this information, such as lags of ED arrivals,

was the approach employed to attempt to overcome this obstacle (Nunno 2014). These lags were

created based on the respective PACF plots, as can be seen in Figure A.15 in Appendix. All lags

with a PACF value above 0.05, meaning they are within the 95% confidence interval, were consid-

ered influential and therefore added. Furthermore, the mean, median, minimum, and maximum of

previous periods were also included.

By definition, the process of lag construction may introduce multicollinearity. To avoid compro-

mising model performance while still retaining the underlying information, a PCA algorithm was

employed on the lag features. The number of components was chosen based on the elbow method

to capture at least 95% of the explained variance. PCA enables to reduce dimensionality whilst

preserving the most significant information, by creating new linearly not correlated components,

and discarding the lags. Resorting to PCA, for each one of the datasets All, S20, and S20 21, the

number of principal components that explained 95% of variance were 13, 16, 21 and were com-

puted based on 47, 55, and 52 lags, respectively (Figures A.16, A.17, A.18 in Appendix).
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The data dictionary can be found in Appendix A.19. Here, the lists of variables and their descrip-

tions can be consulted.

After generating the desired features, the categorical and the ordinal variables were encoded through

One-Hot and Ordinal Encoders. LR, ARIMAs, and LSTM are intrinsically different models and,

consequently, the features that optimize each model are not necessarily the same. Therefore, the

Feature Selection stage is specific to each model.

With the data prepared, TimeSeriesSplit was used to split the data into train and test sets. The test

size consists of 4 weeks, totalling a month, and the training dataset comprises the remaining data.

Finally, all models are fitted to the train set, and later predicted out-of-sample. Based on the pre-

dictions made by the model, the model performance and Fit Time were evaluated.

5.3. Baseline

Currently, CUF manages its ED resources resorting to a yearly macro analysis. Based on historical

data, CUF managers estimate the affluence for the subsequent year. These estimates are sporadi-

cally adjusted when medical staff expresses the need to. As 2020 was classified as an atypical year

for ED demand, historical data from this period is not accounted for in CUF’s estimation.

To compare the performance of the developed ML models with CUF’s current method to estimate

ED arrivals, a baseline model was established. To replicate the method in place, the baseline pre-

diction averages the mean of the previous month, and the mean of the respective weeks of 2019 and

2021.

5.4. ARIMA, SARIMA and SARIMAX

When modelling ARIMAs, understanding the characteristics of the time series is crucial to find the

most suitable model. Accordingly, and based on the Box Jenkins Method, the TS was first assessed

in terms of stationarity and seasonality. To visually analyse stationarity, the mean and standard de-
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viation of weekly ED arrivals were plotted (Figure A.20), examining whether these two measures

remain constant throughout time. Additionally, using the seasonal decompose function, the trend,

the seasonal, and the residual elements were plotted (Figure A.22).

To fit the model to the data, the optimal SARIMA hyperparameters must be identified. Since em-

ploying a brute force search was not adequate, the auto arima function was chosen to perform

this task. auto arima is able to find both non-seasonal and seasonal parameters (p, d, q, P, D, Q).

However, due to the extensive computational time and memory required to assess all parameters,

parameters d and D were set a priori based on the result of the Augmented Dickey Fuller (ADF)

test, and the observation of the data differentiation plots with first and second degrees of differen-

tiation (A.21). When not inputted, auto arima sets parameter m as 1, meaning there is no seasonal

component. Hence, m was defined in accordance with the findings obtained in this phase.

Lastly, the trend parameter needs to be adjusted (Smith et al. 2017–). To determine the optimal

trend, an exhaustive cross-validation grid search was applied and the trend chosen based on the

best model performance. When performing cross validation, for each fold the data was split into

train and test sets. SARIMA automatically performs multi-step-ahead forecastings when the pre-

dictions are made out-of-sample for multiple time periods.

Using the parameters of the model with the best performance, a SARIMAX was built to study

whether adding exogenous variables would improve model performance. Note that the PCA vari-

ables were not included as inputs. The purpose behind their construction was to overcome LR’s

and LSTM’s inability to deal with datetime objects, however this is not an obstacle for SARIMA.

In fact, SARIMA was designed specifically to model Time Series.

Having recourse to all calendar and weather variables, a multi-step SARIMAX was employed us-

ing cross validation. Subsequently, a cross validation grid search was the chosen method to find
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the optimal k parameter in the SelectKBest function. With only the selected k best features, the

SARIMAX was evaluated through cross validation.

5.5. Linear Regression

To assess the impact of COVID data on the quality of the predictions, and choose the most signif-

icant features, all three datasets (All, S20 and S20 21 datasets), with and without feature selection,

were modelled through LR. Later, all six models were evaluated with cross-validation and com-

pared to elect the best model. Onwards, the process of feature selection and fitting the LRs is

explained.

It is important to mention that the PCA features were not included in the inputs to avoid leaking fu-

ture information into preceding one-step predictions. To compute the PCA features it is necessary

to have computed all lags beforehand. Thus, the PCAs for a time period t can only be calculated in

the t - 1 period, which implies that the use of these features is limited to predicting one-step-ahead.

Given the high number of features, two main drawbacks were assessed: whether multicollinearity

was being introduced by correlated independent variables, and whether there was overfitting.

Firstly, the Variance Inflated Factor (VIF) was computed to quantify the presence of multicollinear-

ity (Thompson et al. 2017). A high value of VIF indicates the presence of multicollinearity. Re-

gardless, the most commonly used thresholds for variable elimination may not be adequate. It is

necessary to contextualise these values based in the different factors that may contribute to insta-

bility (O’brien 2007). Therefore, at this point, no variables were removed.

Secondly, a Lasso regularization was contemplated to test whether the model performance would

increase. The Lasso method reduces model complexity by shrinking the least important coefficients

to zero (Muthukrishnan et al. 2016). Nevertheless, when there are highly correlated features, which

was the case, Lasso selects only one variable among them as it does not perform group selection,
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discarding possible significant interactions between variables (Zou et al. 2005). Because of this

limitation, Lasso revealed not to be the best approach. Instead of Lasso, the SelectKBest function

was employed to perform feature selection. This function finds the best group of features accord-

ing to the k highest R2 scores, mitigating Lasso’s disadvantage, by taking into consideration the

interactions between variables, and dealing with multicollinearity. After filtering out the irrelevant

features, all models were evaluated and performances compared.

Based on the one-step model with the best performance, a recursive multi-step-ahead LR was de-

veloped. In order to predict multiple steps ahead, it was necessary to ensure that the PCA features

did not contain underlying future information. Thus, in each step, the prior prediction substituted

the real observed value when recalculating the lags. These updated lags were then transformed into

usable PCA features.

5.6. LSTM Model

Proceeding to LSTM, a more complex model, the influence of COVID data in model performance

was evaluated using all three datasets (All, S20 and S20 21 datasets), with and without feature

selection. The PCA variables were not included in the inputs for the same reason as in LR. Af-

terwards, all six models were compared using cross validation to select the best one-step LSTM.

Ahead, the process of data transformation, tuning, feature selection, and fitting is described.

As LSTM has the particularity of requiring the input data to have a three-dimensional shape, sev-

eral data transformations were done a priori. Firstly, the data were scaled using the StandardScaler

function (Pedregosa et al. 2011), since some variables can assume a high range of values. This

transformation allows to enhance the quality of the predictions (D.K. et al. 2019). Secondly, the

input was reshaped into three dimensions: (number of samples, number of time steps, number of

features).
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To improve model performance, the learning rate and the batch size were tuned using a cross-

validation grid search. The Adam algorithm was the optimizer chosen, since it has been demon-

strated to be better and faster when compared to other optimizers, requiring fewer parameters for

tuning (Gupta 2021). Moreover, the number of epochs was tuned using EarlyStopping, which in-

terrupts model training when the MAE ceases to improve (Chollet et al. 2015). Additionally, the

model was fitted to the train set without randomly shuffling the data to maintain chronology.

It is important to note that NN algorithms are not influenced by multicollinearity problems due to

their overparameterization (De Veaux et al. 1994). Thus, it was not required to assess this drawback

. After filtering out the irrelevant features resorting to the SelectKBest function, all models were

evaluated, and performances were compared.

During the evaluation of each model, the loss functions of both train and test set were assessed in

function of the model complexity, to assess overfitting. The test loss quantifies how well the model

predicts new data (generalisation error), whereas the training loss quantifies the train goodness of

fit. Ideally, the model should be trained with enough data to minimize the test error. The goal is to

balance this trade-off, to neither underfit nor overfit (Ying 2019).

As done in LR, based on the model with the best performance, a recursive multi-step-ahead LSTM

was developed. Similarly, to avoid using future information in the inputs and include the PCAs,

these values were updated in each step with an analogous process to the one developed for LR. With

the introduction of new features, the learning rate hyperparameter was revised. The new value was

found through a cross validation grid search.

The main difference between the LR and LSTM multi-step algorithms was the need to scale the

numerical variables and reshape the input data into a three-dimensional array before feeding it into

the LSTM model. For the predictions to be on the same scale as the real values, the scaling process
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was inverted after each step’s prediction is obtained, resorting to the inverse transform method (Pe-

dregosa et al. 2011) of StandardScaler.

6. Results and Discussion

In this chapter, the results from the modelling phase are analysed and discussed.

6.1. ARIMA, SARIMA and SARIMAX

Firstly, as formerly described in Chapter 5, stationarity and seasonality were analysed. Note that

this analysis was replicated for the three used datasets (All, S20, and S20 21), however, the follow-

ing analysis concerns the dataset with all years.

Figure A.20 in Appendix shows the evolution of the mean and standard deviation throughout time,

with a rolling average of three months. These two statistical measures do not remain constant

throughout time, indicating that the data may not be stationary. Moreover, through Figure A.22 in

Appendix, it is possible to confirm that the data has a yearly seasonal component, and therefore the

model employed must be a SARIMA.

Regarding parameter selection, the results obtained from the ADF test confirm that the data is

non-stationary, indicating that parameter d is at least 1. Figure A.21 in Appendix contemplates

the results from the All dataset, and suggests that with only one differentiation, the data becomes

stationary, which was confirmed by an ADF test. Consequently, d was defined as 1.

With respect to parameter D, the ADF test indicates that the seasonal component of all three

datasets was stationary. Hence, D was considered as 0. Figure A.22 showed a yearly seasonal-

ity and, since it was defined that there were 4 weeks in a month, totalling 48 weeks in a year, the

parameter m was set as 48. The analysis was repeated for all three datasets, yielding identical con-

clusions regarding parameters d, D, and m.
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Table 6..1: SARIMA optimal parameters

Through auto arima, the remaining hyperparameters that optimise model performance were found,

and can be observed in Table 6..1. Furthermore, the optimal parameter trend found for all three

datasets was the default value n.

Table 6..2: SARIMA performance

The average predictive performances of these three models, obtained through cross validation, can

be found in Table 6..2. In a first analysis, it stands out that SARIMAS20 21 performs worse than the

other two models. This fact may be explained by the lack of ability of the model to understand the

decline of ED arrivals during COVID with the absence of both the years 2020 and 2021.

Both SARIMAAll and SARIMAS20 exhibit similar performances, with MAPE scores of 3.16% and

3.24%, respectively. Nevertheless, the first shows a slightly better performance in all metrics used,

except for the Fit Time. Since a Fit Time of 33 seconds is not significant, this was considered the

best SARIMA model. Therefore, it is possible to conclude that SARIMA(1, 1, 1) × (2, 0, 1)48 is

able to forecast weekly ED arrivals with a MAE of 33.76 and a RMSE of 43.62.
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Table 6..3: Performances of best SARIMA and SARIMAX

Subsequently, the results of the SARIMAX models were evaluated. The results from the three

best k values obtained with SelectKBest can be viewed in Table 6..3, alongside with the best

SARIMA model. The k value of 3 corresponds to the following features: a binary variable identi-

fying whether the week is the fourth week of the month; the minimum daily temperature registered

in the previous month; and the maximum wind speed registered in the previous month, in km/h.

The number of selected features which maximize model performance is considerably low given

the total number of columns. When comparing the results displayed in both Tables 6..2 and 6..3,

it is possible to conclude that SARIMAX with 3 and 4 exogenous features present slightly higher

MAPE, MAE, and RMSE scores. As these metrics alone do not present significant differences,

the selection of the best model cannot be made solely based on these performance metrics. Thus,

the trade-off between the effort of gathering the weather variables and the increase in performance

resulting from the use of these variables needs to be considered.

The test set corresponds to the summer period, so weather variables such as minimum temperature

and wind speed might not have as greater impact on the prediction as they might have in more

severe winter periods. To safeguard model performance in colder periods, the SARIMAX models

with 3 and 4 exogenous variables were considered superior.

When focusing on these two models, although the difference between them is not significant, the

SARIMAX with 3 exogenous variables has lower MAPE, MAE, Standard Deviation, and Fit Time.
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Thus, SARIMAX(1, 1, 1)×(2, 0, 1)48 using the above mentioned 3 exogenous variables, SARIMAX3,

was elected as the best model, achieving a MAPE of 3.03%, a MAE of 33.10, and a RMSE of 40.83.

Table 6..4: SARIMAX3 average performance of each step

Moreover, in Table 6..4 it is possible to observe the SARIMAX3 average performance per step. As

the number of steps increases, it is possible to see differences in model performance, without any

pattern being observed. Here, the worst performance is verified in step 3.

Figure 6..1: SARIMAX3 predictions of all folds
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(a) Real vs Predicted ED arrivals of
SARIMAX3

(b) Residuals obtained using SARIMAX3

Figure 6..2: SARIMAX3 residuals

The predictions made by this model can be observed in Figure 6..1, alongside the real observations.

Moreover, when comparing the real values to the predictions (Figure 6..2), it can be inferred that,

generally, prediction values exceed real values. Resorting to the Figure 6..2, no apparent residual

pattern can be perceived.

6.2. Linear Regression

Table 6..5: Performances of the one-step-ahead LR models

Six variations of LR were modelled, as explained in the previous chapter. In Table 6..5, the one-

step-ahead LR results can be observed. The results were obtained through cross validation and
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regard the average results of the folds.

As expected, applying feature selection improves model performance for all three datasets. Note

that, the Standard Deviation of the errors is the only metric that does not improve with feature

selection. All models using the datasets without feature selection exhibit very poor performance,

with both LRS20 and LRS20 21 displaying a negative R2 score. LRAll presents a R2 of 0.3334, imply-

ing that only 33,34% of the variability of the target is explained by the variance of inputs. Despite

this score being positive, it is not satisfactory as it falls below the 50% threshold. The R2 of the

LRS20 21-FS model is also below 50%, meaning the only two viable candidates for best one-step-

ahead LR are LRAll-FS and LRS20-FS models.

The models using these two datasets, All Data and S20, both filtered by the most relevant features,

demonstrated similar results. Although the LRS20-FS has a lower R2 score of 0.7112, it obtained a

lower MAPE of 3.81%, implying that the deficit of less than 0.01 in R2 score is counterbalanced by

the 0.26% MAPE improvement. Moreover, given that all other LRS20-FS metrics are superior when

compared to the metrics of the LRAll-FS, LRS20-FS is elected the best one-step-ahead LR model. The

selected features can be observed in Table A.1 in Appendix.

Table 6..6: Performances of the one-step-ahead and the multi-step-ahead LR models

Table 6..7: Multi-step-ahead LR average performance of each step
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From the one-step LRS20-FS model, the multi-step-ahead LR model was constructed. The perfor-

mance obtained with the multi-step-ahead LR model can be examined in Tables 6..6 and 6..7. Using

a multi-step approach improves the predictive accuracy of LR and attains a MAPE of 3.72%, a R2

of 0.7326 and a Standard Deviation of 52.38. Also, when analysing the average performance of

each step, which was obtained through cross validation, as the predictions go further into the future

the model performance decreases. This was expected since the recursive approach leads to error

accumulation throughout steps. While the first step is predicted with a MAPE of 1.47% and RMSE

of 15.69, the fourth step is predicted with a MAPE of 6.10% and RMSE of 95.56. When comparing

MAE and RMSE values for each step, it is noticeable that the discrepancy between these values

increases in each additional step. RMSE penalises larger error, thus it can be concluded that the

model predicts with larger error for steps more distant in the future.

Figure 6..3: Multi-step-ahead LR predictions of all folds
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(a) Real vs Predicted ED arrivals of
multi-step-ahead LR

(b) Residuals obtained using multi-step-ahead LR

Figure 6..4: Multi-step-ahead LR residuals

The multi-steps-ahead LR predictions throughout time can be observed in Figure 6..3. Lastly, the

plots of the multi-steps-ahead predictions and real observations can be found in Figure 6..4. The

residual values are also scatter plotted in Figure 6..4. In Figure 6..4 it is possible to identify two

distinct collections of data points, the first cluster on the bottom left corner and the second cluster

on the right upper corner. Although all points are relatively close to the y = x optimal line, the

data points belonging to the second cluster appear to be more dispersed and may be all fourth step

predictions.

Additionally, the residuals plot can be observed in Figure 6..4. The residuals seem to be evenly

dispersed, which indicates they are close to a normal distribution. Figure 6..4 and the computed

MBE value of 7.88 may imply that the model bias is low.
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6.3. LSTM

Table 6..8: Performances of the one-step-ahead LSTM models

As explained in the previous chapter, six one-step-ahead LSTM models were developed. The

LSTM one-step-ahead performance results were computed using cross validation, and can be ob-

served in Table 6..8.

The batch size was fine-tuned and set as 32. Moreover, the learning rate was tuned for each dataset.

For the All dataset the rate of 0.0040 was optimal, whereas for both S20 and S20 21 datasets this

parameter took the optimal value of 0.0008.

Regarding whether feature selection was beneficial to LSTM performance, it can be highlighted

that, for S20, reducing the number of features does not improve the quality of predictions. In this

case, the SelectKBest returned 125 as the optimal number of features, which coincides with the

total number of columns. Contrarily, for the remaining datasets, All and S20 21, feature selection

enhances model performance, by reducing the number of features to 20 and 65, respectively.

Independently of feature selection, all models exhibit a good performance with MAPE values be-

tween 4.20% and 5.76%. LSTMAll-FS and LSTMS20 21-FS are the two candidates for the best model.

These two have a very similar performance with MAPEs of 4.53% and 4.20%, respectively. Be-

sides including different years, the main difference between the models is the number of features

selected. Following Occam’s Razor, which defends that the simplest explanation is preferable,
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LSTMAll-FS was chosen as the best model, due to its lower number of input features.

Table 6..9: Performances of the one-step-ahead and the multi-step-ahead LSTM models

Table 6..10: Multi-step-ahead LSTM average performance of each step

The multi-step-ahead LSTM, built based on the best one-step-ahead model with the 20 best features

(LSTMAll-FS), slightly improves model performance in all metrics, except for Standard Deviation of

errors and Fit Time. Despite the increase in Fit Time being trivial, the discrepancy in the Standard

Deviation is not. As for the MAPE, the Multi-step LSTM exhibits 3.60% of forecasting errors.

The MAE and RMSE round 40 and 50 weekly ED arrivals, respectively. Regarding the average

performance of each step, the results obtained are good, especially of the second step, which ac-

quired a MAPE of 1.49% and RMSE of 22.02. The remaining steps have relatively similar results

with MAPEs varying between 3.25% and 5.69%. Additionally, from the third step, the quality of

the predictions decreases, achieving MAE and RMSE values above 70 and 55, respectively. When

comparing the quality of predictions throughout time, contrarily to the multi-step-ahead LR model,

the performance does not decrease as further into the future the steps are.
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Figure 6..5: Multi-step-ahead LSTM predictions of all folds

(a) Real vs Predicted ED Arrivals of
multi-step-ahead LSTM

(b) Residuals obtained using multi-step-ahead LSTM

Figure 6..6: Multi-step-ahead LSTM residuals

Finally, Figure 6..5 exhibits the predicted versus the real number of weekly ED arrivals, while the

residual values of all folds are displayed in Figure 6..6. Figure 6..6 demonstrates two well-defined

clusters: the first on the bottom left corner and the second on the top right corner. In general, the

data points are close to the optimal line demonstrating the good quality of the forecasts. Neverthe-
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less, the second cluster presents values distant from the optimum line that may represent the fourth

step prediction. Moreover, Figure 6..6 reveals a high dispersion of the residuals, indicating that the

model bias is significantly low. In fact, the MBE value of the LSTM multi-step-ahead is 1.31.

6.4. Final Discussion

Table 6..11: Performances of the best models

Table 6..11 exhibits the results obtained for all best multi-step-ahead models, alongside the baseline

values. All developed models show superior performance when compared to the baseline values,

reducing MAPE in around 3%.

The performance of the developed models achieved satisfactory results according to the literature

review. In fact, the performances registered surpassed some of the performances reported in re-

search on weekly ED arrival forecasting. For example, Calegari et al. 2016 yielded a MAPE of

10.67% using Exponential Smoothing, while Sudarshan et al. 2021 achieved a MAPE value 8.91%

through LSTM. Likewise, Aladeemy et al. 2016 resorting to SARIMA achieved 4.91% MAPE.

Additionally, the benchmark MAE and RMSE are substantially higher than the MAE and RMSE of

the three developed ML models. Even the worst performing model, the Multi-step LR, significantly

improves predictive performance as it outperforms the baseline, on average, in around 30 and 40

weekly ED arrivals, for MAPE and RMSE, respectively.

Although all three models could be employed to accurately predict weekly ED demand, the Multi-
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step LR falls behind the other models in terms of performance. Despite 73.26% of the variance

in the dependent being explained by the variance of the independent features, the R2 falls short of

expectations.

Comparing SARIMAX3 and Multi-step LSTM, SARIMAX3 outperforms in all metrics. Thus,

SARIMAX3 distinguishes itself as the model with the best performance. Nevertheless, even though

there was minor fine-tuning, the multi-step LSTM obtained a good performance, showing the po-

tential to yield superior results.

7. Conclusions

7.1. Business Implications and Recommendations

After employing the developed methods and achieving what was considered a good model per-

formance, it is fundamental to understand what knowledge these predictions bring to the business

itself, and how they may contribute to ED management.

When using these predictions to support decision-making, there are three scenarios: (i) the predic-

tion corresponds exactly to the observed number of weekly ED arrivals, which is the ideal situation

but difficult to obtain; (ii) the prediction is higher than the observed number of weekly ED arrivals

or (iii) the predicted value is lower than the observed value of weekly ED arrivals. Each one of

these scenarios differently impacts how cost-effective the ED is, needing to be carefully considered

to achieve optimal ED management. To understand the impact of the usage of the model as a sup-

portive management tool, the negative and positive consequences of these scenarios are addressed

below.

Firstly, the scenario where the model prediction is equal to the real value would be the one with

higher benefit, virtually, allowing for a perfectly planning of resources to adequately respond to
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patient demand. However, as already concluded, the model is not 100% accurate.

Secondly, the last two scenarios entail that there is a cost associated with managing the ED based

on deceiving estimates of weekly ED arrivals. This cost is a function of the ratio between the

forecasting error and the real volume of ED demand. As this ratio increases, the associated cost

increases as well. For instance, failing to predict 5 ED arrivals on a universe of 100 real ED arrivals

has way less impact than failing to predict 50 ED arrivals in that same context. However, the costs

of over and underpredicting ED arrivals are rooted in different causes.

In planning, overpredicting may lead to unnecessary higher operational costs as resources are

wrongly allocated according to this prediction. For instance, excessive medical staff may be re-

quested to be available, and patients may be moved to other wards to release beds. Maintaining the

forecasting error fixed, the overpredicting cost may increase when the observed weekly ED arrivals

decrease.

Contrarily, underpredicting may generate ED overcrowding due to the lack of means available to

handle the unexpectedly higher volume of patients, hindering the ED flow. Hence, this may result

in higher waiting times, patient dissatisfaction and, overall, lower quality of care. Here, the higher

the number of weekly ED arrivals, the more costly it is to underpredict by larger margins. This

reflects the result of the cumulative effect of ED overcrowding.

To quantify these two costs, it would be necessary to have extensive knowledge on confidential in-

formation regarding CUF’s business operations. This information was not available for the purpose

of this thesis, hence no further analysis on this topic was performed.

To conclude, the main business recommendation suggested is to use the weekly ED arrivals fore-

cast tool to aid in resource planning into three main areas: (i) the ED allocation of sub-contracted

doctors, (ii) inpatient bed management and (iii) inclusion of ED predictions in other department’s
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management.

Having a more fine-grained estimation of the number of ED arrivals per week of the month allows

to revise the number of subcontracted doctors needed to fulfil the needs of the ED. Additionally,

based on the prediction of weekly ED arrivals and the historical average percentage of patients that

require hospitalisation following an ED visit, weekly adjustments to the number of beds available

for ED patients can be made. Finally, the ED is usually a gateway to the hospital circuit and con-

sequently to other hospital departments (Choudhury et al. 2020). Therefore, it is wise to weigh the

volume of ED demand in the estimation of the number of patients that may be transferred to other

departments, such as the Operating Room and the Hospitalisation Ward.

The recommendations for the mentioned areas enable to better manage not only the ED, but the

hospital as whole.

7.2. Research Conclusions

Overcrowding is a common problem present in both public and private hospitals, which negatively

affects the quality of urgent care. The development of ML tools that aid decision making, may

mitigate this global healthcare issue. Thus, using SARIMAX, LR and LSTM models, a predictive

tool to forecast ED arrivals was developed.

From a business standpoint, the most pertinent choice was to model weekly ED arrivals, as they

allow to plan in medium-term. Furthermore, contrarily to SARIMAX models, which predict mul-

tiple steps ahead by default when dealing with out-of-sample predictions, LR and LSTM do not.

Hence, a recursive strategy was developed for these two models since there is value in estimating

ED demand ahead of time.

Additionally, as ED demand patterns are highly influenced by the context in which the hospital

is inserted, the analysis was narrowed to a single ED unit. The unit with the highest ED patient
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volume, and consequent business potential, was chosen.

As concluded in the EDA, ED arrival patterns and volume changed after the COVID period. Al-

though the number of ED arrivals in 2022 reflect an increasing tendency, they have not achieved

pre-COVID levels. To infer the impact of the pandemic, all models were trained with all years,

without 2020, and without 2020 and 2021. The results obtained regarding this topic were con-

tradictory, with two of the models presenting better results when using the entire dataset, and the

remaining presenting better performance when excluding data from 2020. These inconsistent re-

sults corroborate the hypothesis that 2022 comprises a transitional phase for ED demand.

To possibly improve model performance, additional variables regarding weather and COVID were

inputted as external features and proven to be beneficial. Moreover, to mitigate LR and LSTM

pitfalls regarding not being able to handle datetime objects, neither capture the variations of the

dependent variable throughout time, lags of weekly ED arrivals were created.

Concerning the accuracy of the predictions obtained, the performances of multi-step-ahead SARI-

MAX, LR and LSTM models exceeded the benchmarks, all attaining MAPEs of around 3%.

SARIMAX(1, 1, 1) × (2, 0, 1)48 obtained the best results using three exogenous features related

to weather and calendar variables. This model achieved a MAPE of 3.03% and an RMSE of 40.83.

It is worth highlighting that the multi-step-ahead LSTM obtained a slightly lower performance

without extensive fine-tuning of the hyperparameters.

7.3. Limitations

The context of private healthcare is very particular. As this study focused on data from a single

hospital unit belonging to a private healthcare provider, one limitation may be the lack of generali-

sation ability to, not only other units, as well as public hospitals.

Moreover, when constructing the weekly data, the number of ED arrivals in the fourth week are
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inflated when compared to the remaining weeks of the month. This may be a limitation as the

model may have difficulties in predicting a target variable with disparate values.

Aditionally, the tunning of SARIMA resorted to the function auto arima. This function minimizes

the AIC, as auto arima does not accept MAPE as a valid loss function. This may be translated into

a limitation since the minimization of AIC does not imply the minimization of MAPE and AIC was

not considered when selecting the best model.

Lastly, this research focused on three models, being two of them linear. LSTM, the only non-linear

model, requires extensive fine-tuning. Although LSTM hyperparameters were defined without an

extensive analysis, it obtained satisfactory results. Hence, the lack of further research on non-linear

models may constitute a limitation. Accordingly, some recommendations regarding possible future

work are mentioned hereinafter.

7.4. Future Work

Firstly, different feature selection techniques may be studied to assess whether an alternative further

improves model performance. For instance, the implementation of an Elastic Net regularization

may be considered as it mitigates Lasso regularization’s disadvantages.

Furthermore, with the equivalent objective, an extensive analysis of the number of optimal hidden

layers, activation function, and dropout rate of LSTM may be conducted. Based on the State of

the Art, and concerning the extension of the work developed, it would be interesting to build an

Ensemble model combining the two best models found.

This study only focused on General Medicine services, leaving out Paediatrics and Obstetrics. As

stated in the literature, conclusions retrieved from a specific service may not be viable to generalise

to other services. Thus, further implementation of the referred model may be developed in the

future to provide a reliable tool for forecasting ED demand in these services.
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In addition, according to CUFs ED managers, exogenous variables, such as public events and

football matches, have a high influence on CUF ED arrivals. As it was not possible to include these

features in this research, a supplementary investigation could be performed.

To conclude, the present research constructed a tool which predicts weekly ED demand. In order

for CUF to be able to benefit from this tool, the next step would be the development of an interface

to incorporate this model into CUFs ED operational planning and its deployment.

7.5. Additional Research - Individual Contribution

To complement this research, an additional study was developed on whether a model developed for

a large unit may be generalised to a small unit. This study can be found in Chapter 8.
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8. Generalising to a Small-Sized Unit

Motivated by the overcrowding problem that is being felt globally in EDs, a lot of research on ways

to mitigate the effects of this problem has been carried out. On this scope, several applications that

take advantage of the tremendous warehouse of data available in healthcare have been developed.

One example is the prediction of ED arrivals through ML forecasting models (Gul et al. 2020).

The study of these models is, however, usually restrained to one single ED unit or location, as

most authors do not evaluate the performance of selected models in independent settings outside

the specific study.

Additionally, since these tools are modelled through past data, it means that the original model will

always be subjective to the data it was trained on, which comes as a challenge for achieving good

performances when models are generalized (Barbiero et al. 2020). More specifically to the forecast

of ED arrivals, there are significant differences in the geographic, demographic, and social context

an ED is inserted in, which can impact the efficacy of the generalization of the model (Moineddin

et al. 2011).

Nevertheless, M. A. C. Vollmer et al. 2021 have already explored the behavior of the same model

on units of distinct sizes and obtained fairly good and stable results between the two units indicat-

ing that using the same model for different units that differ in size may lead to successful results.

As previously stated, CUF has 19 units that offer a range of healthcare services. From a business

perspective, maintaining the well-functioning of every ED unit is of high importance. Thus, pre-

dicting ED demand for all ED units is crucial to have a generally efficient allocation of resources

throughout CUF as a whole. Hence, taking advantage of this range of clinics with different contexts

and characteristics, the objective of this Individual Contribution is to test the generalization of the

best model obtained in the Group Part to a small ED unit.
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8.1. ED Unit Choice

Initially, the choice of the ED unit that will be the subject of study was performed. As already men-

tioned, there is a tendency for clinics with higher arrivals volume to have greater ED overcrowd-

ing. Hence, it makes sense to analyse and produce predictions for clinics that have a considerable

enough amount of ED arrivals, and, subsequently, issues regarding ED resource allocation and,

therefore, benefit the most from this type of forecast.

Figure 8..1: Unit 18 - Percentage of ED Arrivals per ED Unit

Figure 8..1 shows the total number of ED arrivals per CUF clinic. From here, it is possible to

observe that units 4 and 18 present a substantially lower percentage of ED arrivals when compared

with any other unit. The two clinics do not present a significant difference in the percentage of ED

arrivals, thus the decision will not be made based only on arrival volume. Unit 4 is located around

the same geographical area as unit 11 - the unit that was originally studied. Therefore, to really

grasp the efficiency of the model when confronted with different patient behaviours and patterns

in the data, unit 18 was the clinic that was selected since it is located in a different region of the

country with completely different demographic and social attributes.
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8.2. Exploratory Data Analysis

In this section, general insights on ED arrivals and patient demand of unit 18 will be gathered.

Additionally, major differences between unit 18 and unit 11 will be assessed in order to gather a

first understanding of what variations from the initial model might happen.

8.2..1 Patient Characterisation

Figure 8..2: Unit 18 - Age Distribution of ED Arrivals

Firstly, it is important to understand the type of patients that arrive at the ED of the unit 18. From

Figure 8..2 it is possible to conclude that the age distribution from unit 18 is different from the one

observed in unit 11. Here, patients are usually older, with a higher proportion of patients presenting

ages older than 50 years old. This would be expected as unit 18 is located in a geographical area

where the ageing population is higher.

Regarding discharge destination, Figure A.23 in Appendix shows that for more urgent triage cate-

gories, the percentage of Transfers is quite high, especially for the Red category, when compared

to unit 11. This implies that this hospital unit is less specialized and has fewer resources to deal

with patients who present critical conditions, so they need to transfer patients more often.
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(a) Unit 18 - Percentage of Reentries (b) Unit 18 - Percentage of ED reentries per Triage
Category

Figure 8..3: Unit 18 - Reentries

For the re-entries, these do not represent a significant percentage of the total ED arrivals, like in

unit 11 (Figure 8..3). However, when looking at the triage category of the re-entries, the White

category stands out by representing 28.37% of these. This means that it is way more frequent for

patients to use this ED for non-urgent matters, like dressing changes, in this unit than it was in the

previously analysed unit. This situation might contribute to ED overcrowding as over a quarter of

people re-entering the ED do not actually present urgent conditions.

8.2..2 Patient Demand Volume Characterization

Figure 8..4: Unit 18 - Weekly ED Arrivals throughout the years
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Figure 8..4 represents the weekly ED arrivals over the years in unit 18. Similarly to what hap-

pened in unit 18 (Figure 4..8b), a massive decrease was experienced at the beginning of 2020 due

to COVID pandemic. Nevertheless, one difference that can be verified between the two units is that

ED arrivals in unit 18 is reaching pre-COVID levels faster than they did in unit 11. To better ob-

serve patient demand during the pandemic period, patterns from these periods were independently

observed. Figure A.24 in Appendix highlights some interesting patterns that were not verified in

unit 11. During the second half of 2020, ED arrivals presented no significant differences from the

average of the previous years, and it is in 2021 that low average values of ED arrivals are mostly

felt. Moreover, in unit 18, ED arrivals peak in the summer period, around August, which was not

verified in unit 11. Regarding days of the month, days of the week and hours of the day, the patterns

verified are similar to the ones in unit 11 with the exception that average values of 2021 are not as

close to values of 2020 as they were in unit 11.

Appendix A.25, A.26, and A.27 show the distribution of the waiting times and length of stay in the

ED for unit 18. No significant difference stands out between these, and the ones observed in unit

11.

8.3. Modelling

In this section the modelling process will be explored. Here, the best previously selected model –

SARIMA(1, 1, 1) × (2, 0, 1)48 with three exogenous variables – will be generalized to data from

the unit that is currently being studied.

Initially the model was generalized without any changes, meaning that all hyperparameters and fea-

tures used in the modelling process remained the same. Secondly, in an attempt to improve model

performance, an additional tunning of the model to new data was performed.
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Table 8..1: Unit 18 - SARIMA optimal parameters

To do this, a search for the best SARIMA hyperparameters was done. Firstly, the TS stationarity

and seasonality were assessed to find hyperparameters d and D. Appendix A.28, and A.29 show

the graphs that visually aided this analysis. The remaining hyperparameters were found through

auto arima. As can be observed in Table 8..1 the obtained optimal hyperparameters for the new

data are different from the ones from the previous model. Regarding the trend parameter, the default

option n was the one that obtained better results.

Moreover, continuing to further improve the accuracy of the model a new multi-step SARIMAX

model was built to discover the new optimal exogenous features. The 6 best new features obtained

through SelectKBest relate to weather and calendar variables: the minimum and maximum daily

temperature registered in the previous month; the maximum and total precipitation registered in the

previous month; a binary variable identifying whether the week is the fourth week of the month;

and a binary variable flagging whether the week is in a period where the country was in a state of

emergency.

8.4. Results and Discussion

In this section the results from the modelling are analysed and discussed.

Table 8..2: Unit 11 Best Model

Firstly, it is important to recap the results obtained from the best model previously obtained. Table

8..2 shows the results of the SARIMA(1, 1, 1)×(2, 0, 1)48 with the three best exogenous variables
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for unit 11.

Table 8..3: Performances of best SARIMA and SARIMAX - Unit 18

On Table 8..3 the results from both the SARIMA and SARIMAX constructed based on the new

data are presented. Initially, a baseline was built to serve as a benchmark for the ML models’ pre-

dictions and results are present on the first row. From here it is already possible to conclude that

the baseline shows worse metrics than any of the other models so, theoretically, any of the models

that follow will be better than the current prediction method used by CUF in unit 18.

On the second row of the Table 8..3, it is possible to observe the results obtained by the first

approach to the generalization of the model. The third row shows the results obtained with the

SARIMA model with more appropriate hyperparameters and the fourth demonstrates the results of

the SARIMAX model with the best 6 exogenous variables.

The two datasets of the two units have different scales, meaning that MAPE is the most reliable

metric to compare results from models using these two different datasets because MAPE specifies

the error as a percentage, instead of actual values. Hence, it is possible to conclude that when

generalizing the model by simply inputting the data from unit 18 - SARIMAX3− unit18 -, the per-

formance obtained is not as good as the original model since an increase in MAPE is observed from

3.03% to 7.64%.

Since the results from the straightforward generalization were not satisfactory, further tunning of

the model was done. The first attempt was the SARIMAunit− 18 which obtained a MAPE of 8.42%,

MAE of 24.12, and MAPE of 27.36, meaning that a SARIMA model without exogenous variables,
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even if tuned to the new data, hinders performance even more than the simple generalization model.

As an effort to increase this performance, a multi-step SARIMAX model - SARIMAX6− unit18 -

with 6 exogenous variables was built and resulted in an improvement in performance. With a

MAPE, MAE and RMSE scores of 6.99%, 20.46 and 23.71, respectively, this model is the one

that presents better performance for unit 18. Nevertheless, when looking at the R2 values one can

conclude that, even though this SARIMAX model has the best results, it is only explaining about

40% of weekly ED arrivals variability, presenting low goodness-of-fit.

Table 8..4: SARIMAX6 average performance per step

In Table 8..4 it is possible to observe the SARIMAX average performance of each step. From here

it is possible to conclude that, overall, the performance decreases as the number of steps increases.

This implies that the longer the prediction horizon, the worse the results will be.

Figure 8..5: Best SARIMAX6 Weekly Predictions of All folds
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(a) Real vs Predicted ED Arrivals of
SARIMAX6 Best Model

(b) SARIMAX6 obtained residuals

Figure 8..6: SARIMAX6 Best Model

The resulting predictions and respective real values can be visually interpreted in Figure 8..5. Figure

8..5 illustrates that the model is failing to predict several points, both in spikes and in plummets of

ED arrivals.

Additionally, the relation between these values can be observed in Figure 8..6. On the left side of the

figure it is possible to observe that the model is, generally, overpredicting ED arrivals because the

prediction values are exceeding the real values. On the right side, the distribution of the residuals

can also be checked. From here it is possible to corroborate the last statement of the model making

overpredictions since the residuals are clustering around the bottom side of the graph, below 0 on

the y-axis, meaning that residuals (yreal - pred) are usually negative.

8.5. Conclusion

After building a successful model that predicts weekly ED arrivals for the CUF unit that has the

highest patient volume, a hypothesis of whether the model could be useful for other CUF units

with different sizes was created. Thus, this Individual Contribution tried to answer this question by

checking the results of the model when generalized to a small size clinic.
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Initially, it was necessary to restrain the study to only one single unit - unit 11 - so forecasts could

be more accurate and useful for business purposes. The unit that was initially selected was the one

that presented the highest ED arrivals volume since it is the unit that, potentially, has the biggest

overcrowding concerns. However, after developing a SARIMAX model with satisfactory predic-

tions for this unit, the question of whether the model can add value for other units was raised. Thus,

the model was generalized to a smaller unit – unit 18 - to see if a good performance was obtained.

Nevertheless, the simple generalization of the SARIMAX model to unit 18 data did not generate

satisfactory results. Hence, a new model with customized hyperparameters and exogenous vari-

ables was developed. This new model obtained slightly better results than the one obtained from

the simple generalization of the original model, with a MAPE of 6.99%. However, the results are

still substantially worse when compared with the best model found for unit 11. Moreover, this

model usually makes overpredictions which may negatively affect ED management. That is, if

the number of weekly ED arrivals is lower than the predicted values, it means that unnecessary

resources will be allocated to the ED, causing a potential monetary loss.

The newly developed model raises questions on whether the model can really benefit the manage-

ment of this ED unit since it does not lead to the same level of acceptable results that was verified

in the original best model. Hence, it can be concluded that a generalization of the model obtained

from a single ED unit may not be the best approach to generalize the forecasting tool to every CUF

ED unit, especially clinics with a noteworthy difference in factors like arrival volume and location.

Therefore, it is recommended that, for every unit, a more comprehensive study on topics like which

type of models to use and whether to include COVID data must be done. In this way, every unit

will have a model designed to specificities of the data which will lead to more accurate predictions

and thus, more business value.
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A Appendix

Figure A.1: Number and percentage of missing values

Figure A.2: Gender distribution of ED arrivals

86



Figure A.3: Percentage of ED discharge destination per triage category

Figure A.4: Distribution of ED arrivals per discharge destiny
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Figure A.5: Distribution of ED arrivals per patient mobility

Figure A.6: Average daily ED arrivals on national holidays

88



Figure A.7: Average daily ED arrivals per season

Figure A.8: Average daily ED arrivals per season

89



Figure A.9: Average daily ED arrivals per month
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Figure A.10: Average daily ED arrivals per day of the week

Figure A.11: Distribution of length of stay

Figure A.12: Distribution of waiting time until first triage
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Figure A.13: Distribution of waiting time until first observation

(a) Daily ED arrivals and waiting time until
first triage

(b) Daily ED arrivals and waiting time until
first observation

(c) Daily ED arrivals and length of stay

Figure A.14: Daily ED arrivals, length of stay and waiting times
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Figure A.15: Partial Autocorrelation and Autocorrelation Functions - All Data

Figure A.16: Explained variance per number of principal components - All Data

Figure A.17: Explained variance per number of principal components - S20
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Figure A.18: Explained variance per number of principal components - S20 21
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Figure A.19: Data dictionary - Weekly data
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Figure A.20: Stationary - All Data

Figure A.21: Differentiation order - All Data
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Figure A.22: Decomposition - All Data

Table A.1: Linear Regression: Feature Selection - S20 dataset
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Figure A.23: Unit 18 - Percentage of ED discharge destination per Triage Category
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Figure A.24: Unit 18 - Number of ED arrivals throughout the year, month, week, and day

Figure A.25: Unit 18 - Distribution of Length of Stay

Figure A.26: Unit 18 - Distribution of Waiting Time until First Triage
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Figure A.27: Unit 18 - Distribution of Waiting Time until First Observation

Figure A.28: Unit 18 - Seasonal Decompose
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Figure A.29: Unit 18 - First and Second Order Differencing
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