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Abstract 

This study presents a performance evaluation of the model BERT for an Extractive 

Question Answering task applied to the domain of Portuguese Retirement Law. By using 

multiple standard metrics in information retrieval solutions, the study measures how the 

Portuguese BERT performs as a semantic search solution on Portuguese Retirement Law by 

comparing its answers with a testing set composed of 180 questions and answers provided by 

INCM. The study revealed that the solution showed positive results. A form was also 

distributed to INCM, which indicated positive feedback when comparing it with the current 

solution implemented. This project showed that the Portuguese BERT is a very promising tool 

that can be used for Extractive Question Answering and for semantic search on various other 

domains. 
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Introduction 
 

The Imprensa Nacional – Casa da Moeda (INCM) is the Portuguese Mint and Official 

Printing Office located in Lisbon, Portugal, and is a public company fully owned by the Portuguese 

Government and administratively subordinated to the Portuguese Ministry of Finance. INCM is 

responsible for the minting of coins, the production of identity cards, including the Portuguese 

citizenship card, passports, and drivers’ licenses, as well as for the official publications, also on 

amendments to the law, which are assigned to the Portuguese Official Gazette (Diário da República 

- DRE) and published in its official site (dre.pt). 

Through the incorporation of new technologies into its daily business activities, INCM has 

a clear focus on the future. It was in that context that the need for a modernization of Law 

consultation came into existence. Through the “Decoding Legislation for Citizens” project, INCM 

intends to study the feasibility of implementing a chatbot solution to query the Portuguese Law for 

Portuguese citizens. Specifically, the use case selected for the project was the Retirement Law 

Statute, since this is one of the most queried subjects by online users, while being one of the most 

difficult to obtain answers to.  

The problem with the current solution can be encapsulated in the following example. On 

one hand, a vast number of searches performed on dre.pt were made using the keyword “reforma”. 

On the other hand, most of the law text contains the keyword “aposentação”. This is just an 

example that represents a massive roadblock, since there are a variety of ways the user can make 

the same question and the current solution cannot find the correct answer for most of them. 

Moreover, since the currently implemented search engine is keyword-based, slight orthographic 

errors are enough for it to not return any results.  



INCM & NovaSBE PBL Project – Retirement Law Query System 

4 

 

Figure 1 shows the difference between a keyword-based search engine and a semantic 

search one. 

 
Figure 1 - Keyword-based search engine (left) vs a semantic search engine which tries to understand the intent 

and context of the search (right). 

Source: https://www.yext.com/blog/2021/02/extractive-qa-the-next-big-thing-in-search/ accessed in December 2021 

By providing an advanced semantic search engine solution, INCM would be able to 

provide superior service to their users, since it would offer a way of querying the collection of 

Portuguese Laws' texts using non-technical Law terms. 

INCM envisioned a solution which enabled one to query the Law texts by writing as if one 

was chatting with another person. The answers should be returned without any text simplification 

and within their Law context. Furthermore, any dependency, such as supporting legislation and 

their URL, should also be returned. Another requirement from INCM was that answers to the 

questions should be objective and the solution should also be extractive only, i.e. the model would 

have to find and return the right answer to the user exactly as it is written in the article. In other 

words, translation of law concepts to a more accessible language must not occur.  

https://www.yext.com/blog/2021/02/extractive-qa-the-next-big-thing-in-search/
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The ‘Data Curation’ Section describes the dataset of the project and all the steps to prepare 

the data to be inputted in the model. The ‘Exploratory Data Analysis’ (EDA) Section describes the 

analysis and experimentation performed on the data to better understand the dataset. The 

‘Bidirectional Encoder Representations from Transformers’ (BERT) and ‘Haystack’ Sections 

present the tools, describing how they are used in this specific project and the synergies they create 

together. The ‘Performance Analysis of the Solution’ Section contains the methodology, 

explanation of the choices made, evaluation of the results and comparison with INCM’s current 

solution. The ‘Limitations’ Section describes the limitations and obstacles encountered. It is 

followed by the ‘Conclusion’ Section, which summarizes all the results of the study. The ‘Further 

Work’ Section presents the relevant further work that can be done and what can be added to 

increase the performance of the solution.  

The end goal of the thesis is to build and evaluate the quality of an accessible solution 

which, triggered by a question, retrieves the relevant information from the Portuguese Retirement 

Law as an answer. To quantitatively measure the performance of the new state-of-the-art model 

used in this project, a thorough evaluation analysis was performed.  

Data Curation 
 

 The data preparation was completed while considering the requirements of INCM. One 

requisite from INCM was that the model should not perform text simplification, it should only 

extract the answer as it is written in the law. This concept of extracting only the snippet of a 

document to answer the question is called Extractive Question Answering (Extractive QA). 

Another requisite from INCM was that the solution should always return not only the law text, 

but also its metadata (the article number, link to the legislation in dre.pt, related topics and 

references). 
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The goal of the Data Curation is to have a prepared input dataset where the model can 

extract its answers’ from. As such, in the case of this project, the whole Portuguese Retirement 

Law and its metadata serves as the input dataset. 

Before the group took over the project, the NOVA SBE Data Science Knowledge Center 

(DSKC) had already established contact with the INCM and had already received what was 

expected to be the full relevant law text: the complete consolidated Portuguese Retirement Law. 

While the text was originally presented as an XML file, the DSKC converted it into PowerPoint 

slides containing one law alinea and its metadata per slide. Additionally, a dataset of a series of 

historical user search inputs in DRE was also provided for the project. Later, INCM agreed that 

the user’s comprehension of some specific Retirement Law articles required the understanding of 

specific non-Retirement Law articles, denominated External Statutes (ES). These articles, as well 

as their correspondence to Retirement Law articles, were also integrated into the dataset.  

A Python pdf-mining library called PdfPlumber was used to transform the PowerPoint 

slides with the law text and all its metadata into a Pandas DataFrame. All the data was then 

compiled and stored in a single csv file which would later be used as the model's input. Each row 

of the csv file contained one article of the retirement law and its respective metadata, so that it 

could be retrieved and presented to the user with all this information.  

Exploratory Data Analysis 
 

INCM provided a file with more than a million queries done to its search engine (for all 

Law Statutes, not only for Retirement Law). This information was important because it allowed 

for the exploration of which and what types of queries were done by its users on the dre.pt. This 

EDA was relevant because these were the types of queries the solution was going to affect and 

whose search experience it should benefit. 
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The queries were filtered to contain the substrings “reform”, “pens”, or “aposent”, since 

these were, in principle, the queries that contained the keywords concerning Retirement Law. The 

queries related to retirement were analyzed and ranked by their frequency. This study can be found 

in Annex 2. 

Two profiles of users were created: the ones that search specific articles (Law 

professionals) and the ones that perform broad queries (non-Law professionals). This study 

showed that most of the queries (77,1%) were deemed broad (see Annex 3), presumably having 

been made by a non-professional of law, which reiterates the importance of having a solution that 

is accessible to non-law professionals. 

Further descriptive statistics were created to get a better understanding of the dataset. For 

more information on this analysis, see Annex 4-9. 

 A Knowledge Graph (KG) is a way to represent a network/collection of data points and 

illustrate the relationship between them in a more visual way. As such, a KG was created for a 

better understanding of the retirement laws and their relationships with each other. A Knowledge 

Graph is composed of nodes, labels, properties, and relationships. Nodes are data records that exist 

in the database: in this case, for example, a node is the topic called “Inscrição” that is labeled as a 

Topic, whose properties are the Topic_id and the Title of the respective topic. The topic has a 

relationship with multiple alineas. The devised KG can be seen in Figure 2. 
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Figure 2 – Entire knowledge graph and relationships (right tab: number of nodes for each label) 

The graph was built using the Neo4J software. The software allowed for the KG to be 

dynamic, allowed the data to be queried and transformed through its language Cypher and it also 

allowed the data and relationships to be exported in tabular form, making it ready to be used for a 

model.  

The Knowledge Graph was important to get acquainted with the relationship between the 

documents that would later be fed to the model and to better visualize the data, allowing for a 

better understanding of the data. In Annex 10 and Annex 11, all nodes and their respective 

relationships are displayed. For more information on the KG developed, see Annex 12-17. 

Bidirectional Encoder Representations from Transformers 
 

Bidirectional Encoder Representations from Transformers (BERT) is the state-of-the-art 

technique for various Natural Language Processing (NLP) tasks. Unlike previous NLP models that 

needed labeled data and thus making it hard to collect large quantities of data to train the models, 

BERT is a model pre-trained on unlabeled data, specifically thousands of millions of words from 
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BookCorpus (a large dataset made up of more than 11 thousand free novels) and Wikipedia. The 

original paper (Chang 2018) was developed and published by Google Brain. Google uses it in 

almost all of its NLP tasks, including search and translation. An example of an input question, 

input dataset and output of BERT is shown in Annex 18. 

BERT was a great advance in various NLP tasks, mainly because of its bidirectionality 

feature. As opposed to other types of models that read the text sequentially (from left-to-right in 

most western languages, for example), BERT is Bidirectional, meaning that it takes into account 

the entire sequence of words, both from the left and the right, giving a much richer context to each 

word in the dataset because it takes into account all of its surroundings (see Annex 19 & 20 in the 

appendix for a better understanding of the difference between unidirectionality and 

bidirectionality). Through this feature, the model partially solves the problem of ambiguity, which 

had been one of the biggest limitations of previous models. (Kashnitsky 2019). Large pre-trained 

language models that can be applied to different language tasks are recent (BERT - 2019, GPT-3 

- 2020), so they have some limitations. Explainability of the model is one of them, for example. 

BERT has state-of-the-art performance in semantic search tasks. In semantic search the 

solution searches not only by keyword, but by intent and context of the question. Refer to Figure 

1 in the Introduction Section for an example of this method.  

Allowing users to search the Retirement Law in non-technical terms is exactly the goal of 

this project, so BERT was chosen for this project because it achieves state-of-the-art performance 

in semantic search and Extractive QA, it is simple to implement and easy to finetune. Also, unlike 

most Machine Learning models, there was no need for the creation of a training dataset in the 

beginning since BERT is already pre-trained in the Portuguese Language 
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BERT was the model chosen to be the pillar of this solution. More specifically, a version 

of BERTimbau (the Brazilian-Portuguese BERT) that is already fine-tuned for Question 

Answering tasks and achieves state-of-the-art performance (Guillou 2021). The model was 

obtained via the HuggingFace community (which allows to build, share, deploy and download 

open-source models, making BERTimbau available for download). 

Haystack 
 

A Question Answering system is often structured as presented in Figure 3. The solution 

takes a question from the user, searches for the right answer in its database and returns the 

document that answers the user’s query. 

  

Figure 3 - Typical Architecture of a Question Answering System 

Source: https://www.researchgate.net/figure/General-architecture-of-a-Question-Answering-System_fig1_292971999 accessed 

in December 2021 

Haystack is an open-source framework that helps build end-to-end Question Answering 

systems using Deep Learning techniques to solve several Natural Language Processing tasks. 

Haystack’s system is shown in Figure 4. 
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Figure 4 – Haystack Structure and Diagram of its pipelines 

Source: https://github.com/deepset-ai/haystack accessed in December 2021 

In the case of this project, Haystack’s Indexing Pipeline pre-processes and stores the 

retirement laws, while the Search Pipeline processes the question from the user and retrieves an 

answer within the documents stored. As shown in Figure 4, Haystack has several stages in its 

pipelines. 

The Indexing Pipeline in Figure 4 focuses on preparing (extracting, cleaning, splitting) the 

input dataset. The resulting text corpus is then stored in the DocumentStore (a database where the 

files are saved).  

After the documents (laws) are stored in the DocumentStore, the system takes a query from 

the user. After this, the stored documents go through the evaluation of a Retriever. 

The Retriever is a lightweight filter used to go through the whole database to pass on a list 

of documents that are answer candidates. This saves the Reader (which is much more heavy and 

needy in resources) from doing more work, speeding up the whole process as a result. After the 

list of most probable documents to answer the query is chosen by the Retriever, that list passes 

through the Reader. 

https://github.com/deepset-ai/haystack
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The Reader is the core component that enables Haystack to find the right answer because 

it defines which answers should be returned to the user. The Reader can be any model that is 

already fine-tuned for Question Answering. 

Haystack is an innovative tool in the field of NLP and is one of the more complete open-

source frameworks in the field of Question Answering. It provides all the necessary methods to 

build an out-of-the-box semantic search solution: easily customizable components; connected to 

the HuggingFace community (allowing the use of BERTimbau as a Reader); possesses the most 

recent language-agnostic Retrievers; minimal preprocessing was needed to feed the input 

dataset into the model; developed with scalability in mind, so the input dataset can be composed 

of millions of documents; finally, it possesses an annotation tool that allows the easy training 

of the model. The tool also benefits from quick support from its developers, good 

documentation, regular maintenance and upgrades. Thus, Haystack was used to build the 

solution for INCM. 

In the case of the present project, the documents stored and retrieved are the Retirement 

Laws. When a query is launched, the Retriever searches through all the documents and chooses a 

group of them (the recommended size for that group of documents by Haystack is 10). The Reader, 

BERTimbau, then analyses more in-depth each retrieved article and returns the specific part of the 

text that answers the question (usually just two or three phrases). Since INCM wanted the user to 

get more context, and for the model to retrieve the full article in which the answer was contained, 

the solution was modified to retrieve the full article text and all its metadata. 

Performance Analysis & Evaluation of Extractive QA of Portuguese 

Retirement Laws 
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Context and Methodology 

 

While most Extractive QA solutions are evaluated by their capability of returning specific 

expressions or phrases, INCM requested the solution to extract the full text of the correct articles 

instead. The implications of this goal modification are the following: since some queries are only 

answered by multiple articles, the system should return multiple articles if needed; it should also 

refrain from returning articles that do not answer the query, when possible, to allow a more 

frictionless search experience for INCM’s users. Thus, it is important to evaluate the difference in 

performance when the model returns a different number of articles to the user. This will be the 

focus of this performance analysis. 

The method used to evaluate the model was to compare the predicted articles of the solution 

with a testing set composed of 180 questions and answers about Retirement Law through several 

evaluation metrics used for information retrieval.  

Evaluation metrics of information retrieval systems measure how likely each group of 

documents is to correctly answer the user. The evaluation metrics were used to measure the 

difference in performance of the solution when it returns different amounts of articles. They will 

also allow INCM to quantitatively compare the performance of future iterations of the system with 

this baseline solution.  

The following metrics were used since they are a standard for information retrieval 

solutions and are the most pervasive ones in the context of information retrieval systems (Manning 

2009): 

1. Exact Match: percentage of how many times the correct articles are retrieved as one of the 

answers. 
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2. Recal@K: the probability that a relevant document is retrieved by the query 

(successful_documents_returned / successful_documents_supposed_to_return); 

3. Precision@K: fraction of the documents retrieved that are relevant to the user's information 

need (number_of_right_topics_predicted / number_of_topics_predicted); 

4. F1-Score: Harmonic Mean of the Recall@K and Precision@K; 

5. Mean Reciprocal Rank: for each question, the model gets a score based on answers’ order 

(ex: 3 answers were returned. If the right article is the first article retrieved, then the score 

is 1. If the right article is only the third returned, the MRR is ⅓). 

Both the Retriever and the Reader were first evaluated separately. On one hand, the 

different Retrievers were compared to each other and the one that achieved best performance in 

the tests was chosen to be the Retriever of the solution. The only metric used to evaluate the 

Retriever was Exact Match. On the other hand, since the only Reader available in Portuguese is 

BERTimbau, BERTimbau’s performance was evaluated when it returned 1 to 10 articles to the 

user. Every metric previously mentioned was used to evaluate the Reader. Finally, an overall 

evaluation of the solution was performed. 

Retriever Choice and Analysis 

 

As mentioned in the “Haystack” Section, the Retriever is a filter that has one goal: it should 

be as lightweight as possible, and it should go through all the documents and point out those that 

are relevant to the query. The Retriever serves the purpose of excluding the obvious negative cases 

(cases where the documents obviously don’t answer the query given), such that the Reader has to 

be used only a limited number of times, thus improving the speed of the Question Answering 

process. 
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Retrievers can be put into two main categories: Sparse and Dense. Sparse Retrievers look 

for shared keywords between the document and question. They are simple to implement, 

computationally cheaper than their Dense counterparts, don’t need to be trained and they work on 

any language. They are effective and have very good performance (Turnbull, 2015). 

In turn, Dense solutions show even better performance than Sparse, but are also more 

computationally expensive, especially during indexing (Athar & Ali 2021, Facebook AI 2019). 

Dense retrievers are trained on labeled data, and they are also language specific. While the English 

DPR can still work well with other languages in some cases, it does not reach the same level of 

performance achieved in English. Nonetheless, since there is no Portuguese DPR available, in this 

analysis the English DPR was used to compare to the Sparse alternatives (which are language 

agnostic). 

The Haystack framework provides three Retrievers to choose from: Term Frequency–

Inverse Document Frequency (TF-IDF), Best Matching25 (BM25) and Dense Passage Retrieval 

(DPR).  

The results of the tests performed are shown in Figure 5. DPR achieves 0 correct answers, 

TF-IDF achieves 140 correct answers and the BM25 achieves 143 correct answers. 

Figure 5 shows that the Sparse Retrievers have a much better performance (showing an 

average of 141.5 correct answers), than the DPR (which achieved 0 correct answers). This was 

expected since Sparse Retrievers are language agnostic. Sparse solutions are better suited for 

getting very good results with no resources allocated to training, allowing for more time and 

resources to be spent elsewhere. Also unsurprisingly, when comparing the two sparse Retrievers, 

the BM25 had a better performance than TF-IDF. This was expected since BM25 is the 
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recommended Retriever choice by Haystack, shows state-of-the-art results and it is built upon TF-

IDF (Seitz 2020). 

 

Figure 5 - Comparison between the performance of the three (DPR - Blue, BM25 - Red, TF-IDF - Orange) Retrievers 

available in Haystack  

As such, the BM25 was the chosen Retriever for this project because of its results in the 

tests, its speed of performance and it effectively represents the state-of-the-art retrieval functions 

used in document retrieval. 

Reader Choice and Results’ Analysis 

 

As discussed in the “Haystack” Section, the most important part of this QA system is the 

Reader since it enables Haystack to find the right answers between all the documents returned by 

the Retriever.  

As previously mentioned in the “BERT” Section, the Portuguese BERT was chosen to be 

the Reader of this project since it achieves state-of-the-art results on QA tasks (Souza & Nogueira 
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& Lotufo 2021) and is the only deep bidirectional transformer model that is freely available and 

already pre-trained in Portuguese.  

After choosing BERTimbau as the Reader, the performance analysis of the model was 

conducted. As it was previously mentioned in this Section, all the mentioned evaluation metrics 

were used to analyse the performance of the model. Table 1 shows the results of the performance 

of the model when the Reader returns from 1 to 10 documents per question. 

Table 1 - Performance of BERTimbau with different number of articles retrieved on the testing dataset. 

 

As presented in Table 1, the more articles returned by the Reader, the more correct articles 

are returned. When the number of returned articles is 2, for example, 33% of the queries had all 

the right articles returned. When the number of articles increases to 55,5% of the queries were 

fully answered by the articles returned to the user. The Exact Match, Recall@K and MRR increase 

every time the number of retrieved documents increases.  

Precision, however, gets worse the more articles are returned. This behavior is expected 

because most questions in the testing set only have one topic associated with them. By definition, 
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when the right answer has only one topic, but the number of topics returned increases, the precision 

will decrease. Take the example of the Reader returning 2 documents that have different topics 

associated with them. If the question was only one related to one of the two topics, Precision would 

be ½. If the same question had 5 articles returned with 5 different topics associated to them, 

Precision would be ⅕. 

The F1-Score peaks when the Reader returns 7, since the metric is the harmonic mean of 

the Recall@K and Precision@K. In other words, it considers the number of right documents 

retrieved, but at the same time penalizes if the solution returns too many unrelated articles to the 

user. For this reason, the F1-Score is often used as a summary of the evaluation metrics. Thus, it 

was considered one of the most important metrics for the choice of the Reader.  

Another important metric is the incremental increase of Exact Match, presented in Figure 

6. 

 

Figure 6 - Exact Match Incremental Increase with different number of articles retrieved 

The metric starts to decrease significantly after the Reader returns 5 articles and eventually 

stagnates after 7 articles. This means that, from 7 articles returned upwards, for each increase of 



INCM & NovaSBE PBL Project – Retirement Law Query System 

19 

 

articles returned per question, each increase would give no more than a 2% increase in questions 

fully answered. 

When returning 5 to 7 articles per question, the model achieves the highest F1-Score and 

it is also where the incremental increase of the Exact Match starts to decrease and eventually 

stagnate.  

Testing Platform 

 

A prototype web-app was created with React and FastAPI to present the solution and to 

allow INCM to perform tests on the model.  

The app created was a simple web page that allowed INCM’s jurists to perform a variety 

of actions: input a question about Retirement Law and get an answer back, read the already existing 

laws in a user-friendly way and read the previous queries, the previous answers given and the 

respective feedback the answer got from the user. The backend was managed by an API created 

with FastAPI, which allowed the model to run easily and quickly. 

This testing platform was essential for INCM’s team of jurists to evaluate the potential of 

this solution and its limitations. It was also relevant for the project to build various iterations of 

the solution and see what works best from a product point-of-view. 

The solution was well received by the group of jurists, with all the tests receiving overall 

positive feedback by the legal team of INCM. 

At the end of the tests, a form was distributed for the two members of INCM’s legal team 

that were responsible for testing the platform. The form asked them to evaluate the performance 

of the prototype solution and state their own expectations for the implemented technology. Both 

said the solution had potential to be used in the future and that the solution would be beneficial for 

more Law domains. Both indicated that the solution performed better than INCM’s current 
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solution (providing a rating of 4 and 5 to the solution). When asked how useful this solution could 

be for the non-Law professional, the jurists also provided a rating of 4 and 5. 

This was important because it validates what the performance analysis had discovered: the 

model is showing promising results and can, in fact, help the overall Portuguese population get 

more informed about the Retirement Law. 

Comparison with INCM’s Current Solution 

 

INCM’s current search tool has a variety of limitations: it searches by keyword instead of 

taking the context and intent of the user into account; it does not account for orthographic errors; 

and it also does not perform semantic search (queries similar to “When can I retire?” and “What 

is my income when I retire?” do not get any response from the site).  

The Portuguese law has a very specific type of language that a non-Law professional often 

does not use, so the current solution implemented is inappropriate to the overall population’s 

needs.  

In contrast, the solution that was developed for this project allows for: semantic search, 

considers (and works with) orthographic errors and functionally understands synonyms. Thus, the 

solution developed in this study solved the most important limitations of the current solution.  

In the ‘Testing Platform’ subsection, the form distributed to the legal team of INCM 

highlights that the prototype solution created in this project already shows potential and already 

performs better than their current solution. 

Discussion and Overall Performance of the Solution 
 

The performance analysis of the Question Answering pipeline showed that the Portuguese 

version of BERT allied with the Haystack Framework has potential for complex Extractive QA 
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tasks. It presents positive results right out-of-the-box, i.e., without any further training besides the 

initial pre-training in Brazilian Portuguese.  

When retrieving only 7 articles per question, the model returned all the articles necessary 

to correctly answer the question 68% of the time, which was also considered an advance when 

compared to the current solution by INCM’s legal team.  

However, as expected, when comparing these results with the original results of 

BERTimbau, this solution showcases a worse performance, since it was not trained on Portuguese 

Retirement Law. It is important to note that when it was trained with only 87 questions and answers 

related to Retirement Law, the model already achieved better results than its baseline. 

Limitations 

One limitation of this prototype is the lack of training of BERTimbau on Portuguese Law. 

The model performs worse in this case study than with the Brazilian Portuguese dataset it was 

initially tested against because the Reader was not trained in Portuguese law-specific data. The 

lack of time to perform this training did not allow the trained model to be implemented for these 

tests. 

Comparing the results of the solution with other Extractive QA systems is also one of the 

limitations of this performance analysis. The comparison with other similar systems is difficult 

because this solution must retrieve the full article(s) to be correct, while other solutions are 

evaluated on having to only return a phrase or expression that correctly answers the question. 

Furthermore, other studies available on the domain of Portuguese QA are Open-Domain QA 

systems, and not Closed-Domain like this one, making it difficult to make a fair comparison. 
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Another limitation of the solution is its explainability, more specifically the explainability 

of BERT. However, it is important to mention that the ‘black-box’ problem with large Deep 

Learning models is not exclusive to this solution. 

The size of the testing set not being big enough is also one of the limitations of this analysis. 

Ideally, the model would be tested against thousands of questions about retirement law, not only 

180 questions. 

The number of answers returned being a fixed number is another limitation of this 

performance analysis. Ideally, the model would return only the needed articles to answer a certain 

query. For example, if the query only needs two articles to be returned, it should return only those 

two articles, not a fixed number of them for every query. This also makes the overall results of the 

model decrease, especially the metric Precision@K and F1-Score.    

 Finally, this version of the model still does not have a full feedback feature implemented. 

This tool would allow for the model to be trained through the users’ feedback, making it perform 

better the more it is used. 

Conclusion 
 

This research project aimed to analyze if BERT could be a reliable solution for improving 

the search task of the Portuguese Retirement Law. More specifically, this thesis aimed to analyze 

and evaluate if BERT could be a potential solution for an Extractive QA/semantic search task that 

would be accessible for all the Portuguese population.  

Based on a quantitative analysis of its performance on the testing set provided by INCM, 

it can be concluded that BERT has potential. With only a prototype, it showed positive results as 

a search tool for the Portuguese Retirement Law (68% Exact Match when retrieving 7 articles).  
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Furthermore, the jurists’ team of INCM stated this prototype solution is more accessible 

for the overall Portuguese population when compared to the current search solution in dre.pt. 

Moreover, it surpassed many of the limitations of INCM’s current solution, the main ones being 

that it can be used by non-Law professionals, it allows for semantic search instead of keyword 

search and allows for orthographic errors. This project developed a solution that can serve as the 

initial step for INCM’s next search solution. 

Since the proposed solution is still in a prototype, it has some limitations, the biggest one 

being that it is not trained specifically in Portuguese Law, which negatively affects its 

performance.  

To conclude, the overall results indicate that BERT can in fact be a powerful out-of-the-

box tool for Extractive Question Answering in relation to Portuguese Retirement Law, solving the 

limitations of the current solution of INCM.  

Future Work 
 

The biggest limitation of the model is not being trained on law-specific data. In the future, 

the model should be trained with questions and answers related to the retirement law. Some 

preliminary tests show that a training dataset composed of 87 questions and answers would already 

make the model achieve better results. This training can be performed through the creation of a 

similar dataset to the one that was given for testing. Haystack’s framework provides a simple way 

to perform this task, either through its more manual annotation tool or through an automatic user 

feedback restAPI. 

Another feature that can be explored in the future is the increase of the scope of the project 

to include the rest of the Portuguese Law, not only the Retirement domain. In a way, if there is 



INCM & NovaSBE PBL Project – Retirement Law Query System 

24 

 

enough time to train and fine-tune the model, there is no reason as to why the scope of the project 

should be restrained to only the Retirement Law. This way, the solution would prove even more 

powerful and more useful to the overall Portuguese population. This should be the end goal for 

this project, as it would make the Portuguese Law more accessible and democratize this knowledge 

and information. 

In the same vein, it would be interesting to test this kind of solution in various fields besides 

law. This type of Extractive QA solution could be completely disruptive to various industries. The 

medical science, biology, history, physics, and pharmaceuticals industries, for example, could be 

changed completely if BERT can have a satisfying performance when used for QA in relation to 

complex and very technical reports. The customer service platforms of all industries are also 

already being affected by this type of solution. 
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Appendix 
 

 
Document Attribute name Interpretation 

2020_10 
INCM_Annotation_consolidado 

Title This attribute identifies the title of the article on which the annotation is about 

2020_10 
INCM_Annotation_consolidado 

Article Number This attribute identifies the article on which the annotation is about, using its number 

2020_10 
INCM_Annotation_consolidado 

Alinea This attribute identifies the alinea of the article to which the law text refers 

2020_10 
INCM_Annotation_consolidado 

Revisto por: This attribute defines who reviewed the annotation 

2020_10 
INCM_Annotation_consolidado 

Validado: This attribute defines who validated the annotation 

2020_10 
INCM_Annotation_consolidado 

Law Description This attribute is the article as it is written in the Law 

2020_10 
INCM_Annotation_consolidado 

Tópico: This attribute assigns different Law articles to a given topic 

2020_10 
INCM_Annotation_consolidado 

Referências: This attribute identifies references to articles from Estatuto da Aposentação 

2020_10 
INCM_Annotation_consolidado 

Ligações This attribute relates each article to broader areas/topics of the Law 

2020_10 
INCM_Annotation_consolidado 

REFERÊNCIA 
INCM: 

This attribute identifies references to articles outside of Estatuto da Aposentação 

Annex 1 – Data Dictionary of Dataset of Retirement Laws provided by INCM 

 

 

 
Annex 2 - Frequency Distribution of Queries (top 20) 
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Annex 4 - Topic-related descriptive statistics 

 

 
Annex 5 - Frequency distribution of topics per alinea 

Annex 3 - Percentage of Specific vs. Broad Queries on DRE.pt 
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Annex 6 - Alinea-related descriptive statistics 

 

 
Annex 7 - Articles with the most alineas (top 20) 

 

 
 Annex 8 - Reference-related descriptive statistics  
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Annex 9 - Number of times the articles are referenced 

 

 

 

 
Annex 10 - Entire knowledge graph and relationships (right tab: number of nodes for each label) 
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Annex 11 - Knowledge graph and relationships (zoomed in) 

 

 

 
Annex 12 - Only the article “Pagamento da Pensão” and the respective properties (article and title) 
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Annex 13 - All alineas of article “Pagamento da Pensão” 

 

 

 

 
Annex 14 - All related nodes and relationships to alinea 1 of article 82 
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Annex 15 - All alineas related to to the topic ‘Cálculo de Pensão’ and all their mother-articles 

 

 
Annex 16 - The 3 topics with the most alineas (left circle) and alineas without any topic (right circle) 
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Annex 17 - Clusters of alineas with the most references 

 

 
Annex 18 - Example of an input question, input dataset and output of BERT 
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Source: https://medium.com/@samia.khalid/bert-explained-a-complete-guide-with-theory-and-

tutorial-3ac9ebc8fa7c accessed in December 2021 

 

 

 

 
Annex 19 - Unidirectional Context vs Bidirectional Context 

Src:  https://www.cs.princeton.edu/courses/archive/fall19/cos484/lectures/lec16.pdf accessed on 

December 2021 

 

 

 

 
Annex 20 - Bidirectionality advances of BERT compared with Unidirectionality of OpenAI’s GPT and ELMo models 

Source: https://medium.com/swlh/bert-bidirectional-encoder-representations-from-transformers-

c1ba3ef5e2f4 accessed on December 2021 
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