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Abstract

Nowadays, protecting the network is not the only security concern. Still, in cyber security,

websites and servers are becoming more popular as targets due to the ease with which

they can be accessed when compared to communication networks. Another threat in

cyber physical social systems with human interactions is that they can be attacked and

manipulated not only by technical hacking through networks, but also by manipulating

people and stealing users’ credentials. Therefore, systems should be evaluated beyond cy-

ber security, which means measuring their resilience as a piece of evidence that a system

works properly under cyber-attacks or incidents. In that way, cyber resilience is increas-

ingly discussed and described as the capacity of a system to maintain state awareness for

detecting cyber-attacks. All the tasks for making a system resilient should proactively

maintain a safe level of operational normalcy through rapid system reconfiguration to

detect attacks that would impact system performance. In this work, we broadly studied

a new paradigm of cyber physical social systems and defined a uniform definition of it.

To overcome the complexity of evaluating cyber resilience, especially in these inhomo-

geneous systems, we proposed a framework including applying Attack Tree refinements

and Hierarchical Timed Coloured Petri Nets to model intruder and defender behaviors

and evaluate the impact of each action on the behavior and performance of the system.

Keywords: Cyber Physical Social Systems, Cyber Resilience, Cyber Security, Coloured

Petri Nets, Evaluate Cyber Resilience, Cyber Physical Social Systems Taxonomy, Cyber

Resilience Taxonomy.
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Resumo

Hoje em dia, proteger a rede não é a única preocupação de segurança. Ainda assim, na

segurança cibernética, sites e servidores estão se tornando mais populares como alvos

devido à facilidade com que podem ser acessados quando comparados às redes de comu-

nicação. Outra ameaça em sistemas sociais ciberfisicos com interações humanas é que eles

podem ser atacados e manipulados não apenas por hackers técnicos através de redes, mas

também pela manipulação de pessoas e roubo de credenciais de utilizadores. Portanto, os

sistemas devem ser avaliados para além da segurança cibernética, o que significa medir

sua resiliência como uma evidência de que um sistema funciona adequadamente sob

ataques ou incidentes cibernéticos. Dessa forma, a resiliência cibernética é cada vez mais

discutida e descrita como a capacidade de um sistema manter a consciência do estado para

detectar ataques cibernéticos. Todas as tarefas para tornar um sistema resiliente devem

manter proativamente um nível seguro de normalidade operacional por meio da reconfi-

guração rápida do sistema para detectar ataques que afetariam o desempenho do sistema.

Neste trabalho, um novo paradigma de sistemas sociais ciberfisicos é amplamente estu-

dado e uma definição uniforme é proposta. Para superar a complexidade de avaliar a

resiliência cibernética, especialmente nesses sistemas não homogéneos, é proposta uma

estrutura que inclui a aplicação de refinamentos de Árvores de Ataque e Redes de Petri

Coloridas Temporizadas Hierárquicas para modelar comportamentos de invasores e de-

fensores e avaliar o impacto de cada ação no comportamento e desempenho do sistema.

Palavras-chave: Sistemas Sociais Ciberfísicos, Resiliência Cibernética, Segurança Ciber-

nética, Redes de Petri Coloridas, Avaliar Resiliência Cibernética, Taxonomia Sistemas

Sociais Ciberfisicos, Taxonomia Ciberresiliência.
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Introduction

I find it fascinating that you can look at the same problem
from different perspectives and approach it using different
methods.

Maryam Mirzakhani (1977–2017)

1.1 Motivation

The motivation for this work was inspired by the DEFENDER project that was previously

undertaken in the cyber security analysis aided by graphical analysis models. The success

and impact of that project served as a catalyst for my interest in pursuing similar research.

As a result, I have attempted to build on the foundation established by that project in

order to contribute new insights and advancements to the field.

Developments in ubiquitous computing technology, integration of computation, and

physical processes have led to a definition of systems called Cyber Physical System

(CPS) [1]. The CPS technologies drive competitiveness and intelligence in a range of

application domains, including agriculture, hospitality and tourism, civil infrastructure,

energy, healthcare, environmental management, transportation, and manufacturing [2].

The US National Science Foundation (NSF) [2] has identified advances in CPS as one

of their core research aims to expand the horizons of these domains through smart CPS

technologies and innovations. In consonance with the NSF´s program, the European

Commission has supported research and improvement in CPS since 2014; hence, they

have reckoned that CPS is a key infrastructure for the futuristic world I live in. They

believe that CPS brings a superior quality of life to people and European industries [3],

which means leading the European industry to digitization, which the German initiative

“Industry 4.0 (I4.0)” is an example. During COVID-19, which started in 2020, the EU

introduced Industry 5.0 (I5.0) to complement I4.0 with the aim of "putting research and

innovation at the service of the transition to a sustainable, human-centric, and resilient

European industry" [3].

The recent attention of system designers has been on human and social integration

in CPS which has brought about a novel paradigm called Cyber Physical Social System
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CHAPTER 1. INTRODUCTION

(CPSS) [4]. Human and social interactions have a noticeable impact on managing the

security of the systems. In fact, in the CPSS, humans, and society are not considered

external components, but they represent social systems and are full members of the entire

system [5].

The cyber layer in a CPSS (the same as a CPS) corresponds to the computation and

communication of other components in a CPSS (sensors, actuators, humans, applications,

etc). Companies and big industries can lose their customers’ trust as a result of their poor

cyber-security. Also, the number of sophisticated hackers is increasing, which means they

can disrupt the systems by gaining unauthorized access to the websites of companies and

manipulating their servers. In a formal report released by the White House in February

2018, they estimated the impact of malicious cyber activities on the US economy was

between $57 billion and $109 billion in 2016 [6]. These activities directed at private and

public entities manifest as Denial of Service (DoS) attacks, data and property destruction,

business disruption, and theft of proprietary data, intellectual property, and sensitive

financial and strategic information.

In this research, the cyber-resilience of the system as a property of systems will be

investigated, focusing on the application layer of CPSS and restricting it to three kinds of

attacks: buffer overflow (TCP SYN flood attacks), Social Engineering, and DoS.

This study is conducted to meet this requirement in CPSS in terms of graphical mod-

eling. The rest of this chapter completes the motivations for this work and provides an

overview of the proposed solution. At first, in (Section 1.2) I give an overview of this re-

search motivation and the importance of research on cyber resilient, and in (Section 1.3) I

provide this research scope, then I elaborate on the problem that this work aims to address

by deliberating the hypotheses and research questions (i.e., the problem space in Section

1.4). Afterward, the basic elements of the proposed solution and the specific contribution

of this thesis are discussed, (i.e., the solution space under the thesis vision (Section 1.5).

The details of the research methodology that I have followed throughout this work are

then presented (Section 1.6). Finally, the structure of the remainder of this document,

explaining each chapter’s relevance to the stated thesis, is presented (Section 1.7).

1.2 Research Motivation

The evolution of isolated devices into homogeneous control systems that operate within

dedicated networks is evident in the proliferation of smart and IoT devices, which are

now more interconnected than ever before and utilized in various settings such as resi-

dential homes, factories, and critical infrastructure. These cutting-edge tools can enhance

efficiency and hasten the execution of tasks while also facilitating better oversight and

accessibility. However, the possibility of cyber, social, and physical attacks, programmatic

and human errors, as well as environmental uncertainties, presents significant challenges

that must be addressed [7].
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1.2. RESEARCH MOTIVATION

Traditional security analysis focuses on the threat, and vulnerability analysis, and

following that, risk assessment is limited to the cyber security scope [8]. Therefore, in

the research context, developing methods and techniques to calculate consequences for

incidents and avoid unwanted exposures were the central themes for a long time when the

usage and application of the Internet and cyber systems were not expanded to people´s

daily lives.

However, existing security and privacy approaches aim to address the security of em-

bedded systems, which becomes prohibitively difficult to adapt to those in highly complex

and interconnected systems such as CPSS. As a digital transformation, hyper-convergence

creates unintended getaways to vulnerability and attacks. In CPSS, considering human

characteristics and stochastic behavior, designing secure systems is a complex task. Hu-

man behavior has a high impact on the behavior of the system either in non-autonomous

systems or autonomous ones. For instance, social engineering, such as email phishing,

is one of the threats in CPSS that can trigger data sets and lead to enclosing sensitive

information, or disruption in the system’s performance.

The upcoming iteration of CPSS needs to be created with the capacity to operate

effectively in ambiguous and unforeseeable conditions, and in the long run, it should

possess the ability to bounce back from incidents and interruptions. The application of

cyber resilience strategies is necessary to enable systems to withstand and recover from

disruptive cyber incidents. This underscores the significance of assessing the resilience of

cyber systems, particularly CPSS, as a critical property. Although research has extensively

examined the security analysis needs of CPSS, few studies have offered solutions for cyber

resilience. Thus, it is crucial to comprehend the different attack types and detection

systems in order to develop appropriate defense and recovery plans for the system.

Another challenging issue for making CPSS resilient is the augmentation of the social

system, which makes these systems more vulnerable and increases the risk of cyber-

attacks. In this sense, an initial step is studying and understanding human behavior and

its interaction with other people in the context of social and even cyber-social systems. It

is hard, but to some degree, it is possible to find out the attack patterns by tracing and

learning from past and current events. Therefore, identifying each component of CPSS

and their interactions, besides cyber security analysis methodologies, provides strong

knowledge for designing cyber-resilient systems.

All the sources of resilience mentioned above can undermine the certainty with which

decisions are made during the defense and recovery phases. Given that the scope of a

resilience analysis can be quite extensive, this study focuses on discussing resilience in the

context of cyber security and how it can be adapted to the definition of cyber resilience.

I propose a framework for modeling and assessing the resilience of the CPSS based

on the phases defined in the NIST and MITRE report [9, 10]. The framework is used

to construct a graphical security model and security evaluator to automate the security

analysis of the CPSS. More specifically, the graphical security model is based on two

representations; an attack-defense tree to capture potential paths and mitigation, and the
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second one is Petri nets for performance evaluation of the system in each scenario. The

Petri nets will model the framework for evaluating the resilience of the CPSS.

1.3 Research Scope

Cyber security and cyber resilience are important issues which are along with recent

advancements and the popularity of information and communication technologies via

smartphones, smart transportation, and critical infrastructures. Although cyber security

is still a challenging and open issue, there is a significant increase in the studies in the

resilience realm in different systems during recent years [11].

Furthermore, cyber resilience in CPSS in addition to the operational level is also im-

portant at the design level. The goal in cyber-resilience evaluations is to ensure business

functions and missions are adequately run by "anticipate, withstand, recover from, and

evolve in the face of persistent, stealthy, and sophisticated attacks focused on the cyber

resources on which they depended" [12].

Considering the cyber-security approach for evaluating the resilience of CPSS, three

main goals of their security should be regarded as consist of; Confidentially, Integrity,

and Availability-the so-called CIA triad. Each of these criteria is measured by qualitative

and quantitative metrics, for instance, in available properties in a web service technical

point of view, queries per minute, and bits per second are two of the performance metrics.

Taking cyber-security metrics into an account, it is crucial to define the right meaning

of cyber resilience terms and distinguish the similarity and differences of resiliency in dif-

ferent domains. Accordingly, modeling CPSS threats, vulnerabilities as well as defenses,

their impacts on the CPSS, and defining an adaptable and scalable evaluation model for

cyber resiliency.

The most related aspects, which intersect to determine the scope of this research are

illustrated in Figure 1.1. It is noticeable that for analysis of resilience and security in

CPSS I need to have a deep look at works on CPSS. Among current models for evaluating

security in CPS and limited ones in CPSS, graphical analysis is vastly used. Tree-based

and graph-based analysis methods, which have been intensive to enumerate potential

attacks and possible loopholes or vulnerabilities to access and disrupt systems, are mostly

used for describing the attack paths and goals in systems.

Besides the strengths and advantages of tree-based methods to represent attack sce-

narios, they have some disadvantages. For example, one problem for Attack Tree is that

they are static and unable to adjust for dynamic systems. Another problem with AT and

Attack Graph is that they are not scalable, and also regarding the automatic generation of

the model, AT and AG [13] are not supportive. In this case, these models should be used

with other methods to overcome these problems.

However, ATs and AGs are useful (and I apply them) for security analysis and planning

resilience strategies, the initial step regarding system resiliency evaluation is to analyze

the systems’ behavior in the ’norm’ and compare it in ’distribution’ after attacks and
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Figure 1.1: This thesis scope

defense. Haimes [14] describes this evaluation as: "the behavior of the states of the

system, as a function of time, decision, exogenous and random variables, and inputs

enable modelers to describe, under uncertain conditions, its future behavior for any

given inputs (random or deterministic)."

As a result, enhancing system resilience is dependent on the ability of the selected

security analysis model to describe and predict attack paths, as well as display the effects

of defense tactics to ensure that the system’s security and performance meet mission

requirements. This subject gets more important when the model needs to adapt and

describes human behavior, for instance, in evaluating cyber resilience in CPSS which in

it, the social systems bring uncertainty and stochastic behavior for the system.

The objective of cyber resilience evaluation determines what is the proper model and

technique to be applied. In general, resilience approaches can be divided into design and

running time. In this thesis, I propose an adequate graphical model (Timed Coloured

Petri Nets (TCPN)) [15] that is placed in the design approach and is adaptable with most

security analysis graphical models. I study and research deeply on CPSS and design a

framework to evaluate the CPSS cyber resiliency.

1.4 Research problem and Hypothesis

Based on the identified research gap to model and evaluate cyber resiliency in a CPSS,

in this section, I outline research challenges that I address in this thesis. The primary

objective of this thesis is to provide a framework and graphical modeling for evaluat-

ing attacks impact, countermeasures, and recovery strategies in CPSS to enhance cyber

resiliency in these systems. The main reason for choosing CPSS in this thesis is their
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ever-increasing importance to interconnect heterogeneous components in application do-

mains like smart and humanized technologies and domains, where interoperability with

acceptable performance is essential. In this section, I outline the central hypothesis and

research questions.

1.4.1 Research Problem

The cyber and physical vulnerabilities provide some threats to the system. Reaching the

goal point of CPSS requires high confidence in system security, specifically cyber security

by providing efficient defense and countermeasure strategies. Also, putting people into

the loop brings more security challenges for CPSS that some of them are new and have

not been recognized in the CPS.

Cyber security and resiliency are new areas for researchers and there are still many is-

sues that should be addressed. Clear and well-defined taxonomy of threats, vulnerability,

attacks, detection, defense, and finally, cyber resilience is needed. As a result, defining a

suitable modeling method to measure and evaluate system performance in terms of cyber

resiliency is another difficult and critical issue to research.

However, cyber security has uncertain nature, there is not possible to secure sys-

tems with complete confidence in security. Therefore, the idea is to make systems more

resilient in any attacks (intentionally or not) and it seems by increasing cyber attacks,

resiliency will be one of the unavoidable requirements for designing and modeling CPSS

in the future. Proper models, designs, and evaluation methods for cyber resiliency in

CPSS are the main challenges among academic, industrial, and business researchers.

I was concerned with two major issues that should be addressed when modeling cyber

resilience in a CPSS. The first is about the definition of CPSS and how to describe it in

terms of integrating social systems into CPS and the role of humans in it. The human

role defines how people’s behavior affects systems and which characteristics must be

modeled and improved in order to have a resilient system. The second is concerned with

the appropriate model(s) capable of describing attacks, defenses, and the impact of their

occurrence on each other and the system.

1.4.2 Research Questions

In this section, I outline the primary research questions that I aim to address in this

thesis. Each of the research questions addresses a key challenge that I identified for this

research and individual aspects of the proposed solution. I validate the proposed solution

by evaluating the degree to which each question has been addressed in the proposed

solution (chapter. 7). In this regard, I should answer the following questions:

Research Question 1 (RQ1). How can I evaluate the CPSS performance after an intrusion
happens by a graphical model that shows attack impact as well as a countermeasure and recovery
strategies efficiency?
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The primary objective of this research question is the development of an appropriate

graphical model based on cyber resilience definition and theories and introduce a proper

model for evaluating the resilience of Cyber-Physical Social systems. In any modeling

approach, I need to know what the purpose is, and what I want to learn about the system

by making this model, what kind of properties I am going to be interested in investigating.

The purpose of this model will be to help system designers and security administrators

evaluate taken strategies to enhance the resilience of CPSS.

Research Question 2 (RQ2). How is our modeling approach adaptable to most used
graphical security analysis models?

The primary objective of this research question is to integrate cyber attack analysis,

countermeasures, and (recovery if exist) models into a uniform state-based model to mea-

sure/evaluate resiliency. I explore an approach that is adaptable with existing models that

can be interchanged if it is needed then administrators and system designers can predict

and prevent incidents in the systems and transfer knowledge to the systems. It means

I need to represent all the possibilities in a graphical model, which consists of attacks,

countermeasures, defenses, and detection components. The well-matched approach of-

fers a static analysis of attack and defenses. It can also, represent the performance of a

system in both normal and abnormal events.

Research Question 3 (RQ3). How well our modeling approach can model human behavior
as a main component of a CPSS that shows the impact of their decisions on the performance of
the system?

The primary objective of this research question is to examine human characteristics

and decisions in the social context and Human-Computer Interaction (HCI) and map

them into a graphical model. The point is that, in a CPSS, human behavior has an

important role to determine the performance and functionality of the system.

1.4.3 Hypothesis/Solutions

Central Hypothesis. If we use a uniform model that shows attack paths, their impacts on

the system, and system behavior in terms of response and defense mechanism regarding

the attacks, it helps to identify the best strategy to improve CPSS resilience.

Hypothesis 1. If we consider the resilience as a state of the system, then a language

model which is state-based and can model stochastic behaviors (attacker behavior), is

a proper tool to depict the behavior of the system. It is beneficial for comparing the

performance of the system in the norm and during-after incidents. System performance

and time are two main attributes that should consider in modeling system behavior in

the resilience framework.

Hypothesis 2. For answering this question, there are two hypotheses: 1. If the attack is

known for the system, we should model the behavior of an IDS regarding the attack, and

the behavior of the system is dependable. In this case, we need to show the interdepen-

dency of the system on the performance of other sub-systems such as an IDS.
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2. If the attack is unknown, the impact of the attack will be dependent on the human

behavior (attacker skills, motivation, the objective, and cost of the attack), so we need

to model the stochastic system performance in both situations whether the attack is

successful or not.

Hypothesis 3. If we use a graphical model that is able to model the uncertain behaviors,

we can classify and model the human decisions graphically and their impacts on the

behavior of the system.

1.5 Thesis Vision

Based on the identified research challenges in CPSS and making them resilient regarding

cyber attacks, I contribute to providing a survey to help full understanding of CPSS as

well as most vulnerabilities, threats, and attacks in a CPSS. I fulfill the seen gaps in

previous work to describe the social entity and system in the context of CPSS. I study

human behavior in the context of social science to understand the mental and cogitative

models.

I propose to model cyber resilience evaluation in a CPSS by Timed Coloured Petri

Nets (TCPN). The TCPN model is a behavioral analysis model in that I can assign time at-

tributes to performance analysis in the system. Also, this modeling approach is adaptable

with most graphical security analysis models such as Attack Defense Tree (ADT).

Moreover, I show how to map human behavior to a TCPN model in the context of CPSS

cyber security. To the best of our knowledge, this is the first attempt to model human

behavior in formal modeling languages such as TCPN. This brings us an opportunity

to apply the power of the PNs/TCPN to model the complex and stochastic behavior of

humans as well as its impact on the resiliency of the system.

Generally, in this thesis, I contribute in following items and descriptions of them

provided as well:

• Modeling cyber-attacks scenarios by Attack Trees in the Application layer of CPSS,

specifically in web-based services and translate it to Coloured-Petri nets,

• Modeling cyber-attacks impacts on CPSS by Timed Coloured Petri Nets to show the

behavior of the system in this stochastic situation, as well as intrusion detection

systems behavior,

• Model three phases of the cyber-resilience (avoidance or detect survival and recov-

ery) by Timed coloured-Petri nets,

• Considering social systems, bring the novelty of this proposal in the CPS area. The

security of society and humans is not modeled explicitly in the CPSS. In this case,

understanding the configuration of intrusion detection and defense systems is an

essential part of analyzing attacks and countermeasures.
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1. CPSS Taxonomy- (see chapter 4)

The first step in our validation methodology and one of our contributions is defining

CPSS taxonomy to categorize the CPSS aspects, domains, and facets. This categorization

helps to trace the impact of the specific threats of the systems and determine a proper

defense strategy for them. Although the CPSS term is relatively new its components of

that are the same as CPS addressing social systems as a full member of the system (not

the external or environmental parameters). As one of the contributions of this research,

I construct a comprehensive taxonomy of CPSS which covers the techniques, security,

safety, and privacy in a CPSS.

2. Cyber resilience concept map- (see chapter 2)

I present the result of a systematic review of current definitions and evaluation tech-

niques for cyber resilience which can be applied for CPSS. Analysis of resilience is im-

possible without first investigating security gaps and risk assessments. This work does

not introduce any new concepts or techniques, but it provides a complete map for under-

standing cyber resilience aspects and techniques. It is necessary to scan and monitor the

behavior of the system to find its vulnerability; indeed, detection attacks are part of the

Plan and Preparation in the resilience analysis.

Graphical methods, both state-space-based and non-state-space-based, are systemati-

cally reviewed in this research as a tool for analyzing attack vectors, surfaces, and their

impacts. Following that, I will discuss earlier works and methods used in cyber resiliency.

3. Introducing a set of rules and an approach for adapting CPN to GrSMs (see

chapter 5)

Following a model-based approach for evaluating resilience in the systems, I model

the behavior of the user (as a social component of the CPS), which impacts the behavior of

the system by CPN. By modeling the behavior of the system in the norm and exploiting

time in CPN, I can evaluate the performance of the system during recovery, and after

that, I can measure the resilience of the system. As the resilience is evaluated in 5 phases

(plan/ prevent, absorb, withstand, recovery, and adapt), using the framework, I can

find potential attack scenarios in the CPSS, analyze the resilience of the CPSS through Ill-

defined resilience metrics, and evaluate the performance of the system regarding different

defense strategies, response systems, intrusion detection systems.

4. Applying ADT to model attack paths and defense system

Modeling cyber attacks scenarios by attack trees on the application layer of a CPSS,

specifically in Ib-based services and translating it to Coloured-Petri nets:

The proposed framework is produced by paying attention to the resilience framework

provided by NIST. In this regard, I propose to understand and plan for a cyber-attack,

then respond and defend the system, and validate the plan by GrSMs, which I use ACT

(Attack countermeasure Tree). To analyze the interaction and dependability of the perfor-

mance of the target system with the mentioned system, I need to translate the GrSMs to

PNs/CPNs. I improve the current translation rules and model the system regarding the

possible scenarios and attack paths.
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5. Introduce an approach for modeling

Modeling cyber-attacks impact on CPSS by Coloured-Petri nets to show the behavior

of the system in this stochastic situation, as well as Intrusion detection systems limited

to Phishing, Social Engineering, and DoS: Evaluating absorb, I model the IDS behavior

and evaluate their performance based on the true detection so-called Accuracy in section

7. The result and performance of the response system consider the withstand phase.

Evaluating resilience, I evaluate the performance of the CPSS based on the related metrics.

For example, in web-based services, the response time, QoS (failed requests, accuracy),

which generally I refer to availability, will be measured as well as the recovery time from

a technical point of view.

6. Model humans behaviors- (see chapter 4 and chapter 7)

Considering social systems, bring the novelty of this proposal to the CPS area, in

which I will show how society as a network of human behavior impacts the resilience of

systems. (in terms of sabotaging security or protesting systems) As the SoA is studied,

the security of society and humans is not modeled explicitly in the CPS, which is inte-

grated with social systems. In this case, understanding the configuration of CPSS is an

essential part of analyzing attacks and countermeasures. This part includes modeling

the interaction of human behavior (as one of the social components in a CPSS) with the

system in which I depict it by CPN and evaluating the trade-off between each part’s goals,

the steady-state analysis in the reachability graph will be used.

To restrict the variables in the study, first of all, our focus is on the application layer

of CPSS with an analytical approach.

1.6 Adopted Research Method

The research is structured according to the classical research methodology that consists

of main seven phases of the work plan as follows: 1. Identify and formulate the prob-

lem/questions, 2. Background and state of the art, 3. Formulate hypotheses 4. Design

Experiment, 5.Test hypothesis/data collection; 6. Data analysis, 7. Publish findings. All

the phases are shown in Figure. 1.2. This research methodology is adapted from the

Research Methodology course presented by Prof. Camarinha -Matos [16]. These steps

can be organized according to the following phases:

• Phase 1: Identify the problem/question [Jun 2017- Jun 2018]

For this phase, I did a systematic mapping study, which means a board review

of primary studies in a specific topic area that aims to identify what evidence is

available on the topic. After a preliminary literature observation, needed motivation

is found, a proper problem is identified, and the research question is formulated;

• Phase 2: Background/State of the Art [July 2018- Jun 2021]

The stage of the literature review was devoted to background studying of cyberse-

curity, cyber-physical, social systems, machine learning, and Petri nets, which did

10
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Figure 1.2: Adapted Research Methodology

in systematic literature review methodology;

• Phase 3: Formulate hypothesis [Jun 2019-Dec 2019]

After analysis of the current state of the art, main open problems in the area, and

definition of the research question, the hypothesis was formulated;

• Phase 4: Design Experiment [Jan 2020-Feb 2021]

This phase can be divided into four steps:

1. Development of an attack model detect attack to identify the vulnerability of

the system, attack vectors, and a set of actions that will prevent or mitigate the

attacker’s goals;

2. Setting software to extract attack data and events;

3. Identifying the feature of the attacks; and

4. Developing a model to find the attackers’ patterns, and attributes and assign

proper defense.

• Phase 5: Test hypothesis/collect data [May 2020- Feb 2022]

11
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-Validation of the designed model and concepts for the use cases based on the legacy

of data, and test data. The model is applied in validation scenarios.

-Design of validation scenario based on the use cases.

-Implementation of the designed model;

• Phase 6: Interpret and analysis data [Jan2021-Jan 2022]

-Analysis and evaluation of the model, methodology, and proposed tools in the

context of cyber resilience; and

• Phase 7. Publish findings [Jan 018-Jun 2022]

- The continuing findings of the work are published/submitted in high-ranked con-

ferences and journals indexed in recognized organizations such as Web of Science,

Scopus, etc.

- A survey of the SoA in this document is published as a review paper.

- The main deliverable of this research work with combining all findings and that

final conclusion.

1.7 Dissertation Outline

The structural organization of the thesis is illustrated in Figure 1.3. In the remainder of

this section, I provide an overview of the contribution of each chapter.

Chapter 2 presents the research background and related definitions and concepts that

I use throughout this thesis. I explain some of the fundamental concepts that provide

background details before the discussion of the thesis contribution. In this chapter, I focus

on the cyber resilient definitions, the role of models in designing and evaluating cyber

resiliency of systems, and critically review the state-of-the-art of existing techniques.

Chapter 3 presents a detailed comparison of the related work according to the cyber

security graphical modeling as well as Petri nets (PNs) classes that have been applied in

cyber security analysis(GrSMs). In this chapter, the possibility of translation from GrSMs

to PNs is studied.

Chapter 4 provides a uniform definition for the CPSS based on a comprehensive and

systematic review of CPSS. In this chapter, A CPSS taxonomy is proposed which helps to

understand our position in designing a model to evaluate cyber resilience in CPSS. The

results in this chapter provide helped us to answer research question RQ3.

Chapter 5 proposes a set of rules to translate GrSMs to CPN which can be used in

reverse as well. In this chapter, I first review the state-of-the-art of translation reason-

ing techniques and mechanisms, then propose and explain the rules. This chapter also

presents experimental evaluations of the framework. The results in this chapter provide

an answer to research question RQ2.

Chapter 6 describes in detail the framework, design, implementation, and experi-

mental result of the isolated lab and data collection according to test the validity of the
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hypothesis. In this chapter, all the scenarios regarding the cyber attack, defense, absorb,

and recovery phases in cyber resilience are explained.

Chapter 7 shows how the three phases of cyber resilience are integrated into a CPN

model to enable the evaluation of each component of the system performance under a

cyber attack situation. To conduct this research, I followed the guidelines of the action

research methodology (Chapter 1) which provides a rigorous set of steps focused on

planning (Chapter 2, Chapter 3) and conducting the research (Chapter 4, Chapter 5,

Chapter 6) along with the evaluations of the research results (Chapter 7). Therefore, in

this chapter, in summary, I show the validity of the research hypothesis. The results in

this chapter provide an answer to research question RQ1.

Chapter 8 concludes our research contribution in the context of research gaps iden-

tified in Section. In this chapter, I review the contribution once again. I also discuss

limitations, threats to validity, and the potential for future research.

Appendix A presents the design of the isolated lab used in Chapter 6.

1.8 Chapter Summary

This chapter provides the research motivation based on a brief overview of existing re-

search and its limitations. Based on the identified research challenges, I outlined the

central hypothesis that allowed us to identify the research questions. The role of individ-

ual research questions is vital in highlighting the solution requirements. I highlighted

the adoption of a customized research methodology to plan, conduct the research, evalu-

ate the developed artifacts and reflect on the research implications. I also specified our

research claims, which become the main criteria for evaluating the approach. Finally, I

provided an overview of the organization of the thesis. The chapter provides a foundation

to present the results of our literature review and provides an overview of the proposed

solution. A summary of the objectives and the outcome for the individual chapters in

this thesis is presented in Figure. 1.3 which allows us to discuss the research positioning,

contributions, and evaluation in subsequent chapters.
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Figure 1.3: Dissertation Organization
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2

Cyber Resilience in Cyber-Physical

Social Systems

Intelligence is the ability to adapt to change.

Stephen Hawking (1942–2018)

2.1 Introduction

The most prominent research areas that have affected this thesis are "cyber security",

"cyber resilience", "graphical analytic models", and "cyber-physical social systems". There

are numerous study groups within each discipline, each of which focuses on particular

facets of that field. The overarching themes of this thesis are cyber security and cyber

resiliency. The graphical analysis models such as Attack Tree (AT) and Coloured Petri

Nets (CPN) are closely related techniques to model and evaluate cyber security and cyber

resilience in the system of interest. CPN modeling is chosen to be investigated, tailored,

and designed for adaptation modeling to evaluate cyber resiliency in CPSS. In this thesis,

the key domain to which I apply my solution framework in order to enable the design of

and evaluate cyber resiliency is the CPSS. Considering that CPSS are a new paradigm, it

is broadly discussed in Chapter 4. In this chapter, I will provide a proper definition of

cyber resilience in a CPSS, its concept map to propose the evaluation methodology, and

the relative metrics.

2.1.1 State of the Art

The relationship of each entity in the CPSS by emphasizing human factor incorporation

which is tightly integrated with physical and cyber elements differs from traditional CPS.

To the authors’ best knowledge, a literature review that analyzes different approaches

in designing and developing services in CPSS and associated taxonomy has not yet been

conducted. Although several studies and reviews have focused on the design of CPSS,

there are still some interesting and relevant problems to be addressed.
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The primary challenge in designing a CPSS is the manner in which physical, social,

and hardware can be efficiently integrated and described in real systems [17, 18]. In

the CPSS, both physical and social sensor networks are connected to their physical and

social operating systems respectively. They communicate and be controlled through cy-

ber systems alike the CPS. Subsequently, physical and social systems based on their

applications can be mapped equivalently to their cyber systems which form the idea of

a platform-based approach for system-level designing in CPSS. Taking into account the

heterogeneous networks and social components of the CPSS, system-level designing is

one of the solutions to overcome the complexity of designing the CPSS. Based on these

ideas, Zeng et al. [17] proposed a system-level design methodology called “Hyperspace

Space Flow”. The proposed methodology comes with three components. The function

specification is considered in the Intermediate Representation Model (IRM), and the con-

trol flow is modeled by hierarchical Petri nets (upper Petri Net models that are refined

by bottom Petri Net models), which model the states and events of the physical and so-

cial components. A drawback of this methodology is considering the social system for

one user which is not what social entity means in the CPSS. In another work by Zeng

et al., [19], the same system-level design framework was proposed but for fulfilling a

functional specification requirement of a CPSS including energy consumption, user sat-

isfaction, and security focusing on confidentially as well as corresponding constraints.

They leveraged Dynamic Voltage and Frequency Scaling (DVFS) to reduce energy con-

sumption and solve several issues, including reliability and user satisfaction. They have

used the Multi-Objective Combination Optimization Problem (MOCOP) methodology

and a genetic algorithm to find an optimal solution for the three objectives of their work.

In another work by Pasandideh et al. [20], controlling traffic lights as CPSS is modeled

using a web interface tool called IOPT-Tools [21]. In this work, human (social informa-

tion) plays the role of information resources for the system. In this model, Petri nets are

used to model the IRM to control the physical and social flow.

As a matter of fact, the integration of social systems and relationships with other

systems brings more challenges to CPSS in terms of modeling and designing. Wang [22]

perfectly mentioned this issue and was in an option that new science is needed for social

studies. The social systems need to be studied from a new multidisciplinary approach

involving the physical, social, and cognitive sciences integration with the cyber world.

He reckoned that Artificial Intelligence (AI)- based systems will be key to any successful

construction and deployment of the CPSS. He proposed adopting a traditional three-

stage model including modeling, analysis, and control. He called his new model ACP,

which is one of the pillars of CPSS applications and models. The ACP approach stands

for artificial societies for modeling, computational experiments for analysis, and parallel

execution for control. Artificial societies include agents, environments, and rules for

interactions for describing and modeling the system, Computational experiments, which

are an extension of computer simulation techniques to evaluate a system, and Parallel

Systems, by comparison, evaluation, and interaction of artificial systems to control and
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manage a complex system. The introduced approach can solve the complexity of CPSS,

and the core of the approach is based on data and knowledge discovery. Current advanced

and smart technologies, such as cloud computing, big data analysis, and high-throughput

communication, are in line with the ACP approach.

The efficient interaction of the resources of both physical devices and humans in a

CPSS as a self-organization system was formulated by Smirnov et al. [23, 24] in a context

ontology inspired by Zimmerman et al. [25]. The context consists of information; indi-

viduality, activity, location, time, and relations. Information is captured from the agent’s

environment and the results of its activity, the individual defines the entity by properties

and attributes; activity is related to the allocated tasks to the entities in the community

that define events and vice-versa; location and time provide the spatiotemporal infor-

mation about the respective entity, and finally, the relations category depicts possible

relations between one entity and others [26]. The well-defined definition and interaction

of entities (especially social entities) and the multi-agent approach in this ontology can be

considered an important reference for understanding the CPSS and designing convenient

models, and development services in the CPSS ecosystem.

The data-fusion framework is another challenging issue when considering the hetero-

geneous nature of CPSS. Wang [27] proposed a tensor-based Cyber-Physical-Social big

data framework with seven layers for CPSS design to overcome the lack of a uniform data

fusion model in CPSS. The tensor-based framework layers 1 to 7 consist of:

• Data source (“Tri-Spaces”: Cyber, Physical, and Social);

• Perception layer (which is divided into “Hard sensors”: physical devices and “Soft

sensors”: networked sources like a social network);

• Data representation;

• Fusion layer (which uses Tensor-based Uniform Fusion (TUF) model);

• Data processing/mining by applying Tensor Decomposition algorithm (TD);

• Rule layer by introducing Eigentensor;

• and the last layer is the Application layer.

The architecture consists of four modules, namely Inter-Sensing Module (ISM), Data

Fusion Module (DFM), Rules Module (RM), and Application Module (AM).

From the CPSS framework point of view, Guo [28] presented a D-CPSS (which stands

for data-driven CPSS) framework for designing and deploying CPSS applications and

services considering a four-layer architecture, namely resource management, cooperative

sensing, data processing, and data analysis. Each of these layers has different functional-

ity. In this cross-data fusion framework resource management and cooperative sensing,

the layers correspond to data collection but the data processing task is covered by data
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processing and data analysis. This framework provides an initial step for researchers

to understand data mostly in the context of urban management and can be helpful in

designing and applying a proper data management system for CPSS domains.

A CPSS is a concept that is defined from a different point of view, such as multi-

agent systems, or multilevel systems. The manner in which I describe and define CPSS

components and the relationships among them can change the system model. Different

categories of these approaches are provided in Table 2.1.

Table 2.1: Proposed CPSS Models and Frameworks

Approach
Data
driven

Tensor
Based

Event
Driven

Model
Based

Platform
Based

Multi-level [27, 29] [27]
System-level [20, 23, 30] [17, 19]
Multi-Agent [31] [27] [26]
Upper-level
Ontology

[24] [23, 30] [26]

In all of these conceptual models, the computation mechanism is not well remarked.

Sheth, Anantharam & Henso in 2013 [32] introduced Physical-Cyber-Social (PSC) com-

puting as a relatively novel and strong emerging paradigm to support and formulate

CPSS. It supports the Computing for Human Experience (CHE) vision by involving obser-

vation, experiences, background, knowledge, and perceptions. It encompasses a holistic

treatment of data, information, and knowledge from PSC worlds to integrate, correlate,

interpret, and provide contextually relevant abstractions to humans.

One of the issues in real-time and big data computation in CPSS is redundancy. This

might occur with historical and periodic incoming data, for which Wang[38] proposed a

Distributed column-wise High-Order Singular Value Decomposition (DHOSVD) and In-

cremental HOSVD (IHOSVD) algorithm to perceive dimensionality reduction, extraction,

and noise reduction for tensor-represented supporting online computation on temporally

incremental data streaming big data. Processing massive CPSS data is a considerable

issue. The k-nearest neighborhood (KNN) as one of the widely-used clustering machine

learning techniques for processing massive amounts of data has gotten attention [33].

Nevertheless, they have limited storage capacity and computational power. In this re-

gard, Zhang [34] proposed a Distributed storage and computation k-Nearest Neighbor

algorithm (D-kNN). Their experimental results showed that this algorithm can be easily

and flexibly deployed in a cloud-edge computing environment to process big datasets in

CPSS.

2.2 Cyber-Resilience Definition

Resilience is a broad term that is applied differently in each discipline to achieve a specific

goal. The method for defining a system’s restoring force defines its characteristics, metrics,
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measurements, and evaluation methods. In fact, the cyber resilience discipline is more

focused on the performance of the system under and after intrusion /distribution and

has its own idiosyncrasies that be conquered.

One of the ways that may be taken in this area is to comprehend and categorize cyber-

attacks according to the impact that they have on the overall performance of the systems

as well as their collective behavior and characteristics. However, there are a variety

of semantics and graphical models that may be used to evaluate cyber attacks. These

models were not developed to display the dynamic state of systems, nor are they relevant

for automatic detection and protection in the event of a cyber attack. The interconnection

of different resilience phases is something that is poorly reflected in a lot of different

frameworks. This indicates that the performance of the system and the value it provides

in each phase can be altered by the phase that came before it. For instance, findings from

the recuperation phase aid to enable a stronger planning and avoidance phase, which

ultimately leads to improved performance in the absorb phase.

2.2.1 Background

Concerning cyber-attacks, depending on the system’s configuration, different vectors can

be used to intrude on physical, and cyber systems as well as people and social systems.

An individual or a combination of methods can also be utilized to plague human factors

in the business process. Nevertheless, human roles and behavior are not fully understood

or explicit in the analysis. For instance, situational awareness can be devalued through a

DoS attack [35]. Therefore, system resilience modeling and evaluation of complex, large-

scale systems such as CPSS have recently attracted the attention of practitioners and

researchers. The term resilience is interpreted in various ways in different applications

and domains.

Resilience in the Merriam-Webster dictionary means the capability of a strained body

to recover its size and shape after deformation caused especially by comparative stress

and also an ability to recover from or adjust easily to misfortune or change. To the word

meaning and many other definitions provided for resilience in different systems such as

social, physical, and cyber, the focus of this study is on cyber resilience.

The first definition of resilience that has been considered in research is about un-

derstanding the differences in the stability of systems such as equilibrium ecosystems,

societies, and organizations. Then, how the dynamic system behaves when exposed to

stress and out of this equilibrium [36].

In a document provided by the MITRE corporation [9] in 2011 as, one of the complete

references for the resilience framework, they gathered the definition of cyber resilience as

well as its characteristics from DARPA, ENISA, DHS, etc. MITRE defines cyber resilience

as "The ability of a nation, organization, or mission or business process to anticipate, with-

stand, recover from, and evolve to improve capabilities in the face of, adverse conditions,

stresses, or attacks on the supporting cyber resources it needs to function” [37].
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The ability to avoid, survive, recover after a disruption, and return to desired per-

formance. Based on the Sheard in INCOSE definition, disruption is ’the initiating event

of a reduction in performance that can be sudden or a sustained event’ [38]. The US

Department of Homeland Security (DHS) defines the terms risk as the ’Potential for an

unwanted outcome resulting from an incident, event, or occurrence is determined by

its like hood and associated consequences’ and resilience as the ’ability to resist, absorb,

recover from or successfully adapt to advisory or a change in conditions. Resilience is

considered a time-based variable [39].

In other words, resiliency refers to the system’s ability to recover or regenerate its

performance to a sufficient level. An expected impact produces a degradation of its

performance [40]. According to the proposed definition of resiliency by the National

Academy of Science (NAS) resilience in all type of systems have a set of key features. The

common features include critical functions (services), thresholds, cross-scale (both space

and time) interactions, and memory and adaptive management [41]. I used two figures

to illustrate the concept: one to show the cycle, description, and characteristics of each

phase, and the other to show the system performance 2.3 during each phase. 2.1.

Figure 2.1: Cyber Resilience Phases

2.3 Cyber Resilience in CPSS: Cyber-Security Approach

In the CPSS, to consider a social system as an internal component of the system, I need

to define a tailored definition and measurements for assessing cyber resilience in this

system. By defining social computing formed CPSS that considers the social and human

role as a component of this system that is not an external element in the environment.
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This term brings the scalability challenge to analyze the resiliency of the systems, which

is not studied enough to find out attacks and vulnerabilities of the systems. In this work,

this aspect of these systems will be studied in terms of cyber security. Mostly like CPSs,

considering the dependency characteristic of these systems can be evaluated for their

security, but attack vectors, types, and their impact in CPSS can be different from CPSs.

In this work, this plausibility will be considered entirely. To solve this problem, there are

some resilience metrics to measure and analyze in CPSs that even they are not very clear.

One of the objectives of resiliency is minimizing the time of recovery by considering three

main security metrics for data: Confidentially, Integrity, and Availability. Another step in

this work is determining these metrics in CPSS by three scenarios in the application layer.

To restrict the variables in the study, first of all, our focus is on the application layer of

CPSS with an analytical approach.

2.3.1 Approaches and Assessment Methods

In developing systems, beyond security, they are examined to be intrusion resilient, which

means the ability of the system to continue to perform its intended function despite par-

tially successful attacks [42]. Proper and capable attack analysis methods and tools are

crucial to the quick detection of cyber-attacks to minimize the attack’s impact on the nor-

mal performance of the system [43]. The main question is how to enhance the resilience

of the systems. To answer this question, NIST, MITRE, and ENISA have published docu-

ments that describe the framework and definition of cyber resilience, and also, there are

some works on analysis resilience in CPS and computer networks

Hosseini [11], Kott & Linkov [44] have provided a proper overview study on resilience

and their assessment methods in multi-domains. In one study by Khan [45], besides

the overview of a different definition of resilience, they have worked on computer and

network resilience by focusing on “change” in systems as a key aspect of resilience that

can be in system’s structure or parameters from a dependency point of view. They ana-

lyze resilience from different dependability attributes such as; Survivable, Performance,

and Availability in telephone switching systems with Continuous-Time Markov chain

(CTMC).

Paridari et al. [46] consider the resilience from the control point of view in indus-

trial control systems into two Lower layers and the Supervisory layer. Their proposed

framework for attack-resilient is for the supervisory layer, which means that the resilience

policies for attack/fault detection, isolation, and controller reconfiguration. For attack

detection, the Security Information Analysis (SIA) tool is used. In another work done

by Imtiaz Kahn et al. cyber-resilience is modeled, measured, and verified in the com-

puter network realm. They proposed a framework for resilience engineering called the

“Cyber Resilience Engineering Framework (CREF).” In this work for network resilience,

three metrics are introduced: Proactive, Resisted, and Reactive. Their measuring method

is categorized into Nominal resilience, Tolerance threshold, and Resilience evaluation
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graph, which represent the expected resiliency of security properties, the lower bound

that defines the tolerance margin for the resiliency of security properties, and index how

much a network system model is resilient regarding attacks or properties, respectively.

Scalability for evaluating and modeling resilience in the systems is a challenging is-

sue, especially in CPSS, with their homogeneous and complex nature. Respectfully to

this issue, Kanniche et al. [47] have summarized the techniques for modeling resilience

from a model-based dependability point of view, and they applied it to web services and

General Pocket Radio Service (GPRS). They suggested state-based models as one proper

candidate that is able to take to account the stochastic and homogeneous character of the

systems. These models, like the Markov chain, have a scalability problem. So other tech-

niques such as largeness avoidance and largeness tolerance are mentioned in their work.

They work with a combination of two dependability modeling and evaluation Markov

chain and stochastic Petri nets. Their model for web service availability is hierarchical in

resource, service, function, and user level. A graphical model that is the extension of the

attack tree called Challenge Countermeasure Tree (CCT) is used in resilience design in

Distributed Denial of Service (DDoS) attacks in a web server by Natouri et al. [48]. An-

other work by Zonouz et al. [49] proposes a new approach to automated response called

response and recovery engine (RRE), which is based on game theory and applies an attack

response tree in network security. Talking about the resilience of the system’s architec-

ture, Pradhan et al. [50] have proposed a novel design-time reliability analysis tool and

also run-time dynamic reconfiguration infrastructure that support autonomous resilience

via transition points computed at runtime by using encoded configuration space. They

also used Coloured- Petri nets for analysis of the behavior of the system, and they applied

their model in a mobile cyber-physical platform of fractioned spacecraft. There are some

factors to determine Key Performance Indicator (KPI) for cyber resilience based on ENISA

documents [51]. A KPI refers to a critical criterion for measuring the performance of the

objective of the system. The key notion for cyber resilience is the collaboration between

the sector and the later development of cybersecurity capabilities in the joint section.

Raising awareness is also part of this key objective [51].

As described in the previous sections and Cardenas, et al [52] discuss, there is no solid

rule for successful attacks, in this case, it is important to detect and respond to attacks

specified in CPSS. These attacks mostly are not detectable from the IT side, especially

when human or social components bring a new challenge in resilience management in

the system. Resilience is a property of the entire system and should be assessed accord-

ingly, not focusing on one operational domain such as physical, social, and so on, but on

interconnection among the whole component of the system, which is called cross-domain

characteristics.

Two primary approaches for assessing resilience (or resiliency) are introduced in [44]

as Metric-based and model-based; also, it is possible to use a combination of these two. In

figure 2.2, I can see that model-based approaches use a system configuration model and

scenario analysis to measure resilience and mostly is practical for the prediction of the
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state of the system too. By this description, the models or graph analysis that are state-

based are proper choices for modeling resilience in CPSS. On the other hand, a metric-

based considers the performance of the system (by specific function, or component). In

this case, it is important to know in which context I need to assess the performance by

paying attention to the mission of the system, sources, thresholds, and expected level of

performance to measure the recovery performance. In this work, I use both approaches

to measure resilience in the CPSS. In this work, metrics include Mean Time to Recovery

(MTTR), Mean Time to Respond (MTTR), and Quality of Service (at user level: number

of failed packets, from the security point of view: availability, function level: the failed

host nodes).

Figure 2.2: Resilience Assessment techniques [44]

2.3.2 CPSS Cyber-Resilience Analysis

Metrics for analysis performance in the CPSS are complex and require a multi-attribute

utility function, and when considering the resilience of the systems, the choice of the

metrics should be described and documented explicitly[45]. Linkov et al., [44] combined
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resilience definitions from NAS and Network-Centric Warfare (NCW) about disaster re-

silience to provide a matrix of resilience metrics in four operational domains; Physical,

Cognitive, Social, and Information considering four stages of resilience. They consider

the homogenous nature of cyber systems and their metrics are interdependent. This work

does not answer the question of how resilience emerges from systematic interaction.

Another confusion about the resilience concept is “robustness,” which means the

degree to which a system can withstand an unexpected or unexpected external or internal

disruptive event without degradation in the system’s performance. While resilience is the

ability of the system to recover i ts performance after an unexpected event impact on the

system [53].

The social decision-making component examines how people’s preferences are chang-

ing due to disruption-induced stresses. It involves a series of laboratory experiments on

how stress alters social preferences, and how social and cultural identities shape those

changes. The goal is to gain insights into changes in preferences and behavior when

stress is induced by crisis and duress[88]. For instance, taking social media into account,

Meier discussed that by ‘providing norms, information, and trust, denser social networks

implement a faster recovery’ [36]. Regarding measuring resiliency, there is no unique

indicator and it is defined differently in different systems and the objective of resilience in

that system. Resilience is about estimating the maximum intensity of an absorbable force

(E max) without perturbing the system’s functions [54]. Security and resilience metrics

have some differences and common features. In resilience metrics, both physical system

and human metrics are needed. Performance analysis includes the response time to task

A, cost of execution of task A by unit U, usage of the server’s CPU: utilization of unit

U, Transition time or time for a specific web request: Response time to task T, Apedex

(Application Performance inDEX): User satisfaction or QoS, Percentage of leakage of

credential information: Confidentially, Error rate, Uptime for Service Level Agreement

(SLA): Availability.

It is essential to remind that resilience is not about risk management. In CPSS re-

silience metrics, mental space features should be determined beside other CPS resilience

metrics. In this case, it can numerate observations, experiences, background knowledge

(skills), society, culture, and perceptions (human intelligence and social organization:

communities) [55].

In this work, I followed the MITRE cyber resilience framework and engineering. They

have provided different techniques for different phases of the resiliency of a system. I

adopted their proposal for a CPSS and specifically in cyberspace. In Table 2.2 the sum-

mary of cyber resilience characterization is provided. The phase and features follow the

NAS definitions [41] and the objectives and techniques are given from MITRE cyber

resilience engineering framework [56].

The designed system is monitored and analyzed in the plan, absorb, and recovery

phases. However, the objectives are to understand, prevent and continue the functionality

of the system. The chosen techniques are adaptive response and analytic monitoring.

24



2.3. CYBER RESILIENCE IN CPSS: CYBER-SECURITY APPROACH

Ta
bl

e
2.

2:
C

yb
er

re
si

li
en

ce
p

ha
se

s,
go

al
s,

fe
at

u
re

s,
ob

je
ct

iv
es

,a
nd

te
ch

ni
qu

es
-

in
sp

ir
ed

by
[5

6]

O
b

je
ct

iv
es

P
h

as
es

Fe
at

u
re

s
G

oa
ls

U
nd

er
st

an
d

P
re

p
ar

e
P

re
ve

nt
C

on
ti

nu
e

C
on

st
ra

in
R

ec
on

st
it

u
te

Tr
an

sf
or

m
R

e-
A

rc
hi

te
ct

P
la

n
C

ri
ti

ca
lf

u
nc

ti
on

s
(S

er
vi

ce
s)

A
nt

ic
ip

at
e

x
x

x

A
bs

or
b

T
hr

es
ho

ld
s

W
it

hs
ta

nd
x

x
x

R
ec

ov
er

T
im

e
(a

nd
sc

al
e)

R
ec

ov
er

x
x

x

A
d

ap
t

M
em

or
y

/A
d

ap
ti

ve
m

an
ag

em
en

t
E

vo
lv

e
x

x
x

Te
ch

n
iq

u
es

re
la

te
d

to
th

e
ob

je
ct

iv
es

A
d

ap
ti

ve
re

sp
on

se
(A

R
)

x
x

A
na

ly
ti

c
M

on
it

or
in

g
x

x
x

x
C

oo
rd

in
at

ed
D

ef
en

se
x

x
x

x
D

ec
ep

ti
on

x
x

D
iv

er
si

ty
x

D
yn

am
ic

Po
si

ti
on

in
g

x
x

x
D

yn
am

ic
R

ep
re

se
nt

at
io

n
x

x
x

x
N

on
-P

er
si

st
en

ce
x

x
P

ri
vi

le
ge

R
es

tr
ic

ti
on

x
x

R
ea

li
gn

m
en

t
x

R
ed

u
nd

an
cy

x
x

Se
gm

en
ta

ti
on

/
Is

ol
at

io
n

x
Su

bs
ta

nt
ia

te
d

In
te

gr
it

y
x

x
x

U
np

re
d

ic
ta

bi
li

ty
x

x
x

25



CHAPTER 2. CYBER RESILIENCE IN CYBER-PHYSICAL SOCIAL SYSTEMS

Considering the system´s performance, the behavior of a system in the event of an

accident can follow one of three patterns; Collapsing, Ductile, and Robust. how the sys-

tem behaves depends on many factors which in CPSS is more uncertain and complicated

to predict. In a CPSS it is needed to take mental space and social system behavior in the

response and recovery phase, also, the capacity is different. In this work, I interfere with

human decisions and reactions in the phase of the response and before the incident.

In Figure 2.3 the system behavior in different phases of resilience situation is shown.

As it is shown in Figure 2.3, both events incident and recovery during the resilience phase

are temporal and are not one-step events [57, 58].

Figure 2.3: System behavior [57, 58]

2.3.3 Cyber Resilience Concept Map

The NAS identifies four stages of the event management cycle that a system needs to

maintain to be resilient as shown in Figure. 2.1 based on our idea, resilience is not a liner

stage, but it is a cycle, and temporal which needs to describe it as a cycle, in this definition

I adopt it based on security criteria (CIA Triad) in CPS.

Four stages of resilience in CPSS with security approach: Making a plan and preparing

the system aims to reduce potential damage, and it needs an adequate threat model and

scenario. One of the most used and practical methods that many researchers have worked

on is graphical security models like non-state space-based models: Attack Tree/Graphs,

stochastic and state-space models: Stochastic Petri nets, checking models which can
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use mostly for attack analysis. These models will explain in the following sections as

well. However, resilience is firmly connected to the time and performance of the system

in the recovery phase; understanding the vulnerabilities and threats in a system is the

initial phase. Among the studies on resilience metrics and evaluation and also solution,

the is the most focused on the two first stages, plan and absorb, and there is a lack of

attention to the stages of recovery that is a part of the goal of resilient systems. According

to the definition of resilience in the systems and by critical infrastructure approach,

the National Infrastructure Advisory Council considered three main components for

resilience systems: Robustness, Resourcefulness, and Rapid recovery.

To consider the stages and phases of cyber resilience, a comprehensive analysis of

threats, defenses, and their impact on systems is necessary. To facilitate a more effective

evaluation of our work, I created a conceptual map of cyber resilience by referring to stan-

dard frameworks and references. This map provides a visual representation of the various

elements and relationships involved in the process of achieving cyber resilience. [59][60].

This concept map is illustrated in Figure 2.4.

2.4 Chapter Summary

The objective of a cyber-attack is to compromise the integrity or authenticity of data or

information, as noted by Bodeau [9]. Since attackers’ behavior is not predictable, and

it is impossible to create entirely secure systems, a combination of deterministic (non-

deterministic) and stochastic methods is necessary to assess the performance of systems

under attack. In this chapter, I have highlighted various methodologies and approaches to

cyber resilience that have been employed in recent research. For our thesis, I have opted

for model-based methodologies and a behavioral modeling approach. After researching

the literature, I have selected the hybrid technique (Process Model-based and individual

metric from metric-based) for measuring cyber resilience.
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Figure 2.4: Cyber Resilience in CPSS Concept Map
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3

Cyber-Security Analysis : CPN and

GrSMs Representation and

compatibility

Research is to see what everybody else has seen, and to
think what nobody else has thought.

Albert Szent Györgyi (1893–1986)

3.1 Introduction

Ensuring the security of systems against attacks or unauthorized access is crucial for both

academic and industrial research in the field of cybersecurity. This is particularly true

for cyber-physical social systems (CPSS), which are vulnerable to a wide range of cyber

attacks on a daily basis, exploiting various system vulnerabilities. Cyber systems are

integral to the success of a wide number of corporate endeavors, as well as those in a

variety of other sectors, including network communications, social life, and the lives of

individual people. Conversely, insecure networked systems have the potential to cause

sensitive information to be interrupted, leaked, or led to online fraud or attacks. Denial

of service attacks, theft of intellectual property, breaches of credit card data, threats

to national security, and problems with health care are only some of the widespread

consequences of cyber attacks. Attacks on CPSS can take many forms, ranging from those

directed at the system level to those directed at the network level and application level.

[61] and target physical (e.g. CIs), cyber(e.g. information) and social assets (e.g. people).

The knowledge of existing vulnerabilities, and attack mechanisms together with mod-

eling the behavior of cyber attackers assist security analysts to apply more efficient de-

fense methodologies and mitigation strategies to secure a CPSS [62]. Security analysis

models may provide information about threat analysis, anomaly detection, mitigation

strategies impacts, risk assessments, etc, However, models for security analysis must

describe how and where security breaches occur; they must describe attacks’ behaviors

impact on a system as well as defense and mitigation actions from incident response
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mechanisms. In addition, it is important that the model is able to be robust and carry on

environmental and informational changes.

Among current models for evaluating cyber security, state-based and non-state-based

graphical analyses are used vastly and successfully. Graphical Security Models (GrSMs)

refer to conceptual models with tree-based or graph-based analysis methods, which have

been intensive to enumerate potential attacks and possible loopholes or vulnerabilities to

access and disrupt systems. GrSMs and other graphical representations tackle questions

such as: How do cyber-attacks impact the behavior of the system? How graphical repre-

sentation of the system behavior and attacker’s behavior helps system designers evaluate

each component’s interaction and the impact of the selected defense strategy or response

on the system’s performance? In this regard, they are mostly used for describing the

attack paths and goals in systems [63] and help to identify possible attacks on the system

and relative defense solutions. As a promising tool for modeling complex systems, the

Petri nets have been applied in security analysis and system risk assessment. Some works

have applied Petri nets and Attack Trees together to analyze the system behavior[64][65].

Although tree-based models such as Attack Tree (AT) and their refinements, which

will be explained in subsection 3.2.1, are powerful tools for security analysis, they suffer

from some gaps and weaknesses such as using different notations in each extension, and

lack of compatibility with other models. Also, they are not state-based and are not suitable

for the system’s performance analysis. Considering the ability of high-level Petri nets, in

this chapter, we aim to define a set of rules for mapping all ATs refinements to Coloured

Petri nets (CPN) to overcome weaknesses in ATs. Also, we model an attack scenario of a

malicious insider attack in Supervisory Control and Data Acquisition (SCADA) systems

based on ATs refinements (called Attack Countermeasure Tree (ACT)) in a CPN.

The remainder of the chapter is organized as follows: Section 3.2 outlines a literature

review of cyber-security analysis and its graphical assessment techniques. Section 3.3

provides related works namely in GrSMs, Generalized Stochastic Petri Nets, and Coloured

Petri Nets. Finally, section 3.5 summarizes the result of this work and conclusion.

3.2 Cyber Security Analysis

An adversary’s capabilities and/or behaviors can be described in an attack model. In

general, attack models aid in the discovery of design flaws in order to aid in the search

for mitigation strategies and to promote an understanding of attacks. As a result, the

first step in security analysis is to create appropriate attack models. Following that, the

risk of potential attacks is estimated, and appropriate countermeasures can be defined

by the system’s goal, cost-benefit, and other criteria [66]. Research in graphical security

analysis has led to a variety of models, each focusing on particular levels of abstraction.

They represent attack, defense, protection, and response characterizations which can

be measured by different attributes. These attributes or metrics are categorized as cost,

meantime, probability, impact, risk analysis, and Return of Investment (RoI) [13].
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In this respect, research and developing models for visualization using tree and graph-

structured techniques are widespread. These models, which can call them generally be

Graphical Security Models (GrSMs) [13] have many modifications and changes in their

features and representations through these years, which have their own pros and cons

for modeling systems. These models, which are mainly divided into Tree and Graph

structures (Attack Trees and Attack Graphs) can use in different systems with different

goals. Defenders can choose one or more of these models for modeling their security

systems. However, their concepts are almost the same based on Attack Trees, which was

first time coined by Schneier in 1999 [67].

Similarly, other models based on state-space, such as Petri Nets, have been recognized

as valuable tools for security and system behavior analysis. Petri Nets are a mathematical

and graphical representation developed by German mathematician Carl Adam Petri in

the 1960s, which utilize the concept of event and condition to model the behavior of a

system [68]. This formalism has shown promise in the design and analysis of discrete

event systems, making it a valuable tool for security and system analysis.

3.2.1 Graphical Security Models

In recent years many extensions to the basic AT model have been built to enhance its

modeling power and the flexibility of using the most used ones will be mentioned in

this section. Models for security analysis must describe how and when security breaches

occur, as well as the impact on the system, as well as the mechanisms, effects, and costs

of system recovery, system maintenance, and defenses [69]

Initial AT was extended during the past years to fulfill the gaps and cover different

goals. For instance, Defense Tree (DT) [70] models security scenarios by utilizing the

defense concepts which means that for generating Defense Tree, possible countermea-

sures are added to each leaf node. The authors used two approaches quantitative and

qualitative Risk management. The economic concepts included RoI and ROA (Return of

Attack) are used for the measure. In this model, each event node considers a vulnerabil-

ity node and adds a set of countermeasures to them, and then by economic indexes for

countermeasures they measure the risk of that attack. The disjunctive norm form and

aggregate AND gate are applied for events to have a direct connection to the parent node.

Near to this concept in another work by Edge as his Ph.D. dissertation, Protection Tree

(PT) introduced which assigned protection(countermeasure) events to nodes. It means

that instead of using attack or vulnerability analysis, the protections for each event will

be analyzed. This process should be continued from the leaf nodes to cover root nodes

by protection [71]. In PT Attack nodes replace with Protection Nodes. This tree is a

bottom-up tree also that starts to put protection for the system from leaf nodes till covers

the node. For a visual representation of the ATs components and structure, the reader is

referred to Table. 3.1.
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Table 3.1: Attack Tree /and its refinements Structure

Components Definitions Other Terms Represent

Root Nodes

The first node (Upper level) in the
structure which depicts the ultimate goal
up to the aim of the model can be the
attacker´s goal or the defender´s one.
It is called a parent node which can be
reached via a directed path.

Top event;
main goal;
main
consequence,
objective
or action.

The top
node on
the Trees.

Intermediate/
sub-goal
Nodes

It can be interpreted as a consequence of
previous events and cause of the next ones
in inductive and deductive ways.

Intermediate
goals

Middle
nodes

Leaf Nodes
The last nodes in the structure which
cannot refined anymore. They display
an atomic component.

Primary event,
initial attack,
protection,
detection,
mitigation.

Atomic
nodes
the lowest
part of
the trees

Edges

The node´s link and thusly determine
relation between the events. In some
models,edges may have special semantics
and detail a cause-consequence relation,
a specialization or some other information.

Arc, arrow, or
line

Arcs

Combiners

Connectors specify more preciously how a
parent node is connected with children
nodes. A connector might be a set of edges
connected by different notation and
reparations.

Connectors
or logical
gates

AND,OR,
k-of-n,
Priority
AND

Attributes Attributes represent aspects or properties
that are relevant to quantitative analysis.

Metrics

An attack
impact ,
cost,
risk,
probability

Another extension of ATs is called Attack Response Trees (ART) [72]. ART is built

to make it possible to consolidate possible countermeasures (response) actions against

attacks and also to detect invasions due to false intrusion in the system while considering

its current state of it. It is designed offline by experts in computing assets like SQL

servers. Using attack consequences instead of attack in ATs, provide the advantage of

getting rid of illustrating numerous attacks that have the same response. The purpose of

ARTs is to define all possible combinations of attack consequences which are causes of

destruction in the systems. A major goal of an ART is to probabilistically verify whether

the security property regarding ART’s root node has been violated, given the sequence of

1) the received alerts, and 2) the successfully taken response actions.

The attack trees approach is goal-oriented and does not represent a comprehensive

model for the analysis of network vulnerability [73]. Roy and et. al., [74] introduce an-

other extension of ATs that assigns countermeasures in the tree. It has a similarity to DT,
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but countermeasures are not only related to leaf nodes, they can be in any child nodes,

and by categorizing countermeasures detection and mitigation be considered separately.

He called it Attack Countermeasure Tree (ACT) and used it for analysis of Cyber secu-

rity in the SCADA system. In this tree, both attacks and countermeasures are modeled

precisely without taking states into account (in comparison to ARTs where states are

considered) because they claimed that is less expensive. They used minimum cut sets

in ATC to automate the generation of Attack scenarios. The goal of this tree is to select

the optimum defense for the system by providing an algorithm based on both repeated

and non-repeated events in the tree. In this case, the probability of attack (root node) is

calculated by considering the attributes such as cost, system risk, RoI, and RoA. They

implement the ACT module in the SHARPE software package.

Kordy [75] introduced a new concept called Attack Defense Tree (ADT), which deco-

rated AT by Defense nodes not only in Leaf level but in any levels of the tree and provides

a tool to generate the ADTs named ADTools [76].

Kumar et al. [77] proposed another extension of AT, which analysis both the security

and safety of the system named Attack Fault Tree (AFT). This model has the advantage

that analyzers can consider two situations of the system in a single model. Attack Defence

Diagram [78] has created the attack-defense diagram formalism extending the attack

defense tree with trigger and reset gates, which allow expressing temporal behavior.

Attack Net [79] introduced by McDermott in which the places of a Petri net represent

the steps of an attack and the transitions are used to capture precise actions performed

by the attackers falls in the first class of methods. While attack structure captures the

steps of an attack and their interdependencies.

For solving the scalability problem in AG, Hierarchical Attack Representation Models

(HARM) are introduced in [80]. The same authors in [13] have an accomplished survey

about the usability and practical applications on GrSMs which they produced a state of

the art in terms of networked system security analysis in regards to efficiency, application

of metrics, and availability of tools.

3.2.2 Petri Nets

Petri net as a graphical model for modeling systems has four main elements: Places,

Transitions, Arcs, and Tokens. A bipartite graph with two types of nodes (places and

transitions) graphically represents a Petri net model. Several classes of Petri nets have

been proposed, covering different goals, such as place/transition nets, timed nets, and

Coloured Petri nets, to mention a few.

Places are represented as circles or ellipses and can be associated with the static part

of the model representing states or resources. On the other hand, transitions capture the

dynamic part of the model allowing explicit models of concurrency and synchronization,

and are represented by bars, squares, or rectangles. These two elements represent the

first concept of the Petri nets. As a bipartite graph, an arc can connect nodes (places or

33



CHAPTER 3. CYBER-SECURITY ANALYSIS: CPN AND GRSMS

REPRESENTATION AND COMPATIBILITY

transitions) of different types. It is noticeable that the connection between two places or

two transactions with a direct arc is impossible. Figure 3.1 shows a Petri net with two

places marked with one token, and a transition enabled to fire.

Figure 3.1: Petri net: T0 enabled for firing

A Petri net models the dynamic behavior of a system concerning its states and state

changes by tokens in each place. A place can have a zero or a positive integer number

of tokens. Tokens are a fundamental concept for Petri nets in addition to places and

transitions. The condition of a system is determined by the presence or nonexistence of a

token in a place associated with regular or false, for instance. Marking in a Petri net is an

assignment of tokens to the places of a Petri net. Tokens reside in the places of a Petri net.

The number and position of tokens may change during the execution of a Petri net. The

tokens are used to illustrate the execution of a Petri net. Two rules regarding the flows of

tokens describe as Enabling and Firing rules flow:

1. Enabling rule: A transition “t” is enabled if each input place P of t contains at least

the number of tokens equal to the weight of the directed connection arc from p to t.

2. Firing rule: The enabled transition can fire. When a transition fires, token(s) from

the input place(s) are removed and tokens are generated in output place(s), according to

the weights of the associated arcs.

In the following, some important characteristics of Petri Nets for modeling the behav-

ior of systems are briefly presented, which will be used in terms of attack trees translation

to Petri nets.

Sequential Execution: It is used for describing "if-then"logic (the same logic for the

sequence of events in attack trees) as shown in Figure. 3.2

Figure 3.2: Petri nets: Sequence

Concurrency: When multiple transitions are fired simultaneously. For instance, in

Figure 3.3, T10, T11, and T12 are enabled to can be fired concurrently.
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Figure 3.3: Petri nets: Concurrency

Conflict: If a place in a PN model is connected to several transitions, those transitions

are said to be in conflict.

Synchronization: A synchronization between different processes can be modeled by

a transition receiving arcs from different places, as illustrated by T2 in Figure. 3.4.

Figure 3.4: Petri nets: Synchronization

3.2.3 Time Concept in PNs

Petri nets are able to describe the logical structure of the modeled systems, but for re-

sponding to the need for the temporal performance analysis of discrete event systems,

the time notion has been added, and Timed Petri nets were proposed [81]. Timed PNs are

useful for performance evaluation and can be implemented using stochastic or determin-

istic timing [82]. Stochastic timing is helpful in model events where time is important,

and all the enabled transitions in the model are equally as likely to occur. Constant

timed PNs are useful to time-dependent model events where transitions occur after some

predetermined time.

In this work, we applied the time concept for the analysis of attacks and defenses (cy-

ber security) translated from GrSMs. Generalized Stochastic Petri Nets (GSPN) add both

immediate and deterministic transition times. Thus a GSPN can be described uniquely by

the 5-tuple: GSPN (P, T, I, O, W) where T can include both timed and immediate transi-

tions, and W is a set of rates/ weights. PN simulation tools allow the assigning of rates for

the individual negative exponential transitions, as well as assigning weights to non-timed

(immediate) transitions. These weights then enable probabilistic simulation [83].
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3.2.4 Generalized Stochastic Petri Nets

This class of PNs is proposed by Balbo and Conte to solve the limitations regarding

Stochastic Petri nets (SPN), supporting performance evaluation [84]. A GSPN is an ex-

tension of an SPN by allowing infinite transition firing rates, comprised of two types

of transitions: Timed transitions, which are associated with random, exponentially dis-

tributed firing delays, as in SPNs, and Immediate transitions, which fire in zero time

with firing probabilities. The graphical representation of immediate transition in GSPN

uses segments and the timed transition is represented by white or black rectangular boxes.

Analysis of GSPNs: it is complicated because of immediate transitions which due produce

multiple simulations events in the process that describe the time behavior of a GSPN and

possibly an infinite number of events in a finite-time interval. It can be considered as a

continuous-time stochastic point process (SPP).

3.2.5 Coloured Petri Nets

Coloured Petri Nets is a modeling language aimed at systems in which concurrency, com-

munication, synchronization, and resource sharing play an important role. Coloured Petri

Nets provide structured tokens in the form of so-called colors and provide a significant

increase in the expressiveness and compactness of models. Coloured Petri Nets extend

Petri nets with data types, functions, and modules to obtain a scalable formal language

suited for modeling concurrency, synchronization, and data processing.

Figure 3.5: Coloured Petri Nets Model: Login Event

In a Coloured Petri net, each place is associated with a color set (type) that specifies the

kind of data related to the system´s properties/states, or information that may be stored

in the place, as illustrated in Figure 3.5. Transitions, on the other hand, represent events

or actions. An arc connects a place and a transition, and it determines the dependencies

between these nodes, may contain values, and can have defined conditions. A state
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of Coloured Petri nets is called marking. A marking describes how colored tokens are

distributed among the places in a net at a specific point of the net execution. A token has

a color (a value) from a color set, and a token can only be present in a place if the color is

from the defined color set in the place. A place may have several tokens with the same

color.

3.2.6 Analysis Petri nets models by behavioral properties

In this work, we study the proposed models by the behavioral properties of the nets. This

type of analysis depends on the initial marking and focuses on Reachability Graph (RG).

Reachability analysis studies the dynamic properties of any system [85]. "A marking Mn

is reachable from M0 if there exist a sequence of firing that transforms M0 to Mn" [85].

This is assessed for each Petri net state, finding states that might be attained through a

feasible compromise.

3.3 Related Works

Petri net as a promising tool for modeling complex systems has been applied in security

analysis and system risk assessment. But by increasing the states of the system, reading

Petri net-based models is getting more complicated. Some works applied Petri nets and

Attack tress together to analyze the system.

Linyuan [86] propose a model for modeling and analysis of network security of Soft-

ware Defined Networks (SDN) by using the Place Transition class of Petri nets for model-

ing of Network structure and state transitions and Attack Tree for analysis attacks on the

network. They have used the STRIDE method to build up the attack tree. In the realm

of computer security, STRIDE is a threat modeling framework used to identify potential

threats. It stands for Spoofing, Tampering, Reputation, Information Disclosure, Denial

of Service (DoS), and Elevation of Privilege. Each of these categories represents a differ-

ent type of threat that a system may be vulnerable to, and by considering each category,

security professionals can better assess and address potential security risks.

Attack nets [87] and Stochastic Activity Network(SAN) [88] borrowed the Petri net

concepts and model for applying in the ATs. Codetta [89] explains how AT and Petri nets

can be complementary in terms of security analysis. Pudar [64] proposed a new model

and tool to analyze the security of the system by translating Petri nets from Attack trees

to be readable, called PENET. In this model, they used AND, and OR logic in ATs and

introduced PAND or Propriety AND for sequence events. In similar work by considering

intrusion detection mechanism, a set of translation rules from AT to GSPN is used to

analyze SQL injection impacts on systems by Industry 4.0 (I4.0) approach [90].

Additionally, Stochastic Petri Nets (SPN) are successfully applied for power grid se-

curity analysis [91]. The study focuses on evaluating the reliability of smart grids under

topology attacks and countermeasures. The metric for evaluation is based on reliability
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and includes Transient Analysis: Mean Time to Distrust (MTTD) and Mean Time To Fail

(MTTF).

For solving the problem of state-space explosion in security analysis, the hierarchi-

cal method is applied to model and quantitative predict for software security based on

Stochastic Petri nets [92]. For overcoming the same drawback in PNs, another hierarchi-

cal method is introduced as new construction of PNs [93]. This method includes two

levels PNs; Low-level PNs for describing different security domains, and high-level PNs

for abstraction level. Then by model description language, the explanation process is

described. In this work, defense or intrusion systems are considered in the method.

Considering command and control systems resilience in CPS, in a study by Pflanz and

Levis [94], a quantitative approach is proposed to measure the expected resilience based

on the system’s architecture. This work does not consist of the avoidance and recovery

phases in resilience evaluation. They evaluated the survival phase by elementary Petri

Nets and used three main attributes of resilience; capacity and flexibility, and tolerance.

Coloured Petri Netss have been applied effectively in security analysis and anomaly

behavior modeling. For instance, Jasiul et al. [95] utilized CP-nets for tracking malware

in web services and detecting them. In another study, Yang and Xiaoyao [96] analyzed

a security protocol named Andrew using CP-nets. They applied a high-level variant of

Petri nets called CP-Net with the CPN Tools. This approach overcomes the state space

explosion problem. Liu et al. [97] also employed CPNs to model components and in-

formation flow in the Advanced Metering Infrastructure (AMI) architecture of smart

grids. They highlighted the advantage of CPNs in describing data types and complex

data manipulations by attaching a data value, known as token color, to each token.

Timed Coloured Petri Nets is utilized to verify Temporal Role Based Access Control

(TRBAC) [98]. TRBAC model is used in designing and implementing of security policies

in large network systems. To give CPN model the capability to model security properties

and be compatible with existing formalism, a semantic interpretation of CPN components

called "Secure Coloured Petri nets- SCPN"is introduced [99]. For mitigating complexity,

hierarchical CPN is applied and the work´s focus is on information flow security. CPNs

are applied for modeling the behavior of RESTful services and their composition and also

are used to verify relevant composition behavior properties [100].

General and time interval Coloured Petri nets are used for modeling and executing

Penetration testing on Time Of Check to Time Of Use (TOCTOU) [101]. The TOCTOU

is a refinement of the McDermott work called attack nets to provide a level of sufficient

details for modeling attackers’ behavior.

The Coloured Petri Net (CoPNet) modeling approach was proposed by Bouchti et

al. [102] to align with the purpose of this work, which aims to extend attack trees with

new modeling constructs and analysis approaches. However, despite their good nota-

tion descriptions for mapping attack trees to CPNs, their proposed model suffers from

complexity and may hinder its assimilation and follow-up. Additionally, it lacks support

from simulation and validation methods, and its notations and logical gates from attack
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tree extensions to CPN are not well-structured based on existing attack tree models.

Such GrSMs are summarized and depicted in Table 3.2, Table 3.3, Table 3.4, and

Table 3.5.

Table 3.2: GrSMs: Attack Tree

GrSMs Attack Tree

Graphical Presentations
Logical Gates AND /OR
Attributes
(Metrics) Cost, Risk, Resistance[103], Re-

gression[70]
Translated to PNs Y (PN, GSPN)
Coined by Schneier [67]
Applied in Privacy protection, SCADA, So-

cial Engineering[2], Mobile sys-
tem[7]

Table 3.3: GrSMs: DT, ACT

GrSMs DT ACT

Graphical Presen-
tations
Logical Gates AND/OR AND/OR/k-out-of-n
Attributes
(Metrics) Cost, ROI, ROA [70] ROI,ROA [102]
Translated to PNs N N
Coined by Bistalli [102] Roy [74]
Applied in Select set of counter-

measures /attacks [8]
Split-protocol[9]
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GrSMs AR ADT

Graphical Pre-
sentations
Logical Gates AND /OR AND/OR
Attributes
(Metrics) Probabilistic Success /fail-

ure [9]
Impact, cost, probability (at-
tack /defense)

Translated to
PNs

N Y (GSPN)

Coined by Zonouz [9] Kordy [75]
Applies in Security game at-

tacker/defenders [9]
Cyber-Security in CPS [80]

Table 3.4: GrSMs: AR, ADT

GrSMs FT PT

Graphical Pre-
sentations
Logical Gates AND/OR, Priority AND

(PAND) gate / Dynamic gate:
Sequence Enforcing (SEQ)

AND/OR

Attributes
(Metrics) Mean time to the occurrence

and the corresponding rate for
each event

Probability, cost, Intrusion
Detection and Prevention

Translated to
PNs

Y (GSPN, PN, CPN) N

Coined by As security analysis: Ku-
mar [77]

Edge [71]

Applies in Safety, IDS (software fault anal-
ysis), cyberattack [71]

DDoS [78]

Table 3.5: GrSMs: FT, PT
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3.4 Applied Tools

In this section, the main tools that are used for editing proposed GrSMs and CPN models

in this thesis are described.

3.4.1 ADTool

The ADTool [76] provides security consultants and academic researchers and supports

the attack-defense tree-based security analysis and risk assessment processes. It incorpo-

rates the development of security models and their quantitative analysis, two essential

modeling facets. Attack-defense trees can be formalized as attack trees, protection trees,

and defense trees. So all of the aforementioned formalism can be used to automate and

facilitate the use of the ADTool. The ADTool has adopted the bottom-up technique for

evaluating the characteristics of ADTrees.

3.4.2 GreatSPN

GreatSPN2.0 [104] is a software package that uses Generalized Stochastic Petri Nets and

their colored extension, Stochastic Well-formed Nets, to describe, validate, and evaluate

distributed systems. The tool offers a user-friendly environment for experimenting with

timed Petri net-based modeling methods. It employs efficient analysis algorithms, allow-

ing it to be used on complicated applications. GreatSPN2.0 is made up of many distinct

programs that work together to build and analyze PN models by sharing files. Various

analysis modules in a distributed computing environment can be performed on various

machines using network file system capabilities. GreatSPN2.0’s modular structure allows

for the addition of new analysis modules as new research findings become available. I

used GreatSPN to edit my GSPN model.

3.4.3 CPN Tools

CPN Tools [105] is a high-performance computer tool for creating and analyzing CPN

models. CPN Tools ables us for creating, editing, simulating, and analyzing hierarchical

Coloured Petri nets (CPN or CP-nets). CPN Tools can be used to simulate the behavior

of the modeled system, verify properties using state space methods and model checking,

and perform simulation-based performance analysis [106].

CPN Tools is intended to replace Design/CPN, a popular CP-net software package.

CPN Tools can be compared to other Petri net tools such as ExSpect, GreatSPN, and

Renew, all of which are described in the Petri Nets Tool Database. In 1989, Design/CPN

was released with support for editing and simulating CPnets. Since then, considerable

effort has been expended in developing efficient and advanced support for simulation

as well as generating and analyzing full, partial, and reduced state spaces. While the

Design/CPN analysis components have steadily improved since 1989 [107].
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3.5 Chapter Summary

In this chapter, we presented a state-of-the-art background of graphical security analysis

models (GrSMs and PNs classes ). These methods and their tools can be state-based or

not. In this chapter, we provided different presentations of ATs and their refinements as

well as Petri nets classes to show the possibility and compatibility of these two graphical

assessments. In chapter 5, we elaborate more about the comparison of these models

and the possibility of being translated to each other. We argue that PNs are a promising

formalism to be translated from and to ATs. This PNs’ strength brings the opportunity to

define and show cyber resiliency in CPSS.
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Cyber Physical Social Systems

If we are ever going to see a paradigm shift, we have to be clear about how we want the
present paradigm to shift.

Gary Lawrence Francione (1954– )

4.1 Chapter Overview

The novel paradigm in Cyber-Physical System (CPS) is called the Cyber-Physical-Social

system (CPSS) [1].

A CPS integrates computation, communication, sensing, and actuation with physical

systems to fulfill time-sensitive functions with varying degrees of interaction with the

environment, including human interaction [108]. The CPSS introduced changes in the re-

lationship between humans, computers, and the physical environment. As a new research

frontier, CPSS integrates ubiquitous computation, physical processes, social agents (Social

IoT [109], social networks), communication, and effective control [17]. The widespread

development of CPSS, and its essential role in industries, businesses, organizations, and

individual’s daily life, can be seen in personalized product productions [110], smart cities

[111] [31, 112], intelligent transportation [113], and artificial societies, to mention a few.

The key techniques for designing CPSS are combinations of CPS and Cyber Social Sys-

tems (CSS) including device management and discovery, human-computer interaction,

seamless mitigation, technologies of a heterogeneous network, social computing, context

awareness, and management, user behavior-based proactive services [17].

The CPSS by emphasizing human society and its interaction with other components

of the system aims to gather and organize resources in a semantic manner that can be

used for machines and humans[18]. The CPSS obtains data from virtual and real enti-

ties including cyber, physical, and social systems through sensors, mobile crowds, and

social networks and aims to provide information for users to support their decisions and

enhance their performance [113].

This chapter reviews several streams of research on CPSS definitions, as well as pro-

posed or used frameworks in different domains. Most past review works on CPSS have
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largely focused on the conceptual framework and meta-model for CPSS, but this work

seeks to survey the state of the art of CPSS to define a uniform definition, formulate a

taxonomy of CPSS and challenges, opportunities, and open issues in CPSS.

This review contributes to providing the following information for researchers and

developers:

i . A review of published papers/established works in CPSS represents the advance-

ment in the most highly cited and important CPSS-based works.

ii . Discuss social entities in CPSS and human roles in similar concepts such as the

Internet of People (IoP), Social IoT (SIoT), and Cyber Physical Human in The Loop.

iii . Propose a uniform definition for CPSS.

iv . Provide a taxonomy of this new CPSS paradigm.

v . Identify and classify open issues and challenges corresponding to CPSS as well

as opportunities for rebooting products and services by adding social computing

concept in their business model.

The remainder of the chapter is organized as follows; In 4.2 I describe the CPSS paradigm

and its relationship with CPS and IoT, in 4.3 I respectively define the social entity in CPSS,

and verify the human role in CPSS, and finally, in sub-section 4.4 I provide a definition

of CPSS and following it I propose our CPSS taxonomy. In Section 4.5, I represent open

issues and challenges in CPSS as well as its study domains. Next, in Section 4.6, I provide a

reference model of the human awareness model which later in modeling human behavior

I will refer to that. Finally, Section 4.7 summarizes the result of this work.

4.2 Cyber Physical Social System paradigm

Having initiated the Internet of Computers (IoC) to form cyberspace, cyber systems can

work in parallel with physical systems, bringing more intelligence to physical space.

The movement from desktop information to the Internet, linked information, and cloud

computing has changed the relationships among entities. As a result, the integration

of High-Performance Computing (HPC) in daily activity and products paved the way

for smart factories, smart cities, and many smart productions. Also, it lead to consider-

able changes in business models which might be viewed as shifting traditional business

platforms to online and web-based platforms, such as YouTube, Instagram, and commu-

nications through video conference platforms such as Google Meet, Zoom, and Virtual

communities [114]. Thanks to social computing [115], socials with basic knowledge of

information technologies have integrated communication technologies and applied their

applications to their daily lives, businesses, and communities.
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All these technologies and developments are grounded in a paradigm such as the

Cyber-Physical System (CPS) [116]. A CPS was coined with two-dimensional space; phys-

ical and cyber as “an orchestration of computers and physical systems. Embedded comput-

ers monitor and control physical processes, usually with feedback loops, where physical

processes affect computations and vice versa.” [108].

Although all the traditional CPS are designed for human interest, recent studies have

found the importance of the human role in the context of CPS, and new terminology has

been introduced called Human-in-The-Loop (HiTL) [117–119]. Such a concept includes

works on Human-Machine Interfaces (HMI) within I4.0 or natural Human-Machine In-

terfaces (NHMI) in human gesture recognition systems and Cyber-Physical Production

Systems (CPPSs) [120].

Nevertheless, HiTL CPSs have some issues describing the human role in the tradi-

tional CPS framework and its human factors such as cognition, intents, emotions, behav-

ior predictability, and human motivation and performance. Therefore, considering HiTL

in CPS, there is a need for another discipline which Jirgle [117] calls “Human Reliability

Assessment (HRA)”, and its critical area is human behavior modeling and prediction.

Therefore to overcome this issue and based on a new technology concept, Physical-Cyber-

Social (PCS) computing [17], a novel paradigm in the cyber system domain, have been

introduced called Cyber-Physical-Social Systems (CPSS) or Physical-Cyber-Social Systems

(PCSS) [32].

The CPSS expands the CPS dimension by combining social systems. In this sense,

the CPSS has changed the relationship between humans, computers, and the physical

environment. The CPSS, the first time coined by Wang in 2010, is the fusion of four

elements including Physical, Information, Cognitive, and Social domains [5]. A social

system is an independent system with different characteristics, while considering its

interaction with other components of CPS, the social system should be equivalent to

other systems (physical and cyber) in terms of their interaction with other components.

The interaction of each component of CPSS can be defined as the Physical-Social (PS), the

Physical-Cyber (PC), and the Cyber-Social (CS), as shown in the Figure. 4.1.

In other words, CPSS is an extension of CPS considering its integration with Cyber-

Social Systems (CSS), as shown in Figure. 4.2, and has three dimensions cyberspace,

physical and human social spaces, and so-called hyperspace [29]. Cyberspace or artificial

world encompasses the social domain and human features such as cognition, physiology,

experience, decision, behavior, mental and environmental perception, human participa-

tion, and interaction to facilitate social users sharing and exchanging data through the

close association with cyberspace and the physical world [121]. In this sense, the interac-

tion within the CPSS includes social characteristics and relationships between humans

and other social communities/societies. This means that putting the human in the system

introduces another dimension of mental space consisting of human knowledge, mental

capabilities, and sociocultural elements [1]. In this way, the CPSS is constituted by the

physical system, its social system including human-to-human interaction, and the cyber
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Figure 4.1: CPSS Dimension

system that connects both.

One of the main purposes of the CPSS is to use social behavior data and relationship

analysis such as sentimental analysis to provide high-quality, proactive, and personal-

ized services for humans [122]. The CPSS receives human social commands and reacts

physically as traditional control systems but with cyberspace interaction. In CPSS, so-

cial computing is a supporting technology that can discover patterns of human behavior,

prediction, and management.

The CPSS is a complex and multi-objective system and through its heterogeneity of

networks and complication computation, the traditional mathematics algorithms and

computing techniques are insufficient to control and manage this system. Withal, consid-

ering the speed and accuracy of high-performance computing, they can address most of

the issues in CPSS [123].

Figure 4.3 outlines the evolution of physical and social systems by integrating cyber

systems. From this figure can be seen that the abstraction and data volume increase since

the dynamic and unpredictable components augment the system.

4.3 The Social Entity in CPSS

In recent years, the social system got more attention from both the business point of view

and research in the CPS realm. Some of the social system applications are e-businesses,
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Figure 4.2: The Cyber Physical Social System (CPSS) Ecosystem

serious games- which are adaptable with ‘user’s characteristics [29], and social network

applications. In these systems, individual humans’ behavior interferes with the system’s

responses and tasks; the group mindware and practice can change the systems’ regular

functions. The widespread use of sensor-enabled [124] smartphones and online social

networks and tighter interaction between them and their users means an increasing num-

ber of people sharing information, in near real-time about the ambient environment and

personal information. Social computing applies Information Communication Technology

(ICT) with social context to provide a platform for human communication and exchanging

experiences. Social computing’s goal transcends general personal computing, facilitating

collaboration and social interactions, it spotlights social intelligence by capturing social

dynamics, appointing virtual social agents, and managing social knowledge [125]. To

trace back the history of social interaction with machines like computers, the first discus-

sion was initiated in the work by De [29], in which the expression “As we may think”

introduced a new term called “Memex” which means Memory and Communication de-

vice. Then, “the computer as a communication device” in the 1960s led the researchers

to the concept of social computing in two main areas of technological and computation

techniques or “groupware”. The social entity in Multi-Agent Systems (MAS) and HiTL-

CPS approaches is any agent able to interact with other ones, also putting humans in

the ‘loop’ as an embedded system and their environment [126]. The cyber-Physical net-

work enables the user to interact and connect to the physical world which is mapped
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Figure 4.3: Physical and Social Systems Evolution

into cyberspace. In comparison, defining the social system as not being an external agent

and pushing human-social- integration further in the CPS conducts the idea of CPSS. In

CPSS, social systems are independent agents which integrable with physical and cyber

systems, therefore a cyber-physical social network with its logical topology incorporates

social entities such as individuals and special-interest communities, activities, and ser-

vices [127]. Social dimension in CPSS to focus on social factors and conceptual evolution

regarding automated production systems’ sociability [3] by integrating social entity in

CPS. Human society, as an entity in CPSS via social sensing, is to manage human ac-

tivities and social occasions by providing supervision, coordination, restraint, and other

effects, by addressing different domains such as educational, behavioral conventions, le-

gal regulations, social administration, public services, and other issues. The CPS and the

CS integration services include the user´s behavior pattern, proposing a proactive ser-

vice, providing a pervasive environment for humans, sense the social phenomena [6, 128].

Human features such as experience, decision, and data in interaction but in the social con-

cept, the better categorization described by Haouzi [116] into three main. They are Social

Human-In-The-Loop Cyber-Physical Production System (Social-HIT-CPSS), Social Inter-

actions Based on Peer-to-Peer Communication Interfaces, Social-Network Services Based

Approach as a Media for Social Interaction, Human-Inspired Social Relationships-Based

Sociability Model: From Social Integration to System Integration.
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4.4 CPSS Definition, Models and Aspects

The development of computing systems has provided an opportunity to embed social

systems into intelligent systems. Recently, social notions imported to different domains

of studies created new terms such as the Internet of People (IoP) [129]. Also, social

aspects have been introduced in several works [130] [126] to integrate social networks

with the IoT. In this regard, a new term “smart community” is formed which basically

close to CPSS but it emphasizes social aspects and social networks [131]. In a review by

these authors [131], from 2019 to June 2021, the CPSS term was used in 114 pieces of

research and technical papers in different publishers, including Elsevier and IEEE. The

search strings were “Cyber-Physical-Social Systems” and “Socio-Cyber-Physical System”.

According to a systematic review by [30], the number of papers related to CPSS was

approximately 431 from 2001 to May 2020.

4.4.1 CPSS Definition

In the CPSS, the human role should be well defined, and when it is related to shareable

resources, the human is not an individual entity; hence, it should be considered in the

social optima [111]. For instance, this can be seen in scheduling traffic in traffic informa-

tion management, energy efficiency in energy management, and other frameworks such

as e-business and social networks, smart tourism, and hospitality where people access the

same information and share their data on defined platforms. Similarly, the human role

as a trainer of smart systems as well as social systems is an important point that needs to

be studied.

However, the social entity in CPSS has an arguably different role from those tradition-

ally considered by CPS and smart systems, insofar as they are not concerned with CPSS

as much as a certain social entity. Likewise, the social system is an integrated element

in the CPSS that changes the system´s design and analysis by providing human-human

interaction in cyberspace. More recently, several studies have also addressed social space

integrity with cyber and physical systems and introduced new concepts mainly as IoP,

Cyber-Physical-Social Thinking (CPST), and Social Internet of Things (SIoT). The related

definitions are provided as follows:

Internet of People (IoP): "Personal mobile devices may act as their users would do

when communicating, managing data, or computing. Indeed, IoP is device-centric, as

users’ devices play an active role in network algorithms, as today’s core nodes are active

elements of the Internet algorithms."[129].

Cyber Physical Social Thinking (CPST): A broader vision of IoT by merging the

thinking space into the CPS and highlighting the importance of cognitive intelligence and

social organization [18]. Thinking space refers to the space created by human thoughts

and thoughts of smart things.
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Social Internet of Things (SIoT): This idea is based on a “social network of intel-

ligent objects” [12] and navigating a community of objects that are connected together

[132]. The main objective comes to "publish information/services, find them, and dis-

cover novel resources to better implement the services also through an environmental

awareness"[130].

System designs and models for social-integrated systems must describe human fea-

tures that compromise experience, decision, and data including human participation and

interactions in social systems. The difficulty, of course, is determining the human role

in these systems. For instance, in CPSS, “humans are full members of it, sometimes

they full fill role of resources in providing information, knowledge, services, etc. An-

other time they are users of the CPSS in consuming information, knowledge, services,

etc.” [24]. Because of confusing definitions of human roles in each of the mentioned

paradigms I identified common and different features in the human role in newly men-

tioned paradigms HiTLCPS, IoP, CPSS, CPST, and SIoT, which are summarised in Table

4.1.

Table 4.1: Human role in Cyber Physical Social Systems

System Human Role
Features Individual
in social interaction

Platform

HiTLCPS
/HCS

Collaborative, command, and
control

Consider human as an individual
entity, improve virtual machine
to be close to reality

CPS

IoP

“Main resources” sometimes
replacement of physical sensors
Provider of information
(willing and unwillingness)
via smart devices, end to end
connection

Mostly seen as individuals who
interact with other components,
“center of the Internet system”,
Human and computers seen as
“participant machinery”

Internet

CPSS
Full member of the systems,
Producer, and Consumer of
products-services

It is not isolated, however, has
interaction with other social
and physical sensors, impacts
on and from a social network,
social economy, social culture,
(social contexts), and
environment

CPSS

CPST

Data provider (through
contribution in online and
social networks or offline
physical presents and
interacting with others)

Individual and in the social
context

Hyper
IoT

SIoT Without human interaction
Human information is seen as an
object of a social network
of “things”

IoT

In cyber-social systems, human actors and their interactions with a system play an
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important role in the state and functioning of the system, also, people’s operating and

the system’s operation depend on each other behavior assumption [133]. Human roles

in CPSS can be categorized from a system engineering point of view into human roles

as a sensor, and human roles as a system component [30]. From an application point of

view -based on human behavior- its interaction with systems is mostly classified as active

or inactive, where the former group is divided into contributor, disrupter, and intruder,

whereas the latter refers to legacy systems in which the user does not interact with the

system intentionally or unintentionally [126].

Generally, from the authors’ point of view, the main difference between CPS/IoT and

HiTLCPS concepts with CPSS is cybering human and social factors such as movement,

behavior, and cognitive features to develop reliable, flexible, and scalable systems, which

assist stakeholders in making their decisions faster and in a safe, secure, and reliable way.

The CPSS develops sensing, computation, and actuation. The control aspects and

actuation are changed concerning social sensing and computing integration. I argue that

CPSS can be seen as a System of System (SoS), which such as a CPS bridges multiple

purposes, domains, and data [134]. I refer to SoS as “an integration of a finite number

of constituent systems which are independent and operable, and which are networked

together for a period of time to achieve a certain higher goal [135]”. The CPSS domains,

aspects, and facets are similar to the CPS domains, but the contrast is that in the CPSS

modeling human behavior-individually and in the social context- is more complex and

stochastic than considering human-in-the-loop in the CPS. In addition, social networks

and applications bring new sources and customers into the system.

From the output of our investigation on the CPSS paradigm and according to the

undertaken studies, mainly [4, 24, 32, 121, 122], the CPSS can be defined as follows [136]:

The CPSS tightly integrates data processing into physical systems, cyberspace, and the so-
cial world through heterogeneous resources, including sensors, actuators, and computational
systems to form a unit in cyber environments. Furthermore, the configuration and computa-
tion in a CPSS aim to achieve superior Quality of Service (QoS), quality of the experiment,
and performance. Therefore, the multi-objective optimization of the CPSS operation strongly
depends on trustworthy and efficient computation and communication among several layers of
the three subsystems.

4.4.2 Defining a Taxonomy of CPSS

Our proposed CPSS taxonomy is described with six categories and related areas and

disciplines (Figure 4.4). Based on the thesis’s objective, I have studied several resources

that CPSS examined and presented. I found the footprint of CPSS in many types of

research and applications that have taken them into account to make our taxonomy.

The goal here is to conceptualize the CPSS through surveying, sanitizing, and explain-

ing works in the domain. A taxonomy of the CPSS in six categories is created using a

combination of literature review and systematic research methods. Existing studies and
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Figure 4.4: CPSS Taxonomy
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research within each category were studied, and the results are provided. This taxonomy

will help formulate and conduct future research and prototype products related to CPSS

in a more structured way and method. In further studies, this taxonomy can be expanded

for the user´s best interests.

A considerable lacuna in the direction of CPSS work has been determined. Little work

has been conducted on modeling the interaction of social objects with cyber and physical

systems, which are the most challenging components in a CPSS to assess and model. Con-

sidering the studies done in the CPSS, there is still no taxonomy for this new paradigm. In

the following, I propose a CPSS taxonomy based on the CPSS definition, state-of-the-art,

and supported technologies. I consider the proposed taxonomy as an initial step, with

the potential to be developed in the future. The proposed CPSS taxonomy paves the way

for a better understanding of the CPSS ecosystems and their characteristics.

This work is the first attempt to create a CPSS taxonomy. For generating the CPSS

taxonomy, I studied and analyzed recent articles, and literature on CPSS databases. I

was inspired by the taxonomy of system of systems from NIST to provide a framework

for CPSS [134]. I categorized CPSS based on facets, domains, applied technologies, the-

ories, and design approaches. Each category aims to present a different dimension of

the system, thus, the proposed taxonomy makes it easier to understand CPSS aspects

and characteristics towards developing design mechanisms, and reliable and accessible

services considering user satisfaction. The taxonomy is also leveraged to identify open

problems that can lead to new research areas within CPSS domains.

Components: The components of CPSS include physical, cyber, and social systems.

Physical systems: Physical systems refer to all geographical objects in the world includ-

ing infrastructure, physical devices, sensors, cooperative actuators for collecting real-time

data, and communication networks. In CPSS, physical space represents real-world physi-

cal systems through smart objects and communication systems.

Cyber systems: Cyber systems refer to computing, storage information processing,

and sharing services, especially situations awareness and decision support services that

directly command and control and are represented by cyberspace. Cyberspace is a time-

dependent set of generalized information from resources including virtual and digital

abstractions aiming to have to interconnect cyber entities [18, 137].

Social systems: Social systems that are represented by social space in CPSS reflect

social attributes and interactions in the human social world either from cyber entities

or physical systems in a semantic way. Indeed, social systems are logical components of

CPSS [18].

Assets: Any tangible and intangible valuable resources for individuals, communities,

organizations, and governments can be categorized as assets [138] of the CPSS. These

assets include any hardware: physical devices for digitization and Communication (or

IT) objectives such as switches, routers, and computers; software, and applications which

consist of all platforms, and databases publicly and privately available and used.

Another asset is information that refers to critical and sensitive information related
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to individuals, communities, organizations, and critical infrastructure- collected by infor-

mation systems/services, stored, analyzed, and transmitted through cyberspace. Finally,

people in a CPSS refer to those who interact with cyberspace, either customer or provider

data and services.

Application and platforms: The CPSS offers various applications such as managing

traffic, autonomous vehicles [113], customization in industrial products and services [55],

recommendation systems for tourists to choose the best routes [6], and behavioral profil-

ing to predict future behaviors [133] which have both security and marketing purposes,

and many other examples.

These applications provide services for users to monitor, control, and manage the

assets and the environment of the system. CPSS application data can be obtained in

either an active or passive manner using homogeneous and heterogeneous sensors. I

have categorized these applications based on business purposes including smart cities

[111], smart homes [139], smart tourism [6, 140], intelligent transportation [113], social

manufacturing explanation of Industry 4.0 [110, 141], Industry 5.0 Critical Infrastructure

(CI), smart healthcare, smart energy, humanoid robots [139], digital twins, safety and

security.

Smart cities: The population residing in urban areas is increasing every year, as of 2018

forms 55% of the world´s population and it is expected to reach about 68% by 2025 [142].

In this regard, the key issues are management and sustainable urbanization which can

provide social welfare to citizens. A new prototype called a smart city by emerging new

information communication technology with urban management infrastructure seeks to

bring a convenient quality of life, improved services, and a clean and safe global envi-

ronment [5, 143, 144]. Smart city characteristics can be defined as sensible, connectable,

accessible, ubiquitous, sociable, sharable, and visible [111]. In this sense, the IoT, CPS

frameworks, and architectures are mostly applied for designing platforms of a smart

city [145], but the social factor is not the well-defined or human role is seen as an indi-

vidual, which will be a problem for managing shareable resource systems unless defining

smart cities as a CPSS [111]. The social space for humans in smart cities in the context of

CPSS refers to the participants of different activities in the city [112]. Distributed Sensor

Networks (SNs) [146] and sensing physical systems alongside inhabitants´ sensor-enabled

smartphones and online social networks provide near real-time large-scale sensing for big

data mining and knowledge discovery which allows the systems to offer more proactive

and responsive services for their users and citizens [29]. The deployed platforms and im-

plemented services increase people’s awareness about the dynamics of their environment,

and prediction of citizens’ activities and movement, including smart parking systems,

environment monitoring [29], and event sensing [28].

Smart city platforms in the CPSS framework can lay the foundation for correlated

applications such as smart homes, smart tourism, and intelligent transportation. They

carried out studies and work on designing and conceptualizing CPSS for smart cities

categories into the data-driven approach, and networks and communications approach.
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The objective of the smart city platform is to generate smart data and obtain urban intel-

ligence, which owing to the unstructured or semi-structured data in the CPSS requires

a different conceptual framework for the data management framework [147]. A data-

oriented conceptual CPSS framework was proposed in [29] which consisted of four layers:

data sourcing, data processing, data fusion, and application by leveraging big data and

mobile sensing in their approach.

Smart homes: Smart homes integrate smart devices and Smart Home Technologies

(SHTs) consisting of sensors, actuators, monitors, interfaces, appliances, and devices that

are networked to provide information and services considering multiple preferences.

SHTs enable automation, localized and remote control of the domestic environment [148].

Successful scenarios and implementations of smart homes would be more adaptable to

human daily life. They need to consider human preferences and design psychologically-

inspired systems [26] which require the integration of social systems with traditional

information computing. In this regard, Smirnov proposed [26] self-organization approach

for CPSS and devices, using a cleaner robot as an example, they presented an ontology-

based information model for smart home device interaction in cyber-physical space. In

this platform, the devices, domains, and vendors are independent of the smart space.

The three-level organization is applied at the top level called the strategic level to adjust

customer preferences that are transmitted to the physical level and in the middle layer,

and planning-level services are designed to control domains.

Smart tourism: “Smart Tourism”, which could be a web-based or/and mobile applica-

tion, inherits from “Smart City” as a platform. Smart tourism should provide attractive

and real-time information such as location, route, images, rating, and captions of tourist

attractions anytime and anywhere [140, 149]. CPSS in smart tourism is a new approach

that integrates social systems and Service-Oriented Architecture (SOA) methodology in-

creases the quality of trips and tourist information and computes the influence and accu-

racy of exchanged and shared information via social networks and web platforms as well

as the influence of shared information and experience with other users, and for further

actions [6].

Intelligent transportation: Merging result integration of social systems and human

dynamics level up the transportation system and bring wide perspectives and advan-

tages. CPSS-based transportation systems called Transportation 5.0 or ITS 5.0 aim to

optimize traffic control and management by adapting strategies on control technologies,

data perceptions, and analysis, as well as the management of which social aspects become

paramount. To solve the social system complexity in these systems, the ACP approach

is applied to model and design ITS 5.0 [113] in CPSS. Another promising application of

CPSS in intelligent transport is an integrated hybrid system for enhancing driver behavior

prediction which can be useful for autonomous driving [126].

Social manufacturing: Following the I4.0 -and recently Industry 5.0 (I5.0) by focusing

on customization- paradigm, the new manufacturing concept is integrated with social

systems and is called social manufacturing [141] with three core aspects of Dynamic
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Resource Communities (DRC)-based self-organizing and configuration. Therefore, a

CPSS service-oriented platform was introduced [110] to provide personalized products

and services in the context of I4.0. This platform integrates different manufacturing

resources in the social manufacturing environment to provide mediators for customer-

producer interaction.

Smart healthcare: Smart healthcare is one of the domains in smart cities but with a

different approach and business model, and includes assisting diagnosis and treatment,

assisting drug research, health management, disease prevention, risk monitoring, virtual

assistants, and smart hospitals [150]. Despite the strengthening of smart healthcare

systems to assist physicians and patients, it is challenging to secure and maintain the

privacy of their sensitive data [151]. Smart devices and Wireless Body Area Networks

(WBANs) with multiple sensors as wearable devices are gaining popularity and providing

information about body temperature, heart rate, falling detection, oxygen saturation, etc.

To the best of our knowledge, there is no CPSS framework for smart healthcare sys-

tems but here I believe the ideas and works in CPS [152, 153] should be expanded and

promoted based on social integration in the systems as one of the important constituents

of smart health.

Smart energy: Smart energy systems seek the most efficient and least costly solution

by using all infrastructure, low-temperature district sources, and renewable energy heat

sources. The Smart Grids (SG) is a traditional concept that is widely used in smart

energy systems. SGs are electronic networks that use ICT, self-healing technologies, and

control theories and models to provide better connection and operation for distributors

and generators as well as more reliability, security, and flexible choices for users [154].

In the CPSS framework, for the energy efficiency area, a novel concept of a robot for

energy control based on parallel cyber-physical-social systems for the next generation of

energy and electric power systems is proposed [155]. Considering environmental factors,

economic, social, and human behavior for smart energy modeling, a CPSS conceptual

model was introduced [154] taking SGs as a core, but also other factors such as gaming

behaviors of participants, carbon markets and their regulation, strong volatility, and

intermittent renewable energy sources.

Safety and security: Security and privacy can be considered as a service category and

application. Their mechanism provides support services, and products as an important

and broad domain in CPSS. The privacy of a CPSS is important for eventual acceptance

by the public. Therefore, any communication must preserve data privacy anywhere and

at any time. CPSS security -like CPS- presents several characteristics that distinguish it

from more conventional IT systems security. The security objectives have not changed

compared to traditional IT systems, and they are not the only service expected from CPSS

security and safety. Designing this new generation of CPSS requires other requirements

in terms of system security. In this case, the conceptual model might be different, and the

systems’ behavior changes owing to the interaction of human decisions [156–158].

Technologies: In CPSS, technologies are adapted and integrated from IoT, CPS, social
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networking, and computing with new approaches and conceptual models. Technolo-

gies in CPSS can contribute to solving human-computer interaction, seamless mitigation

technologies of a heterogeneous network, security, privacy, social computing, context

awareness, management, and user behavior-based proactive service. With the homoge-

neous and complex nature of CPSS, there are a variety of challenges regarding data fusion,

processing, and analysis, computing and communication, privacy, and security. In this

section, I provide an overview of proposed solutions from different works and points of

view.

Data sources: The initial step in deciding on data management and usage is to de-

termine how and where the data is acquired [159]. In this study, the data sources were

categorized based on the data collection method to answer “how” in terms of methodol-

ogy and to answer “where” in terms of technology for data acquisition. The methodology

is grouped into passive and active, and technologies are categorized based on mobile

crowdsensing, social network sites, and physical sensing. The term Mobile Crowd Sens-

ing is defined as “where individuals with sensing and computing devices collectively

share data and extract information to measure and map phenomena of common interest”

[160]. Generally, crowd systems are systems that congregate people who are interjecting

and communicating with each other and exchange experiences and information physi-

cally or virtually towards the fulfillment of the system’s objectives [118]. As is the case

in CPSS, the complexity of crowd systems arises from the existence of a human factor

that can never be fully controlled. Consequently, certain inconsistencies and systemic

instabilities remain in crowd systems. Examples of such systems include crowdsourcing

platforms, Wikis, and museums equipped with smart guidance systems [55]. People in-

teraction in social online services called Social Network Sites (SNS) provides social big

data on any topic in large volumes with different formats and contents, and to some

extent, SNS reflects the social circumstances [156]. Along with social sensing, physical

sensing reflects what happens in the physical world through physical sensors. Physical

sensor node deployment can be classified into static and mobile, both of which can be

deterministic or random [161].

Data Fusion: Data fusion in CPSS is a very challenging task that is mainly related

to how to represent and address higher-order and higher-dimensional heterogeneous

data from multiple and heterogeneous sources [162]. Despite the traditional data fusion

method that is simply processed from physical devices, in CPSS, social data can be col-

lected on a large scale, multiple resources such as transportation applications and devices

such as cars, wearable sensors, medical services, social media/networks application, web

browsers, cross languages, heterogeneous networks with different formats and represen-

tations, etc. [27]. A widely used method for categorizing data fusion-related functions is

the data fusion model which is maintained by Joint Directors of Laboratories (JDL). They

define data fusion as: “A multi-level process dealing with the association, correlation,

combination of data and information from single and multiple sources to achieve refined

position, identify estimates and complete and timely assessments of situations, threats
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and their significance” [163]. Data fusion methodologies are classified mainly by their

space in the work by Wang [27] into CPS, CSS, and CPSS groups. They introduced their

model in CPSS called tensor-based models by extending the Markov Chain (MC) model

to the transition matrix of MC. They proposed a multivariate multi-step transition tensor

M2T2 model to fuse data arising from CPSS, including mobile sensor data, and Point of

Interest (POI) in the city. To overcome the multi-space service problem, they proposed a

social network information Cyber-Physical-Social Transition Tensor (CPST2) to fuse the

CPSS data in a unified form. Generally, tensors in a CPSS represent objects and they

are heterogeneous. In another work by Chen[164], a sensor-network-conversion-based

data fusion approach was applied, which can simultaneously analyze multiple matrices

and tensors. CPSS data processing challenges should be addressed by an overarching

approach that tackles the problem from different perspectives, i.e. Edge/Fog Computing

– on the one hand, and Big Data – on the other, converging into a lightweight solution for

data processing through computation offloading to collocated edge devices.

Computation and Communication: The dynamic, customized, mobilized, complex na-

ture of CPSS, in addition to the challenges in data fusion, brings unsettled data process-

ing frameworks and models in CPSS from a computational and communication point

of view. One solution [109] is augmenting CPSS data processing modules with current

technologies such as cloud computing, edge computing, and big data. In the context of

SIoT(Social IoT), Dautove uses multi-tier computational with Data Information Knowl-

edge Wisdom (DIKW). Studies have shown that combining multiple techniques tackles

the limitations and problems of a single method and enhances the data processing and

computing objectives [18]. A brief explanation of each of these technologies is provided

below. Cloud/Edge computing is useful in the presence of big data, as it can provide

on-demand computation and storage resources for CPSS applications and it has been

deemed the key technology for practical use in various fields of CPSS [120, 165]. Socially

Intelligent Computing (SIC) aims to merge intelligence, knowledge, and human experi-

ences through social, crowd, and end-user computing to provide knowledge and wisdom

called collective intelligence and social perceptions[7].

Privacy and security: Cybersecurity is of paramount importance when designing and

modeling CPSS. Interoperation among heterogeneous devices and applications and un-

predictable human behavior is a complicated task. However, the interaction of physical

components with cyber processes in CPSs and social elements in CPSS brings new chal-

lenges for identifying, classifying, and analyzing cyber-attacks and determining a proper

defense strategy to design cyber-secure systems. The attackers implement five steps of

intrusion: access, discovery, control, damage, and clean up, to gain complete control of

the system directly or indirectly, and to hide any traces of any caused intrusion [166]. Cur-

rent technologies such as blockchain cryptography [167] can be applied to CPSS security

and privacy policies.

Design: Combining human and artificial intelligence is a promising direction for
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enhancing efficiency and meeting customer requirements. The CPSS is a suitable solu-

tion that adds a Human Intelligent Teaming (HAT) layer to the design of elegant systems

[168]. Based on a survey by [17], CPS system-level design can be extended to CPSS, and

categorized into five categories: component-based, layer-based, model-based, virtual inte-

gration, and contract-based design. In addition, they proposed a flow-based methodology

showing data, physical and human flow. It is based on a directed acyclic graph, and

to determine how specific state transitions and events occur in CPSS, they successfully

applied the Petri nets model.

The tools which can be applied in modeling and designing the CPSS should adaptable

to three CPSS subsystems. From existing tools, the model-driven languages/techniques

that can be considered to be useful are those compatible with the heterogeneous na-

ture of CPS and not be specified for one domain. In a conducted survey by Liu et

al. [169], they compared ten different tools and showed among them, the Ptolemy and

the PtolemyCyPhySim can cope with CPS challenges. The selected assessment criteria

were some of the CPSS modeling requirements including heterogeneous modeling, time,

concurrency, system evaluation, and meeting diverse Quality of Services (QoS).

To ensure the system is effectively designed, it is crucial to establish tests for the de-

veloped processing design. For this purpose, in [170] learning factories are considered

an effective way in the CPS environment namely manufacturing and Industry 4.0 (I4.0)

which I reckon can be applied in the CPSS context as well. The learning factory inte-

grates real-world applications in a small-scale model to explore the developed design and

improve the knowledge related to the systems.

Supporting theories: The CPSS supporting theories proposed by Wang [4] called

Artificial, Computational, Parallel (ACP) is described in Section 2.1.1. The fundamental

idea of ACP has been applied in intelligent transportation[113], and artificial healthcare

systems [171] as a method for controlling and managing these systems. In the ACP theory,

as mentioned above, artificial systems (A) image/mirror and transmit the data and events

flow in the physical-social systems in cyberspace, computational experiments (C) are

used for the validation of the control plans, and finally, parallel execution (P) determine

the stepwise control and management of the CPSS.

4.4.3 CPSS Threats

The loss could be referred to in safety measures, confidentiality, integrity, or availability

of resources. Hence the harm implies harming people, the environment, or systems [172].

“Only amateurs attack machines; professionals target people.” (Schneier, 2000) [173].

Talking about CPSS, the social aspect is included in this context, besides the safety and

security of people, communication assets, and information in the system. In Figure 4.5, I

classified the main threats and cyber security aspects in a CPSS.

Therefore, developing a threat model that takes into account the distinctive qualities

of the CPSS components and their correlation with them can be effective in managing the
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risk of cyber-attacks. Determining the assaults and the best defense technique to secure

the systems is one of the CPS security facets and a step in the process. Answering who

and what should be protected is the fundamental question that needs to be addressed

at this point. Threats are primarily determined by their sources, targets, motivations,

assault methods, and potential outcomes. [174].
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Figure 4.5: CPSS Threats

4.5 CPSS Challenges and Open Issues

Generally, the intrinsic heterogeneous, concurrent, and sensitivity to the timing of CPS

and CPSS poses many modeling and analysis challenges. Moreover, this means that time
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plays a critical role in the performance of a CPSS, not only the function of a task [134].

The integration of social aspects in systems poses issues such as medical safety, human

rights, security, energy scheduling, traffic management, and even resource sharing such

as vehicle sharing, urban management, and many other examples. As a result, before

building systems with social components, it is vital to conceive from the CPSS perspective

and include social entities that interact with other components, as the system is not

isolated.

Another issue is related to social acceptance. Social acceptance of new technologies

such as IoT and CPSS is something that if the human is not considered as the user and

provider of the system’s information, we cannot make user-friendly applications and

even appealing human interfaces [175]. Energy consumption plays an important role

in the CPSS design. The development of next-generation smart energy systems requires

innovative computational methodologies and models. The design of the energy-aware

and data-driven CPSS has become critical for sustainable development [151, 154, 176].

Another challenge besides energy management in data collection and actuation method-

ology is integrating heterogeneously distributed devices into a common platform[111].

The main issues addressed by researchers are provided in table 4.2. I categorized these

into four classes: data fusion, energy efficiency, privacy and security, and network and

system design.

Table 4.2: CPSS Open Issues

CPSS
Open
Issues

Domain Studies
Data Fusion [27–29, 156, 162]
Performance Optimization [123, 177]
Privacy and Security [127, 133, 156, 178]
Network and System Design [126]

In the future, CPSS applications can be expanded to different businesses such as

robotics, smart education systems, smart societies s-Society 5.0- moving from e-learning

3.0 [179] to Learning 4 [180] using Virtual Reality (VR), Augmented Reality (AR) and

adaptive Massive Open Online Courses (MOOCs) [181]. Moving from traditional social

systems to cyber social systems under the CPSS ecosystem requires a closer and more

precise methodology for implementation. As seen in the pandemic crisis in 2019-2021,

some e-learning ICT infrastructures are not ready [124]. One of the ultimate goals of

intelligent systems such as CPSS is to provide information "anytime anywhere"for their

users. For instance for a natural tourist accessing an accurate location is necessary, which

is still an issue in current smart solutions [6].

4.6 Human Behavior Model

More study [182, 183] testifies to the significance of knowing human behaviors in order

to learn how to create and construct systems that encourage users to perform responsibly.
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Understanding human behavior is critical when developing cyber-secure and resilient

CPSS that are intended to be used by humans and their behaviors have a huge impact on

the system´s performance.

The process of transferring the findings of behavioral studies conducted in the real

world into an environment dominated by technology can be a difficult and timeconsuming

endeavor. Nevertheless, in today’s world, it is feasible through the utilization of big

data and sentimental analysis, as well as the discovery of recurring patterns in people’s

decision-making processes.

Many cyber security issues have been tackled by the field of behavioral science. Secure

systems are sociotechnical systems, according to to [184] and they urge that I apply

behavioral science to "prevent users from being the ’weakest link’". Kevin Mitnick in the

book "the art of deception"admits that he rarely broke a password because it was easier

to manipulate or mislead individuals into revealing it through the use of various social

engineering tactics".

One of the prevention strategies is enhancing situational awareness during a “cyber

event”. The concept of Situation Awareness (SA) plays an important role in people’s

decision-making process. Based on Endsley (1995) [185], even while there is not always a

direct connection between SA and performance. In general, it is to be expected that poor

performance will occur when SA is either incomplete or inaccurate, when the appropriate

action for the identified situation is not known or calculated, or when time or some other

factor limits a person’s ability to carry out the appropriate action. In all of these cases, it

is expected that poor performance will occur.

Figure 4.6: Situation Awareness [185]
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Endsley SA theory creates the foundation of my model. The idea of this work is

not to prove the human behavior elements or the impact of their behavior in security

breaches, but the goal is to demonstrate how Coloured Petri nets can be used to represent

human behavior in cyber security scenarios. For this purpose, and based on my research

on human behavior in social systems (cyber and physical), skill, experience, and time

pressure are chosen to describe a person’s behavior. These elements represent SA in

figure 4.6. This theory provides a primary framework for our work to answer RQ 3.

4.7 Chapter Summary

Designing and deploying CPS without paying attention to human behavior in the shadow

of social behavior – crowd behavior– will fail to satisfy goals such as the best recommenda-

tion and optimizing decision-making. Therefore, social systems are pivotal components

of CPSS, and they are already transforming how humans interact with the physical en-

vironment by integrating them with the cyber-physical world. The integration of social

systems in CPSS provides new frameworks for smart cities, intelligent transportation,

energy management, and sustainability to enhance people’s daily life tasks, system avail-

ability, and reliability. This is a relatively new research field that requires new approaches

and techniques. In this work, almost all applications of CPSS are studied and introduced

for further research and future developments. The operation and configuration of CPSS

require methods for managing the variability at design time and the dynamics at runtime

caused by heterogeneous resources and complex ecosystems. The literature review in this

chapter provides a deeper look at CPSS and what advantages they bring for users as indi-

viduals and public interests. Furthermore, I described state-of-the-art CPSS approaches

and methodologies. The key techniques, theories, and design approaches are clustered

based on the categorization and description of previous studies. In addition, the present

and potential applications of CPSS are argued.

A uniform definition of CPSS provided in this chapter helps to find a common under-

standing of this new paradigm. The given comparison of SIoT, IoP, HiTLCPS, and CPSS,

clarifies the human role in designing a CPSS. To describe CPSS, this chapter delivered a

taxonomy of this new paradigm based on the system-of-systems approach inspired by the

CPS-NIST framework. The CPSS taxonomy includes assets, components, applications,

platforms, technologies, design methodologies, and newly supported theories. This tax-

onomy is an initial attempt to formalize the CPSS, and sub-classes can be expanded by

introducing new methodologies and theories in the future.

The CPSS as a new paradigm tackles some issues that can be seen as opportunities for

research. The issues that researchers consider in CPSS are in the following domains, data

fusion, analysis, performance, network, system design, and security/privacy. Another

important issue is that there is insufficient work related to the human role in CPSS. Even

though the challenge, it is an advantage of CPSS in terms of social learning techniques.

To that extent, a technique such as deep learning is applied to integration, and interaction
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with physical and cyber systems, and still the human role, and interactions in CPSS are

not well-defined. Even in some CPSS studies, the human role is considered as individual

and not in the social context.
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5

Graphical Formalism of Cyber

Resiliency Analysis

Sometimes it is the people no one can imagine anything of who do the things no one
can imagine.

Alan Mathison Turing (1912-1954)

5.1 Introduction

This chapter aims to introduce a set of rules for translating or mapping GrSMs to PN

classes and explain which class is more useful and pragmatic in the case of cyber security

and resilience. Also, it examines the aforementioned items in chosen PNs. In chapters 2

and 3, as well as in Figure 2.4, I emphasized the importance of having a comprehensive

understanding of a system’s cyber security, including its vulnerabilities and defenses,

when analyzing cyber resilience. To achieve this, a suitable graphical security model

should possess certain characteristics such as scalability, flexibility, the ability to con-

sider pre and post-conditions for vulnerability analysis, encompassing social engineering

scenarios, and providing a distinct and concise way to design countermeasures, defense,

and protection nodes- It allows to cable managers to make better decisions and develop

efficient strategies.

In this context, I proposed using Attack Defense Tree (ADT) to graphically model the

attack-defense scenario as a way of illustrating vulnerabilities and defense strategies. To

address this, I propose using attack trees (ATs) to graphically model the attack-defense

scenario, as they are effective at illustrating vulnerabilities and defense strategies. Once

the AT model is established, it can be translated into one of the Petri Net (PN) classes and

augmented with time constraints (or attributes) to validate the model and assess system

performance under various scenarios.

In this chapter, I discuss the use of GrSMs and PNs as a means of translating ADT to

GSPN. I also introduce a set of rules that can be used to analyze the cost of both attacker

and defender actions, which are then integrated into the translation process. I validate
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that these rules are reliable and can be applied to various classes of PNs, including GSPN

and TCPN. Additionally, I showcase how the same rules can be upgraded for use in CPN

modeling, allowing for the translation and performance analysis of the system at each

phase of cyber resiliency. In this regard, two different graphical models were chosen,

ADT and Attack Countermeasure Tree (ACT).

The remainder of the chapter is organized as follows; in section 5.2 I describe how

to map ADT to GSPN; in section 5.3 a set of rules is provided to translate ATs to CPNs

that is valid for all PNs; Therefore in section 5.4 the CPN notations for cyber resilience is

explained, and finally, in section 5.5 the summary of the chapter is provided.

5.2 Semantics for Translation of GrSMs into GSPN

In chapter 3, I explained the GrSMs and PN classes compatibility. When translating a

GrSMs model (for example an ADT model) to GSPN or CPN/CPN, it is assumed that in

any PN models the approach is bottom-up and the PNs modeling starts from leaf nods in

the GrSMs.It clearly describes that the reachability set of synchronized events in the PN

models depends on the initial marking (leaves in GrSMs).

In the translated PN models, all of the input events, states, transition functions (Ac-

tions), and output events are displayed in GrSMs in their entirety. The models have finite

states. In our environment, resources in a CPSS (and resources in any other system) can

be modeled by places, although PNs classes differ depending on the introduced notations,

and their instances can be represented by tokens. The transitions in PNs must correlate to

the actions taken by invaders and defenders (including IDS). Any arc that extends from

a resource place to a transition represents the direction of the action and fired transitions

show the token release and acquisition of some resources that are being processed by a

system.

5.2.1 ADT and Transition to GSPN

In the initial step, I translated at and then adt to gspn. In particular, I have been inspired

by [83] and I introduced a new translation of ADT to GSPN [90] as it is shown in Fig-

ure. 5.4. The main reason to select GSPN for modeling and analysis of the security of the

system is its ability to show the dynamic behavior and stochastic variables in the system

under attack. It means that each attack scenario can be an option for the system [186]. In

addition, as cyber-attacks can be stochastic and independent, it is important to analyze

the security of CPSS by considering these characteristics.

Figure. ?? illustrates a straightforward AT example in graphic form. The goal of the

attacker is shown by the root node and the sequence of activities to reach this node is

shown by events (E). Here, D1 is used for intrusion detection as a defense technique.

For translating AT to GSPN, the rules presented in Figure. 5.2 are proposed, defining
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Figure 5.1: Attack Defense Tree (ADT) presentation

translation to each node [90]. In this methodology, the translation of leaf nodes and sub-

goals is represented by transitions in the generated PN model. Places in the pn model

represent the arcs in AT.

The assault can be carried out in stages up until it reaches its ultimate objective,

which is denoted by the Root node in the AT and which is represented by a location in

the PN model. This location shows the condition of the system about the attack. For

a successful attack, this place is marked with a token. Constructs considered in the

translation mechanisms are shown in Figure. 5.2:

- Sequence; in the AT, E1 a depended event by conducting E2, which in PNs is

translated in a sequence.

- OR; in the AT, it defines the two possible events which are translated to concurrency

in PNs. E2 and E3 are called concurrent if they are neither casually dependent nor

in with conflict one another.

- AND; In the AT means two dependent events that in PN, E1 cannot be fired without

firing E2 and E3.

- Finally, the detection node in the AT is shown by a loop in Petri nets. Applying the

rules presented in 5.2 to the ATD of Figure. 5.1.

The idea of modeling a system with GSPN is to show the behavior of the system

regarding the possible reaction of the system to each attack. I propose to translate each

event as a transition in PNs considering Immediate transition for the kind of attacks that

happen as a sequence result of a certain attack. For independent and distributed attacks

Exponential transitions are defined. General Transitions illustrate the consequence of

some actions which happen in an interval of time.

The estimated time and probabilistic to conduct an attack successfully depend on the

attacker’s technical skills, social engineering skills, facilities, level of access to information
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Figure 5.2: Attack Defense notations mapped to Generalized Stochastic Petri nets nota-
tions

resources, and so on. On the other hand, the maturity level of an organization’s security

systems, their team education and knowledge, also resources, and so on are other affected

parameters that determines the values of each leaf.
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5.2.2 Security Analysis By GSPN Based On Attack Defense Tree

In this work, the provided example is about a 3D printer borrowed from [187]. In this

instance, the attacker’s objective is to increase feed speed by SQL injection. This increase

destroys the tool and leads to a low-quality finished product. As a result, the attacker

may be able to control the spindle speed in the G-code file, which may lead to drilling bit

breakage. The possible attacks and defenses are illustrated by an ADT in Figure. 5.3.

Figure 5.3: Attack Defense Tree for SQL injection in 3D printer

When the attacker publishes a malicious form on the website, there are three possibil-

ities:

1. User opens and fulfills the form;

2. User informs the fraud and does not use it;

3. Intrusion detection system actives and detects.

The fraud and abandon the attack and remove the form and block the access of at-

tackers to the website. The proper model to show the behavior of all the systems by

considering the random behavior of attackers and not in the deterministic time is Gener-

alized Stochastic Petri Nets (GSPNs) as presented in Figure. 5.4. (GreatSPN tool was used

for its edition).
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Table 5.1: Transitions in SQL injection detection GSPN analysis

Transitions Descriptions Firing time

T1 Intrusion Detection (NIDS/HIDS) Positive alarm D
T2 Intrusion Detection (NIDES/HIDS) Negative alarm S
T3 POST malicious form S
T4 Access to user’s account S
T5 Download Original form and user’s information S
T6 Change the user’s Information S
T7 Upload information to the data server D
T8 New information Submitted I
T9 Intrusion Detection (Acoustic) Positive alarm D

T10 Intrusion Detection (Acoustic) Negative alarm D
T11 Spindle Speed Requested Production S
T12 Attempt to Breakage of drilling bits D
T13 Breakage of drilling bits I

System Interrupts System Interrupts I

In Table 5.1, all transitions for possible scenarios in cyber-attack are provided. For

T2, T3, T4, T5, T6 and T11. firing delay is stochastic and can be different for each attack.

T7, T9, T10, and T11 firing delays are in an interval time that depends on the system.

Cyber attacks transition on Petri nets is a combination of the deterministic and random

firing delay distribution. The objective of the analysis of the system is to reduce the

interval time to detect the attack and also, to distinguish between false and true attacks.

In Table 5.1, Immediate (I), Stochastic(S), and Deterministic(D) transitions are listed.
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Figure 5.4: Attack-Defense Tree translated to Generalized Stochastic Petri Nets

5.2.3 GSPN VS. CPN

The GSPN model that was suggested may successfully represent both the dynamic of the

ADT and the behavior of the system. However, having diverse types of data is essential for

maintaining both cyber security and cyber resilience. For example, the IP/TCP request
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packet contains a variety of information, including the source IP, the destination IP, the

protocol type, and the body information. In order to model this kind of request on a web-

site, several separate places in GSPNs are needed. Each place describes with its unique

sort of token. Using CPN or TCPN is the alternative method to analyze the performance

and behavior of systems while simultaneously reducing the size of the model.

An additional benefit is a potential for employing hierarchical CPN to fold systems

as subsystems. This method allows the designer and the analyst to analyze the impact

of the behavior of each subsystem on the overall performance of the system, while at the

same time allowing the designer and the analyst to consider each subsystem’s behavior

in isolation.

5.3 Semantic of Mapping GrSMs to CPN

It is possible to display a variety of attributes in each node by CPNs, including probability,

duration, and cost, amongst others. The modeler is assisted in computing the values as

well as representing the data by colors (in CPN Tools: Colour sets).

5.3.1 Preliminaries ACT

AT [188], ADT [189], and ACT [190] all contribute new semantics and formalization.

Because the introduced formalism used different notations, logic, and presentations, I

need to use completely new semantics to generate each of these security analysis trees

automatically.

Ak an attack event

Dk a detection event

Mk a mitigation event

CMk a countermeasure

ACT = {V ,ψ,E}(V : setof allverticesinACT ,ψ: set of all gates in ACT, E: set of all edges

in ACT) where V={∀k,vk :∈ {Aj} ∥ vk ∈ {Di} ∥ vk ∈ {Ml}}WhereA1, A2,..; D1,D2,...;

M1, M2,... are the events of the ACT,ψ = {k,k : k}AND,OR,k − of −ngate,E = {k,ek :

ek(vi, j)||ek(i, j)}andX = (xA1,xA2, ...xD1,xD2, ...xM1,xM2, ...) is a state vector for

the ACT where xAk, xDk, xMkare the boolean variables associated with events Ak,

Dk, Mk respectively

5.3.2 Definitions

Considering the CPN definition [15] as follows, I introduce the mapping rule from ATs

to CPN.

Definition CPN.[15] A non-hierarchical Coloured Petri Net Module is a nine-tuple

CPN = (P ,T ,A,Σ,V ,C,G,E, I), where:
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1. P is a finite set of Places.

2. T is a finite set of transitions T such that P ∩ T = 0.

3. A ⊆ P × T ∪ T × P is a set of directed arcs.

4. Σ is a finite set of non-empty colour sets.

5. V is a finite set of typed variables such that Type [v] ⊆ Σ for all variables v ∈ V .

6. C : P → Σ is a colour set function that assigns a colour set to each place.

7. G : T → EXPRV is a guard function that assigns a guard to each transition t such

that Type G(t)= Bool.

8. E : A→ EXPRV is an arc expression function that assigns an arc expression to each

arc a such that Type E(a) = C(P )MS , where p is the place connected to the arc a.

9. I : P → EXPR0 is an initialization function that assigns an initialization expression

to each place p such that Type I(p) = C(P )MS .

5.3.3 Rule Sets

The proposed CPN model in this work allows the perception of the impact of selected

behavior by both intruders and defenders, as well as the consequence of their interactions

on the system based on the given attack scenario. Input to the model is intruder behavior

which also shows possible vulnerabilities of the systems, such cases are depicted in Fig.

5.6 as attack nodes. Assuming that states of the systems will be represented by places (P),

taken actions for each type of attack will be represented by transitions (T), and each type

of attack, defense, and mitigation strategies, also metrics, or attributes in ATs be declared

by a Colour set Σ in a CPN, I set the mapping rules as follow [191]:

Rule 1. Root Nodes Mapping: The roots in ATs will be mapped to the final place Pf inal
in a CPN model which is represented by an attack-type Colour set containing attacks

value(/s).

As described in subsection 3.2.1 the root in ATs is dedicated to the ultimate goal/result

that intruders want to achieve in different ways, which can be interpreted as a state of

the compromised system in the CPN model. As per the focus of this work is on cyber-

security, I employ cyber expressions and call the final place in the CPN a cyber-attack

success. Nevertheless, the attempts to exploit a system technically have two possibilities

of success and failure. In the case of the attacker´s attempts failure as a result of defense

and/or mitigation systems interference, another state (place in the CPN) needs to be

defined to also meet the model "liveness"as the final state containing defense/ mitigation

value(/s).

Rule 2. Leaf Nodes Mapping: The leaf /atomic nodes in AT and AT refinements be

mapped to the initial place in the CPN model assigned by C : P → Σ which containing

[v] ⊆ Σ representing attack/defense/mitigation types in the ATs.
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Both bottom-up and top-down methodologies can be used to illustrate ATs; which

approach is used is determined by the purpose and the level of awareness of the sys-

tem’s defenses and vulnerabilities. Bottom-up thinking helps rely on the abilities and

opportunities of the assailant and can assist in profiling the intruder’s conduct and the

possibilities they may present. In ATs, there are a few but a restricted number of nodes

that are atomic nodes. These nodes are characterized as follows in table 3.1.

In CPN they are shown by multisets which represent the possible behavior of the

intruder. The consequence of the atomic behaviors will be shown as a sequence of the

state and the color set will be changed.

Rule 3. Intermediate/sub goals: Sub-goals are consequences of previous events in ATs

which will be mapped to CPN as a sequence or AND/ OR representation. Intermediate

goals show the dependency on the events in the system. They can be the result of one or

more events. The logic gates (AND, OR, NAND) determine the sub-goal conditions. IN

ATs, if the intermediate goal satisfies immediately after the previous node, it is translated

as a sequential. In the case of AND/OR, and NAND sees Rule 5.

Rule 4. Edges Mapping: The path and connection of the events illustrated by arcs in

CPN and their directions show the path. A ⊆ P × T ∪ T × P is a set of directed arcs.

Rule 5. Combiners Mapping: Logic gates in GrSMs are translated in the CPN as:

5.1 "AND", "OR": The "OR"combiner in ATs has the same concept and functionality

as "concurrency"in PNs, refer to Figure. 3.3. In the same way, the "AND"combiner is

translated to "synchronization"in PNs, Figure.3.4. As a result, the logical gates in ATs

are translated as AND transitions and OR transitions respectively in CPN as shown in

Figure 5.5.

5.2 "NAND": The "NAND"gate, which is specific to ACT and models countermea-

sures (considering detection and mitigation) is translated into a sub-net using guarded

transitions (control flow) in the CPN, where outer place (Place P7 in Fig. 5.5) will be

marked whenever at least one of the two incoming dependencies failed (related to detec-

tion and/or mitigation) which means that the guards are evaluated as unsuccessful.

As shown in Tables 3.3-3.5, different combiners or logical gates are applied in ATs

refinements. In Table 5.2 the logic and result of the gates are provided.

Table 5.2: Logic of Defense System by Logical Gates (AND /NAND)

Mitigation Detection Result (AND) Result (NAND)
1 1 1 0
0 1 0 1
1 0 0 1
0 0 0 1

Rule 6. Attributes/metrics Mapping: They are colsets that can be assigned with different

color sets. The attributes or measurements (referred to as metrics in the context of ATs)

such as cost, probability, etc. can be specified as a closet with different types, including
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Figure 5.5: AND,OR and NAND gates in CPN

INT, Time, Boolean, Float, and so on, and can be allocated to the data token. For exam-

ple, the cost can be considered an INT metric for the cost of each attack and intrusion

detection or mitigation. The PRODUCT in CPN indicates the allocation. An event can

have multiple metrics simultaneously. By introducing metrics in CPNs, it is possible to

perform both qualitative and quantitative analyses.

5.3.4 Graphical Representation

For testing the feasibility of the work to security analysis, I borrowed a scenario from [74]

and integrated the costs of attacks and defenses. In the first step, the translation of ACT to

CPN is provided and in the next step, the cost computing is considered in subsection 5.3.5.

Figure 5.7 represents the CPN model translated from the ACT 5.6 taking into account

all the rules conveyed in this section.
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Figure 5.6: Attack Countermeasure Tree

5.3.5 Computing Node

Computing Cost as an attribute of an attack and defense system: This calculation is necessary

to combine action costs whenever more than two transitions fire. These transitions can

be related to malicious behaviors from attackers or countermeasures from defenders.

When one of the transitions related to the combination gates (AND/OR) fires, along with

changing the system’s state, the cost of the actions is calculated by the transition called

"computing transition". It receives two cost values from the place and returns the "sum"of

the costs related to the activities.

In fact, the impact of each behavior provides another state of the system that depicts

if the system is protected by a defense mechanism or intruded on by the attacker. Along

with the system’s state, the values regarding ca(i), cd(j), cm(k) (where i,j,k correspond to

the actions) show the cost of the selected behavior of the attacker (Table ??).

For instance, the computing node of attack cost of "A4121"and "A4122"is shown in

Figure 5.8 by "CMP412". In this specific scenario, I assumed that all types of attacks

initialized and proceed with a unique system (including humans) as it is introduced in

the referenced scenario. As it is shown in Figure. 5.9, the computing nodes are transitions

that make a sum for cost values for fired transitions (means taken and successful attacks).

The details of the attack and defense analysis computed and produced by CPN Tools are

given in Appendix B. Table 5.3 and 5.4 show the result of quantitative analysis of the

cyber attack and defenses.
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Figure 5.8: The Computing Node

Table 5.3: Running different Scenarios and Analysing Costs by CPN model - Cyber Attack

Attempt Initial Attack Cost Impact Dependency
no.1 PA21221 30 A2 N
no.2 PA21222 10 A2 N
no.3 PA31 30 A3 PA32
no.4 PA32 15 A3 PA31
no.5 PA4122 40 A4 N
no.6 PA12 60 A1 N

Total Cost 185

Table 5.4: Running different Scenarios and Analysing Costs by CPN model- Defense

Attempt
Defense Systems Performance Cost

Result
Detection Mitigation Detection Mitigation

no.1 N N
Compromised

(A2)

no.2 N N
Compromised

(A2)

no.3 N N
Compromised

(A3)
no.4 N N

no.5 D412 M412 0 70
Attack stopped

(A4122)

no.6 D12 Failed M12 100 25
Compromised

(A1)
Total Cost 100 95 195(Total)
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Figure 5.9: The CPN with Computing Nodes
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5.4 Cyber-Resilience by CPN Notations

In chapter 2, Figure 2.4 shows that cyber resilience requires cyber security analysis. There-

fore, GrSMs (which are tree-based models) are utilized as a potent tool to illustrate various

scenarios related to system vulnerabilities, potential attack routes, as well as possible de-

fense and response strategies. However, simulate all of the possible scenarios using CPN

and/or CPN beneficial to the system´s resilience evaluation. The CPN model shows the

impact of a potential attack on the performance and state of the system together with

implemented defense strategies and recovery statutes. It means that cyber resilience

evaluation requires to have information about the effects of the defense, response, and

recovery strategies on the system performance.

The analysis of the system´s performance is the method that I use to measure re-

silience. In subsection 5.3.2, the preliminary of the proposed model for a CPSS is pro-

vided. In this regard, the characteristics of the CPN, such as its liveness and its safe

behaviors, are what define which scenarios are successful. In normal performance and

fully recovered systems or successfully absorbed attacks, it is necessary to check and make

sure that the resources that are involved in the IDSs and Web services procedure will ulti-

mately be carried out at least once. I have determined a time constraint for defenses and

attacks.

As mentioned above, the framework can be described as <V ,β,M> Every v ∈ V can

be mapped to an input place to the system. Every b ∈ β is a whole workflow described

by a Petri net that defines the sequence of events needed to be taken if certain behavior

b ∈ β dominates. The mode m ∈ M is a selection that dictates which set of behaviors

will be activated and which are not. To give CPN model the capability to express the

security properties of the modeled system and ensure its compatibility with the existing

formalism in the following interpretation of the CPN components is proposed (a CPN

which conforms to the conditions given below):

1. I determine an expected and desired interval time for transitions (events),

2. I consider a defense or recovery strategy successful if the interval time is fulfilled,

or else the attack attempt is considered successful,

3. The performance analysis consists of time also cost these two parameters will be

calculated in different protestations in beneficial of readability,

4. In the end, if the net is alive for all the normal tasks, then the system is resilient.

But, it has to show deadlock for the attack attempts if the defense strategies are

successful.
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5.5 Chapter Summary

In this chapter, I provided an answer to RQ2 that requires the set rules to translate

existing non-state-based graphical models for the analysis of cyber security in the CPSS.

It was also important to define computing rules for quantitative analysis purposes. In

this chapter, I introduced six rules for specifying GrSMs translation to a CPN model

that is applicable for GSPN too. I explained how CPN models are compatible with and

complementary to GrSMs in sense of showing the dynamic of the attacks and defenses. I

showed and explained the result with a concrete example from Attack Countermeasure

Tree.
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Figure 5.7: CPN mapped from ACT [74]

82



6

Design an experimental Attack

Defense Simulator

We cannot solve our problems with the same thinking we used when we created them.

Albert Einstein (1879-1955)

6.1 Introduction

To validate and authenticate my research, I did the penetration test on the real use case

and I used two separate methods to collect and examine data. The first approach en-

tailed setting up a separate lab and conducting mock attacks, while the second entailed

obtaining prior knowledge from our university’s information technology department.

Designing a simulation environment for this work had two main challenges it must

be isolated and we had to build a lab from scratch that should be adaptable to security

scenarios in CPSS. It needs to point out that system users and the security team (red

and blue team) are considered integral parts of both testing and risk assessment hence

human facets play a notable role in cyber security incidents. In this regard, scenarios

help explain and formulate these complex dependencies and relationships in the system

components and associated tasks.

Scenarios are simulated or emulated networks comprising traffic as well as poten-

tial threats in the network layer (PAN, LAN, MAN, WAN), software, and hardware

implemented through Virtual Machines (VMs), Containers, or Sandboxes. In a bid to

comprehensively represent target networks, the scenario can also feature other system

peripherals and appliances. The simulated network environment is injected with traf-

fic representative of user activities e.g., web scanning, email phishing, and other server

communications, and real-life attack scenarios such as in Control or Data centers are de-

ployed. A predefined attack scenario library as well as custom-built scenarios are integral

to the framework [192].

The rest of this chapter is organized as follows: Section 6.2 explains the framework of

the designed experience to validate this thesis as well as three scenarios for three different
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types of attacks; then in section 6.3 the architecture and applied techniques to run the

test are provided, also based on the tests the ADT is built and shown; and finally, in

section 6.4 the summary of the chapter is provided.

6.2 Design Framework

The motivation scenario is related to web-based applications and services. To describe

the idea, I borrowed an example from [193]. A web user (like a web commerce web-

site) logins in a request receiving some information via the webpage- From the other

side, the request passes Firewall and IDS. These prevention and detection systems are

designed and used for the web services, to check the healthiness of the requests, and at

the same time, the security administrations monitor and analyze the logs on the website

network. The well-behaved request will pass to the web server. In the backend, there

is a (MySQL/NoSQL) database that stores all the store’s information, which includes

product inventory, product description, customer account, and order history. The web

server communicated with a database to send the requested information to the customer;

customers receive the information at the end of the process. There is a possibility that the

user is an attacker and can access the web server by some web hacking techniques, such

as Buffer overflow, SQL injection, Social engineering, et al., and then can manipulate the

web services. So, as a consequence, the system might be crashed, or the customer’s and

store’s credentials are leaked and stolen. The introduced model follows the framework

presented in the MITRE framework for use cases [59]. I created three scenarios and for

each, I requested the experts to choose or define different actions regarding system secu-

rity based on various conditions. I applied two indicators of abilities and organizational

responsibility to classify human behavior. I considered cost and time as two criteria for

measuring threats and defense impacts on the systems.

What I did to design the cyber-resilience by TCPN approach had a top-down concept.

It means I created the high-level concept of all the scenarios and then unfold them in

different sub-systems in the hierarchy TCPN to reduce the complexity and the net size.

Another advantage of this approach is that changes in sub-systems do not have a huge im-

pact on the whole designed model. It means that each mechanism’s process is illustrated

in different sub-pages of the net’s high level.

Finally, based on the behavior of the net, the performance of the system can be divided

into four levels:

Level 1: The attack is resolved and stopped. Systems are secured

Level 2: An attack is identified but the response system is failed to stop the at-

tack/threat. System Awareness

Level 3: The attack is not distinguished and the system is disturbed partially. The

system was interrupted but the performance is not under the threshold and recovering

Level 4: The attack is successful and system performance is not recovered
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6.2.1 Simulation Characterises

For the objective of this work, I have modeled and applied snort architecture and detec-

tion mechanism as a networked-based IDS and Firewall as a first-layer defense system

by CPNs in the application of SQL injection. The response system includes a set of

actions that be taken by the SIEM administrator regarding the type of intrusions. The

recovery phase in resilience consists of all the places and transitions after the intrusion/s.

Considering this incident as a scenario, I can infer a list of broad scenario elements as

follows.

• An attacker

• Users that the attacker targets initially

• A cyber system and data that the attacker targets

• System security personnel that detects the incident

• Interactions between the attacker, users, the system and the security personnel

• A wide network infrastructure that facilitates connection between cyber systems

and people.

The above elements can be categorized under two groups: cyber systems (including

data and wide network infrastructure), as observed in the Proxmox platform, and actors

(attacker, user, and system security person).

The attacker is a vague term because it is an unknown party in the majority of cyber

incidents. In this sense, an attacker may be an individual, a group, or a state-funded orga-

nization. Because of this ambiguity, attackers are frequently not explicitly represented in

cyber-security simulation scenarios. Rather, their interactions with the cyber system are

pre-programmed [194]. In my case, there is no difference between the parties but what

is important is that each of the transitions contains a specific IP address with a specific

behavior/action.

Simulators

Simulators for representing cyber vary from general-purpose simulation tools to those

focused on the creation of networks and the evaluation of three types of cyber-attacks

including DoS, Malicious code injection, and Email Phishing.

6.2.2 Classification and Data Extraction

Based on the work I have done in developing a cyber range and after the first screening of

the literature, I The scenario describes and provides documentation, summaries, action

orders, etc., to ensure the representative operational context supports

I used the MITRE use case resilience framework [37] to create scenarios which are

depicted in figure 6.1.
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Figure 6.1: The MITRE Use-case Resilience Framework for the Proposed scenarios

6.2.2.1 System-of-Interest

The system of interest is a cloud-based tool chain offering a complete set of Petri net

tools with a Web interface supporting digital controllers development. The tools include

an interactive graphical Petri net editor, a model-checking subsystem composed of a

state-space generator, state-space visualization, and a query system, and automatic code

generation tools that produce software “C” code or VHDL hardware descriptions ready to

be deployed into implementation platforms. All interactive tools are executed directly in

the user’s Web Browser using AJAX principles, but file-storage and intensive processing

operations are processed in the cloud. Take advantage of standard W3C technologies,

such as SVG (Scalable Vector Graphics), AJAX (Asynchronous Javascript and XML), and

XSLT (eXtensible Stylesheet Transformations), to offer full-featured edition capabilities

inside standard compliant Web browsers, such as Chrome, and Firefox, Opera or Safari.

Multiple users can perform collaborative work by sharing the clipboard contents. Parts

of models can be copied to the clipboard and saved on the server, enabling other persons

logged under the same user account, to download the shared clipboard contents and paste

them on other models [195].

Architecture. Autonomous events are typically used in solutions composed of mul-

tiple hardware components, defined by several IOPT models or other hardware design

formalisms, implemented in the same hardware platform or distributed GALS architec-

tures [3]. The architecture of the tool is presented in Figure 6.2

Installation. To avoid any unwanted interruption in the performance of the system, I

86



6.2. DESIGN FRAMEWORK

Figure 6.2: Victim System Architecture

duplicate the system on the virtual environment.

Figure 6.3: Isolated Lab High-level Conceptual Design and Components
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6.2.2.2 Intrusion Detection/ Prevention Systems

Regardless of what program is designed or used for IDS/IPS, the alert result is categorized

into four categories as it is shown and described in Figure 6.4.

Figure 6.4: Intrusion Detection Systems / Intrusion Prevention Systems Performance

6.2.3 Scenario

The motivation scenario is related to web-based applications and services. A web user

(like a web commerce website) logins in a request receiving some information via the

webpage- From the other side, the request passes the firewall and IDS. These prevention

and detection systems are designed and used for the web services, to check the healthiness

of the requests, at the same time, the security administrations monitor and analyze the

logs on the website network. In all the scenarios, defense and response strategies are

applied for absorbing attacks and if they became successful the recovery plan would be

implemented. All the absorb and recovery phases are a series of actions that be taken

automatically by the system or manually by the security team(human).

The ultimate goal of attackers is to get access to the systems and can take control of

it and in contrast, defenders’ ultimate goal is not letting any unauthorized access to the

system. In the following scenarios, three different techniques are considered.
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Figure 6.5: Intrusion Detection System Architecture

Figure 6.6: Security System in the System of the interest

6.2.3.1 Attacks

In this subsection, I describe all types of attacks that are modeled by TCPN and the

applied defense/recovery plans if it is the case.

Attack 1. Compromised Database Server
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Description of the attack process. The well-behaved request will pass to the web

server. In the backend, there is a (MySQL/NoSQL) database that stores all the tool’s

information, which includes the tool´s services description, user account, and activities

history. The web server communicates with a database to send the requested information

to the users; users receive the information at the end of the process. There is a possibility

that the user is an attacker and can access the web server by some web hacking techniques,

such as Buffer overflow, SQL injection, Social engineering, et al., and then can manipulate

the web services. So, as a consequence, the system might be crashed, or the user’s and

tool’s credentials are leaked and stolen.

Scenario. A database administrator performs some off-hours maintenance on several

production database servers. The administrator notices some suspicious and unusual

directory names on one of the servers. After reviewing the directory listings and viewing

some of the files, the administrator concludes that the server has been attacked and calls

the incident response team for assistance. The team’s investigation determines that the

attacker successfully gained root access to the server.

Type of the detected attack: Remote malicious code injection.

Defense /Response Strategies: Block the suspicious IPs, Block port 443, and restart

Apache.

Recovery: Load balancing and use of three servers

Attack 2. Denial of Service Attack

Description of the attack process. Considering a direct attack, an attacker arranges

to send out a large number of attack packets directly toward a victim. Attack packet types

can be TCP, ICMP, UDP, or a mixture of them [196].

Scenario. External users start having problems accessing one of the web services for

delivering their project. Over the next hour, the problem worsens to the point where

nearly every access attempt fails. Meanwhile, a networking staff responds to alerts from

an Internet border router and determines that the organization’s Internet bandwidth is

being consumed by an unusually large volume of UDP packets to and from both the

organization’s public DNS servers. Analysis of the traffic shows that the DNS servers are

receiving high volumes of requests from a single external IP address. Also, all the DNS

requests from that address come from the same source port.

Type of attack: Denial of Services (DoS), direct attack.

Defense/Response Strategies [197]: Block the suspicious IP address and send it to the

firewall, allow only whitelisted IPs, and Filter traffic to block the unwanted request.

To measure the traffic load on the TCPN, the following assumptions and configura-

tions are needed.

Bandwidth network= 1 Gbps speed in Proxmox

The average volume of each package (length)for HTTP request: 150Kb

Recovery actions. Create a blacklist of IPs and abound them to reach the website.

Create a White list and just filter IPs that have permission to pass.

90



6.3. EXPERIMENTAL LAB SET UP

Table 6.1: Formulate Threshold

Parameter Average Maximum
peak utilization

Maximum threshold
value

Network bandwidth-
Internet Link

50% 65%

DNS Traffic 5MB/h 8 MB/h

Table 6.2: Threshold for controlling DoS

Parameter Average Maximum
Packet/Hour

Maximum
threshold
packet/Second

Network bandwidth-
Internet Link

500 650

DNS Traffic 27 44

In the scenarios, to ease the model, I assumed that all services after DoS are reachable

again and the performance of infrastructures is back to the desired baseline. In this

regard, two actions are needed for recovery: Access the end of the DoS situation, Restart

stopped services. For measuring resilience, I consider the time for stopped services to

start work as normal.

Attack 3. Phishing Email

Phishing is the most common type of attack which is easy to implement and poten-

tially very effective. Phishing is an attack by email which normally include hyperlinks

that redirect the recipient to faux net pages (clones) or malware that may be dispatched

as an attachment or a download link.

Description of the attack process. An attacker send an email with this content to a

victim: "HMRC: A tax rebate of 432.80 Euros has been issued to you for an overpayment in

year 21/222. You can find a link to proceed: https://hmrc.taxbate.details-auth-sec.com."

Type of attack: Social Engineering (SE).

Response: Block the suspicious IPs.

For this type of attack, two different possibilities are considered based on SA present

or absence. It means that the attack initiates or stops respectively.

6.3 Experimental lab set up

Within this section, I share various experimental studies conducted on susceptible sys-

tems to respond to the following research questions:

Q?How do the introduced cyber attacks and following defenses impact the perfor-

mance of the system in terms of cyber security?

In this regard and based on the motivation of this thesis -Section 1.2-, the lab experi-

ence is designed following the scenario that is shown in Figure 6.7.
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Figure 6.7: Motivating Scenario

6.3.1 IDS: Sguil by Security Onion

A packet can be malicious showing by False packet (F), or it is a healthy packet showing

by True packet (T). Regarding the packet states, IDS alarms have four possibilities of

True True (TT) which means the IDS recognizes the packet is Ok to pass and the packet

is healthy, True False (TF) dedicated to a state the IDS recognizes the packet OK to pass

but it is a malicious request and in the same way False True (FT) and False False (FF). In

our scenario, I consider all the possibilities.

Figure 6.8: Seguil Alarm Message

Snort is not just a package sniffer also it is signature-based and checks the payloads.
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The rules can be modified by the admin. All Snort rules follow a very simple format

and define what Snort should watch for as it inspects packet header, payload, or both.

Snort rules are divided into two logical sections, the rule header, and the ruling body. In

Figure.6.9 a sample of a snort alarm is shown.

Figure 6.9: Snort Alarm Message

The message provides information on the source Internet Protocol (IP), destination

IP, type of attack, time, and priority of the alarm. In the CPN model, I apply this in-

formation for validating the model. Considering the IDS (Snort) architecture, there are

four main events/actions after capturing a suspicious packet. One of the most important

requirements of the modeling approach is consistency with IDS principles. Therefore,

it is important to define a generic IDS interface Figure.6.9 and Figure.6.8 for a resource

before presenting the interface for the resource involved in our motivating scenario.

6.3.2 System Vulnerabilities and Threat Model

To proceed with the experimental test, as an initial step, I figured out the IOPT-Tools

vulnerabilities by running some penetration tests. The penetration test results for system-

in-interest are provided in the following list as a report from the red team.

• SSH is enabled on port 22 and there is no protection against brute force attacks.

That means if you are a using weak password anyone can brute force it and get

access to your server. configure your firewall and your server to block unsuccessful

login requests.

• User “lab admin” can do a privilege escalation attack and become a root on that

server. The reason is that you are using Apache 2.4.37. This version is outdated and

vulnerable. CVE-2019-0215.

• Don’t ever trust user input. Looks like users are able to upload files. make sure they

can upload only specific formats don’t let them upload whatever they want. If user

input is not sanitized then the malicious attacker can upload a PHP reverse shell

and get access to your server.

• Looks like you are using PHP 7.2.24 this version is outdated. This version is vulner-

able to remote code execution. The stable version is 8.1.4. make sure you update

your PHP

• HTTP TRACE method allowed on your server which means the attacker can gather

sensitive header information about your server. It is better if you just disable it.
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• I’m not sure what is going on on port 9090 but it looks like you’re using Zeus-

admin. The port is closed but if you ever going to use that web service make sure it

is updated because that thing has a lot of vulnerabilities.

6.3.3 Attack Defense Tree of Three Types of Attacks

An intrusion, detection, and countermeasure scenario consists of the steps taken by an

attempted attack from an intruder through different system gaps or vulnerabilities that

are targeted at the website. The penetration test report provided in section 6.3.2 shows

that how an attacker can make trouble for the system. This information helps to build

the ADT and analysis the cyber security. It means the atomic actions that can be taken

to proceed with the attacks based on the detected vulnerabilities are the leaves of the

tree. For the given scenario associated with a set of detection systems and mitigation

attempts, there are six alternatives to disturb the system including exploiting Apache mod

buffer overflow, sending malicious email, creating several bots, HTTP Get/index.php,and

resister flood. In Figure. 6.10 (check the end of the chapter) the ADT model for access

and compromise Database is provided.

In the next chapter in Section. 7.4, I will translate this ADT to the TCPN model and

evaluate the possible defense and countermeasure strategies to increase the resiliency of

the system.

6.3.4 Human Behaviors in Context of Social System

Attack 3 in the section is designed to model human behavior as a victim in confrontation

with an attacker behavior. Inspired by the mental model from Endsley 4.6 I created the

scenario and asked random people to imagine the situation and respond how would be

their reaction to the phishing scenario. Out of 10 people, 8 people had experienced a

similar situation in the past and 5 of them were IT specialists. They also expressed it had

happened in time or work stress, they had been trapped by phishing messages. According

to the result, I categorized cognitive ability parameters which have an impact on human

behavior in the process of decision-making into three groups: Skill, Experience, and

Pressure. The important aspect of this modeling is how to design CPSS to raise awareness

for this work in the cyber attack, then the resiliency of the system will increase.

As a result of this test, I learned when awareness increases the impact of malicious

behavior decreases dramatically. In chapter 7, I will show the CPN model for the impact

of human behavior on the systems in case of awareness and unawareness of potential

cyber-attack.

6.4 Chapter Summary

In this chapter, I depicted and explained the experimental architecture and techniques

to collect data to validate the proposed framework and model for our work. In order to
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design the lab configuration I considered a vulnerable system that can be visualized in an

isolated lab. Also, to model human behavior, I designed an experiment based on human

awareness and analyzed system logs to check the impact of the behavior on the system.
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Figure 6.10: Attack-Defense Tree (ADT) for Access and control the web services

96



7

CPN model assessment and

Hypothesis validation

Nothing is particularly hard if you divide it into small jobs.

Henry Ford

7.1 Introduction

In previous chapters, I proposed and showed the resilience evaluation framework for

CPSS. I proposed to use CPN as a uniform model to describe attack paths, impacts, as

well as defense and response system, impacts to mitigate the incidents in the system. I

provide a simulation environment to examine our idea and acquire data to validate the

proposed CPN model.

The main contributions of this chapter are to show the validity of the research hy-

potheses I have made in the introduction (chapter 1).In this chapter, I show how two key

parts of the solution model are integrated to evaluate the resiliency of systems considering

human behavior as a social component in a CPSS.

The outcome of this chapter will be CPN models for described scenarios in Chapter 6,

the result of simulation by CPN Tool, and an analysis of the result of each action in sense

and attacks and defense and recovery which shows the resiliency level of the system in

each scenario.

The remainder of the chapter is structured as Section 7.2 provides the overall solution

to evaluate cyber resilience using TCPN; Section 7.3 shows how to evaluate the perfor-

mance of detection and defense systems by examining the behavior of IDS and firewall

are which are modeled by CPN and show the system behavior in case of malicious in-

jection; Therefore section 7.4 explains how to integrate time concept in the models and

model the recovery plan by TCPN; In the section 7.5 focuses on modeling human behav-

ior and creating TCPN model for DoS and SE scenarios; In section 7.6 the behavior of the

system is analyzed and the level of the resiliency of a system in face of the three types of
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attacks is evaluated; In section 7.7 the hypothesis verification is explained and finally in

the section 7.8 the conclusion of the chapter is provided.

7.2 An Overview of the Proposed Solution Framework

Our approach in this work to evaluate and model the system´s resiliency is shown in

Figure 7.1. The business model to make a system cyber resilient is provided with many

work groups as I mentioned in chapter 2. In this work, I proposed and examined the ap-

plicable technique to follow the standard framework. make systems resilient improving

and examining at design time and improving during running time. Here I focus on the

design part but the idea for simulation can be expanded to the run time as well. In this

case, I test the functionality of systems in simulation time.

Figure 7.1: Resilience Evaluation Techniques and Framework

7.3 System Behavior Considering Intrusions by CPN

According to the proposed framework to design and evaluate a system´s resilience (Fig-

ure. 7.1, first I need to create the thereat model with ACT and translate it to CPN for

validation and system performance regarding the defense strategies. To conduct that I

did a penetration test and gathered information regarding the system-in-interest which is

provided in Chapter 6, section 6.3. Following that ACT model was created and presented

in Figure. 6.10.

To profile people in the CPN model, the following items are considered:
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• Its identity, referred to as its id, is a name that is unique for every token

• Its position, the place where it resides

• Its value, the initial value of the token is known

• Timestamp, TS, is a non-negative number.

Any cyber attack in CPN is a tuple⟩ips, ipd,ps,pd,pro,com⟩ showing the malicious

packet. In this work to ease the readability of the model for the SE scenario, I consider

only the commands in describing and modeling human behaviors and their interactions.

7.3.1 CPN-based Approach for Cyber-Resilience

Using CPN modeling able us to analyze different behavioral properties of the composi-

tions under disruptions. Modeling successful and failure scenarios for response-defense

systems by CPN is key for modeling the resilience of the systems. In this regard, proper-

ties of the CPN such as liveness, and safe behaviors determine the successful scenarios.

I need to verify that the resources involved in the IDS, and Web Services process will

eventually be executed at least once.

7.3.2 Evaluation Detection Systems

In this section, the standard architecture of IDS is modeled by low-level Petri nets to

show the high-level concept for designing the IDS and Firewalls. Regarding this goal,

a scenario-based model is chosen. Based on this scenario, a sender sends a malicious

request which in the first phase is not detectable by the firewall but by an IDS that I

have chosen security onion, and by focusing on Snort logs will detect or not detect the

cyber attack. The architecture of the firewall and snort mainly has five components

after receiving a packet; these components work together to monitor and analyze all the

network traffic and check for any matches sing of intrusions and then generate an alert

and take action. Regarding this work’s use case, these IDS are installed on the network

and are not host-based.

On the network, the packet checked by the firewall looks for an intrusion in the

payload and is defined as blocking or denying the suspicious request. If the packet

header does not match with the rules, then NIDS in this work Snort rules in the Security

Onion application will check the payload and content and analyze it with the signature-

based database. NIDs generate an alert in the IDS admin logging system if the packet has

questionable or intrusion content. Snort is a real-time monitoring system that monitors

and analyzes network traffic.

If the packet does not have any malicious request, it will be passed in the network pro-

tocol. Places in the PNs model represent a state of the system, which shows components’

behavior and the components. Events are shown by transitions and arcs, the connection

and result of each event. In this PNs model, a requested packet is received by a firewall
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and will be checked with the defined rules in its database. The firewall takes the act of

denying if one of the rules is matched with the packet header or letting the packet pass

if any threat is detected. In Figure.7.2, using place/transition PNs, the firewall and IDS

(NIDS) collaboration modeling by PNs is provided.

Figure 7.2: PNs demonstrating Firewall and Intrusion detection system dynamic
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7.3.2.1 Firewall as Detection and Defense System

The first layer of the security mechanism in the systems is a firewall. A firewall is a

technology of cybersecurity defense that regulates the packets flowing between two net-

works. The firewall’s main objective is to prevent attacks against the networked system

by monitoring and controlling the inbound and outbound traffic on the network. It ap-

plies package filtering which is a mechanism that offers to handle and verify all the data

passing through the firewall [198]. Firewalls have the same conceptual model as IDS

with different analysis algorithms. Since there are many different security trust levels

between networks, firewall rules are configured to filter out unnecessary traffic. The rule

is written with the following criteria for acceptance or rejection:

• Type of protocol (here just HTTP/HTTPS)

• Incoming and outgoing traffic

• Specific port service

• Specific source and destination IP address

Calling these audit fields together as "header"are recorded in a firewall database and

are used autonomously by the firewall engine to analyze malicious behavior or request.

A resilient firewall should detect a threat with minimum rule-match-up timing and stop

the anomaly packet from transmitting. The CPN model of the firewall is presented in

Figure.7.3.

Figure 7.3: Firewall Coloured Petri Nets Model
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Table 7.1: Firewall behavior

Firewall Behavior
T1FW Firewall analysis captured packet
T2FW Analysis the header with set rules
T3FW Generating the analysis result
T4FW Let the packet pass
T5FW Deny and stop the suspect’s request

Table 7.2: Network Intrusion Detection System behavior

NIDS NIDS Behavior
T1ids Incoming package captured
T2ids Analysis specious packet (rule-header: signa-

ture DB)
T3ids Check the payload of the packet with signature

(rule-body DB)
T4ids Generate alerts and log entries as configured by

the network administrator

The transitions related to five events happening while monitoring and analyzing

inbound packets by a firewall are described in table 7.1.

Figure 7.4: IDS behavior by CPN
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7.3.3 Web Server and OPEN SSL

Web services are Internet-based software components that support Web server perfor-

mance metrics including response time. OpenSSL is an open-source implementation of

the Secure Sockets Layer (SSL) protocol and Transport Layer Security (TLS) protocols. It

consists all-purpose cryptography library. It is applied in some web server modules to

secure web sessions, such as the mod_ssl module in the Apache web server.

In the past, TLS/SSL protocol was considered one of the security protocols on the

network, but according to reports in the last years, it has vulnerabilities considering Man-

In-the-Middle (MITM) attacks. The remotely exploitable BoF vulnerability in OpenSSL

servers, which exists in the released version before 0.9.6e and pre-release 0.9.7-beta 2

could lead to arbitrary code execution on the server.

The attack’s impact is DoS, not availability, and lack of confidentiality and integrity

in the services. In Figure 7.5 I present the CPN approach to model Open SSL and CA

with five places and four events to show the impact of the attack and manipulating the

web server.

The attacker’s goal is to take over the victim’s machine and execute arbitrary code on

the target by hacking application control flow. By doing a penetration test on the server,

the buffer size is recognized as "64", and the process of SQLI using the Get method is done

using an automated tool.

Figure 7.5: Web server composition by CPN

This model has an input node and an output node, which are the communication

nodes with other sub-systems through the HTTP protocol on the network. In table.7.3

the four occurred events in the web-server are described when it is manipulated with

SQLI. The places show the state of the system and each composition in the web server.
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Table 7.3: Web-server behavior impacted by cyberattack

Webserver Web sever Behavior
T1WS Ask Trust CA
T2WS Check Trusted Certificates
T3WS Manipulated Modmod ssl confirm

the malicious certificate
T4WS Send the request to micro-service

modules

7.3.4 Response System

In the IDS the input data is a malicious or neutral packet, and the output is the requested

packet, and in anomaly detection, the alert message is included. These outputs in the

systems equipped by Intrusion Response Systems (IRS) will be input.

Generally, IRS types are divided into three main categories based on their roles: no-

tification, manual response systems, and automated response systems [199]. There are

two types of configurations of types for offline and online architecture and controlled

systems; preventive or proactive, which facilitate the system by detecting and mitigating

cyber-attacks before they occur, and reactive response, respectively, which are simulating

the game of attacker and defender behavior [200]. In our scenario, I chose the manual

response systems and there are taken online. In this regard, eight types of response are

defined so that system/security administrator (SIEM) can be applied considering the type

of attack and its advancement. All of these responses presented in Table. 7.4 are dedi-

cated to the one place node in the CPN model called response in Figure.7.10. The next

event in the net depends on which action the SIEM is taken therefore the behavior and

state of the system will differ.

Table 7.4: Response Systems

Response System
Index

Response system behavior

R1 Block port 443 from the attacker’s source IP
R2 Kill the apache privilege shell
R3 Block attacker’s source IP
R4 Kill crontab process (kill process-name)
R5 Restart Apache (sudo service apache2 restart)
R6 Reboot Apache’s host machine
R7 Deny access to crontab command and kill the

process if it still running
R8 Set Apache’s HTTP document directory to

READONLY
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7.3.5 Defense Mechanisms: Intrusion Detection and Response Systems

Any CPSS systems typically have specially designed firewall rules according to the sys-

tem´s, organization’s security mechanism as well as password policies to achieve a high

level of network, and systems security. A firewall is a technology of cyber security de-

fense and intrusion systems that regulates the packets flowing between two networks. A

set of firewall rules is defined by security administrators to secure the communication

transmission between two networks due to different security trust levels. These rules are

configured to filter out suspicious or blacklisted packets (inbound traffics).

Service: any Source: from a network: Traffic from a particular IP address is translated

at the source or destination as defined in the rule. Actions: Allow: allow access users

based on the access rule. , Deny: deny access to users based on the access rule. the access

rules are defined based on the following criteria [201, 202]:

• Type of protocol

• Inbound and Outbound Traffic

• Specific Port service

• Specific IP address: both IP source and IP destination

7.4 CPN Tools Model the Scenario

Modeling the system performance by the CPN defines a visual presentation of system

states. It helps to understand the behavior of the system dynamically and also measures

the performance of each sub-system’s behaviors and impacts. It is also ideal for designers

and developers to simulate their systems in advance.

CPN has the advantage that the modeling approach is independent of the data seri-

alization format and allows the composition to explicitly process and display data types.

In addition, by simulating the configuration process and examining various behavioral

characteristics, CPNs can analyze the modeled configuration and examine its perfor-

mance[203]. I validated how to use CPN Tools to implement the formal cyber resilience

strategy based on CPNs in my experiment. The CPN Tools features such as editing,

analyzing, and simulating Coloured Petri nets models are applied in this work.

Table 7.5: Cyber Physical Social System (CPSS) in the CPN model

System Asset

Physical Server, Firewall, Camera
Cyber Web server, Database,IPS, Firewall,Packets(Data),

Decisions
Social Attacker, Victim, Incident Response Team
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7.4.1 Recovery Plan

The objective of the CPN model in this work is to evaluate the recovery plan performance

as well. In this regard, I designed two distinct recovery strategies for two types of attacks

(DoS and compromised database, which means PHP or HTTP malicious code injection)

as follows: for DoS, block IP, filter traffic, and pass the white list; and for compromised

web-servers, design two backup web servers so that in the event of one server’s failure,

the other can pass the request. In Figure. 7.6 the absorb and recovery strategies for Dos

are depicted by CPN.

Figure 7.6: CPN modeling Recovery Plan

7.4.2 Timing in the CPN

The "time attribute" in our model is represented in two ways providing different infor-

mation and presentations in the model as follows:

1. Timestamp: Used for Logs and registries. In Figure 7.4, the place "Timestamp"resembles

the time attribute that related data receives from the system´s clock while the

packet passes from IDS.

2. Timed Token: To control and indicate the required time to release a resource or

change the system´s state. In Figure 7.13 and Figure 7.10 the decision-making

process such as administer´s decision to respond to the threats/alarms shown by
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the "Response"transition. This transition has time attributes such as "time delay"for

firing the transition which are determined by the "@+ "required or estimated time.

7.5 Human Behaviors in Social Systems: Profiling by CPN

As I discussed in Chapters 2 and 3, the CPSS threat is not limited to the physical and

cyberspace but includes social space and can target people as the vulnerable and weak link

of the chain. Considering the human mental model in the process of making decisions

described in 4.6 in chapter 4, I can profile and outline the people’s characteristics (mental

and skill-ability) related to the attacker or defenders and apply in the dynamic of the

attack-defense scenarios. Learning from the ACT, human behavior profiled in the CPN. I

focus on situation awareness in understanding (plan phase) and incident response (absorb

phase).

As I touched on the SA model in section 4.6, it is an important element in complex

systems operations such as CPSS that comfort human factors practitioner. SA can be

determined as a spectrum or binary. In this work, in the case of Social Engineering (SE),

the victim´s SA caused the attack executed or not. So they are aware of it or not. By

the CPN notation, the SE transitions fire if awareness=0 and stop if awareness=1. So,

in the SE attack, I put human awareness in Boolean as a result of knowledge, training,

personality, and experience. If awareness is true the attack stops and if be false, the attack

is passed to the next level based on the attacker’s activity. As in the response system,

I determined human behavior as a place dedicated to a person (collective behavior of

the blue team), each of the attackers and victims will be presented in place and their

positional behavior as a data set. Because each behavior creates new data for the CPSS.

The acted behavior will be shown by transitions which are conditional fire based on the

interaction of people’s behavior and the systems.

As I described in section 4.4.2, in a CPSS resources can be physical, cyber, or people.

modeling human behavior in the context of SE, resources are people, network links, and

threats (process incoming requests in a web server). In our CPN model, all resources are

defined by places, and the attributes of the resources are taken into the account by tokens

colsets (Table. 7.5) which Figure 7.7 shows the defined colset for those in CPN Tools.

Figure 7.7: Colset Social Engineering
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Human behavior is considered a result of cognitive decisions. I assumed that cognitive

elements are resources for the behavior of a person. In this case, environmental elements

such as time pressure, and people´s background knowledge viz skills and experience are

shown with places with a Boolean value. It means I consider them as a crisp value (0,1)

to show whether a person has an IT skill or the same experience in the past or is under

time-social pressure (v=Y) or not (v=N). Each one of these places has two transitions

possible to be fired. Along with the designed SE scenario by email phishing, the decision

of the victim for clicking and opening the email or not relies on the accumulation of

cogitative parameters. Based On Eldsy Situation Awareness, section 4.6, Awareness place

is a set of Skill, Pressure, Experience. The transition Not Click (NC) fires if the value of

Skill = Y AND Pressure= N AND Experience=Y. In the contrast action, transition Click
(N) fires if the value of Skill = N OR Pressure= Y OR Experience=N. All the conditions for

firing connected transitions should be indicated in the transition´s guard.

The place victim is a set of victims in Email phishing,

V ictim = v1,v2, ...,vn

, the Place Intruder

Intruder = Int1, Int2, ..., Intm

where n, m >0, which they can communicate with each other. Each victim can make a

decision independent of others or in a social context can talk with others before taking

a decision. In this work, I assumed one-to-one interaction between a victim and an

Intruder.

As it is shown in the ACT in Figure. 5.6, Phishing Email happens if both email contents

be click-bate AND have a malicious link. Intruder place is a set of places Intruder=

appealing email content, malicious link and the initial mark of both places are defined as

colset Email and Mcode as string and place victim’s email is a product of these two places,

Figure 7.7. The Transition Send email is the intruder action to start the SE attack.

When the victim receives the phishing email declared by transition Receive malicious
email the state of Awareness or Not Awareness changes the state of the SE attack. Both

transitions Block SE, meaning that SE Stops and blocks, and transition Intruder Access,
meaning that now the intruder has an access to the victim´s credential, can be fired if

the connected places received the token. Here conflict transitions are shown by the CPN

model as only one of these actions can be conducted simultaneously. Place SE failure
shows the state of the attack which failed as a result of the customer´s awareness and

the place SE success defines the state of the victim´s system hijacked by the attacker

because of the victim´s unawareness of the possibility of being target with a malicious

email. victim´s credentials as a resource of the cyber system (email) are denoted by place

User´s Credentials with colset Authentication which is Modeled as LDAP CPN Model is

Figure. 7.13 as assigned to the subpage Authentication and in Figure. 7.8.

In figure 7.9, the SE CPN model considering human behavior as victim and intruder

interaction is provided.
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Figure 7.8: CPN modeling Authentication

The model validation criteria can enumerate as follow:

1. Scaleable: Applied for 3 different scenarios for different types of attacks,

2. For showing the resiliency the model can define a threshold to measure the re-

siliency and performance of the system,

3. Can apply Timestamp and delay,

4. Be able to show how the dynamic of GrSMs translates to the CPN model for all the

models.

For all the model’s deadlock transitions for attacker´s actions means the successful

responses or intrusion detection and prevention.

7.6 Data Analysis

In chapter 5, section 5.3, I showed how by introducing the CPN model and computing

transition we can examine the security of the systems and make a quantitative analysis (in

this thesis, I provided attack and defense cost analysis). The result of the analysis showed

the total cost of the different types of attacks and the impact of damages or troubles by

them. Also, it gave information about the cost of defending against those attacks as well

as their effectiveness to stop them. It explains that the states in the CPN model define the

impact of the attack on the performance of the system as well as defense strategies. The

argument here is how the result of security analysis shows the resilience of the system.
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Figure 7.9: A CPN Model For Social Engineering Attack

In this section, besides the security analysis, I show resilience analysis by CPN con-

sidering response time as a measurement metric for evaluating system performance in

terms of availability and the level of confidentiality and integrity. In section 7.4.2, I de-

termined how to integrate the time property into the CPN model as a "timestamp"colset

and transition delay. Using this idea, I examine the cyber resiliency of the systems taking

into account the security metrics, CIA; as well as the system’s response time and recovery

time.

As I addressed the resiliency of the system in the chapter 2, the impact of the attack

on the system has an inverse effect on the functionality (/performance), it means F = 1
I . In

subsection 2.3.2, where I described the resilience framework, we learned that the ability

of a system to absorb and recover from disruption is an important parameter for resiliency.

In this regard, I evaluate the performance of each security component (firewall, IDS, and

defense system) to detect and absorb or stop cyber attacks.

To validate the model, two main data sources are used. As a first source, I imported
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the acquired data from the university’s IT division which included the type of cyber

attacks, the detection mechanisms and rules, the impact of the intruder´s action, and the

impact of the defense or response system. This data is static and is used to test the model

and set the detection rules for the second source of the data which was my isolated home

lab. I integrated the data from my isolated lab for analysis of the impact of the attacks

and defenses. The main purpose to use the lab data was to be able to test and monitor

cyber attacks, SIEM behavior, and most important to be able to initiate the DoS and see

the result.

Taking to account Figure. 7.4, I consider four categories for measuring the perfor-

mance of the system as it is shown in Table. 7.6.

Table 7.6: IDS/IPS Performance

Performance Range (%)

High 85-100
Medium 40-85

Low 10-40
Poor 0-10

It is noticeable that each type of attack has a different impact on the system and it is

obvious that I need to analyze the behavior of the systems in different sub-nets.

CPN Model and Execution simulation by CPN Tool for scenario 1 (Injected Mali-

cious Code).

In attack type 1, the number of times the sensitive information enclosures are shown

as a state of the system with ”lack of Integrity” place; is marked by a token ( and packet

type). This place is designed to better readability of the model and the absence of that

does not affect the system behavior.

I assumed that all the packets that are detected as TT, end in the normal packet (as

I model the attack scenarios, TT is just for considering these possibilities and not for

showing the communication part of the system). The successful attack in the scenario of

a malicious code injection attack that compromises confidentiality and integrity ends up

in the node "Lack Integrity". As described in the previous section, in the Log4j/malicious

code injection attack, one of the recovery solutions is designing and applying web server

backup. The recovery speed is critical to help the organization to avoid the temptation

to pay the ransom. Continuous or frequent backups, as mentioned above, ensure almost

no packet loss or drop. Most backup software today has a feature that enables the VMs

and applications to mount on the backup storage device, saving the transfer time over

the network to production storage.

In scenario 1, web server 1 and web server 2 are backups of the original web server.

I assumed that when the web server was originally compromised, first web server 2 and

if needed web server 3 as backups help the system not to lose the storage data and can

decrease the data exposure. Those are designed as prevention and also recovery plan.
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I evaluated their functionality and efficiency based on the number of lost/pass packets

and the server’s response time. The IDS goal is to reach the desired performance which

means 100 % accuracy (in sense of 100% true detection of false packets). The higher

accuracy causes a higher performance of the whole system and makes it secure against

cyber attacks.

The performance of the defense system is measured by the total amount of numbers

when the response system succeeds and the system can keep integrity/confidentiality.

Based on Table 7.6, if the rate of stopping attacks by the defender is higher than 85% the

quality of service in terms of CIA is high.

To show human behavior (as attackers) and the scalability of the model, I determined

four senders (which means 4 initial places). Each of these senders uses different tech-

niques to lunch the Log4j attack, but as it is shown in Figure. 7.10 the impact of all of

them is the same on the behavior of the system. For instance, in this figure "sender 4"be-

havior shows applying the penetration test technique and "sender1” directly "POST"the

malicious code.

In total 100 times simulation, it took almost 0.00 for the CPN Tools to simulate all the

possibilities. I repeated the simulation three times and each time updated the firewall and

IDS’ rules and response strategies. As a result, for the first run, Out of 500 packets sent

over the network (total packet= initialpackets × runningtimes), 60.00% of the times the

malicious codes were executed and the integrity of the system was compromised. That

was because of the low performance of IDS and weak strategies taken by the defender

that in this case, no actions from the defender side to stop the attack. In this case, while

the average response time for the HTTP requests was 5 units (based on the TCP model

(calculating delays)- which means the performance of the system was high- the total

performance of the system was low as losing the integrity.

Figure 7.11 shows the number of steps in 100 times running scenario 1. The figure

shows that the system was not crashed during its performance. That is a result of using

the prevention and recovery solutions as explained at the beginning of the malicious

code scenario in this chapter (using three web servers and load balancing strategies). But

system integrity was compromised 60.00% of the time. The result of three of the firewall

and IDS performance v.s impact of the cyber attack after three different simulations of

this scenario is shown in Figure 7.12
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Figure 7.10: The CPN Model of Malicious Code Injection Attack, Response
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Figure 7.11: The Number of Steps in the Simulation

Figure 7.12: The Intrusion Detection Systems Performance vs. Malicious Code Injection
Attack

In the second and third simulation runs, by changing all the detection system’s rules

and response strategies, the result of the performance regarding the time of response and

CIA were different. In Table 7.7 the summary of the execution analysis is provided. In

this specific scenario, two defense strategies of blocking suspicious IPs and killing the

Apache privilege had better results than other strategies to stop the attack.

CPN Model and Execution simulation by CPN Tool for scenario 2 (DoS).

The type of attack in this scenario is the DoS. The assumption for the number of

attackers is three who use different techniques for DoS, and besides the type of attack, I

considered the recovery plan and actions which were introduced and modeled in 7.6.
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Table 7.7: Scenario 1, Cr, M, N: Critical, Medium, Not effect Attack; H, M, L, N: High,
Medium, Low, Poor Detection and Response System and Performance; C, I, A: Confiden-
tiality, Integrity, and Availability reserved

Run no. Response Strategy Cr M N H M L N C I A

Run 1 Detection and Mitigation Failure Y Y N N Y
Run 2 Block the Suspicious IP Y Y Y Y Y Y
Run 3 Kill the Apache Privilege Y Y Y Y Y N

As it is shown in the table 7.8 when DoS happens and the system lost availability, the

system back to normal functionality after RESTART the system which means the system

crashed after DoS. To make the system resilient a new strategy was developed and the

effects of that were evaluated by the CPN model again 7.6 this absorb strategy had a

positive impact on the resiliency of the system.

Table 7.8: Scenario 2

Run no. Action Cr M N H M L N C I A

Run 1 System Exhausted (SYN-FLOOD) Y Y N N N
Run 2 Shutdown System Y Y Y N Y N
Run 3 Just Pass white list Y Y Y Y Y
100 t Absorb Attack Y Y Y Y

The strategy of ”just letting white list pass” had the problem of losing availability be-

cause of the lack of a completed white list in the database which also affected the response

time and makes it slower. Table 7.9 shows a sample of how the result of performance

analysis for the different defense and recovery plans is measured based on the TCPN

model.

In this scenario, I defined "thresholds"by introducing a control loop (conditional tran-

sition) as a defense strategy. The thresholds determine the maximum traffic (here several

packets) that allow passing the network. In this scenario, I defined a transition related to

security administer action to decrease the impact of DoS or SYN-Flood.

CPN Model and Execution simulation by CPN Tools for scenario 3 (Email Phish-

ing).

In Figure 7.13, and Figure 7.9, the impact of SE to access credentials on the system

and the phishing techniques are provided respectively by CPN. The result of "Aware-

ness"and "not being Aware"of phishing techniques leads to stop or proceed the attack.

Awareness attributes are shown by places (Skill, Pressure, and Experience). The result of

the simulation is shown in table 7.10.
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Table 7.9: A sample of Data Analysis from the Time Coloured Petri Nets

Phase States Fired
Transi-
tions

Impact Response
time

QoS
(CIA)

Detection IDS Success 233 Detect and Pre-
vent

28 High

Detection Malicious
packet not
stopped

241 System Compro-
mised

50.7 Low

Response Malicious IP
Blocked

5 System De-
fended

10.3 High

Response Kill the Apache
privilege shell

2 System De-
fended

10.3 High

Response Restart Apache 2 System De-
fended

10.3 High

Response Block Port 433 12 System De-
fended

10.3 High

Response Kill crontab
process

5 System De-
fended

10.3 High

Recovery
of DoS

Restart and
back to service

0 System restarted 1440 No Ser-
vice

Recovery White list pass all system re-
covered and
defended

48.8 High

Recovery Block black list
IPs

all System re-
covered and
defended

30 High

Recovery Filter traffics all System re-
covered and
defended

35.8 High

Table 7.10: Scenario 3

Run no. Skill Experience Pressure Confidentiality

Run 1 Y N N Y
Run 2 N Y Y N
Run 3 N N N N

The result of this analysis shows that for increasing awareness reducing the pressure

(time, environment, and personal) has an important rule. In Figure 7.14 and Figure 7.15,

the performance of the systems in the case of DoS is shown.
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Figure 7.14: The cyber resilience performance under DoS

Figure 7.15: The cyber resilience performance In the DoS Profile, just white list let to pass

7.7 Hypothesis Verification

I showed how the proposed framework could ease the designing and evaluation of cyber

resiliency in the systems and introduced CPSS as a system of interest that has more vul-

nerability because of the stochastic behavior of humans. I proved that CPN as a promising

formalism could support GrSMs and be used as a uniform model to evaluate each phase of

resiliency and assist decision-makers in providing proper recovery, response, and defense

systems regarding different threats.
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According to verifying the proposed CPN models, I provided the Reachability Graph

(RG) of scenario 1 as follows.

Reachability Graph

In Figure 7.16 and Figure 7.17 the RG for the attack scenario of malicious code in-

jection is provided. As shown in Figure 7.16, the CPN tool uses a special kind of graph

derived from state spaces, called a Strongly Connected Component Graph (SCC-Graph).

Also, the CPN tools have provided State Space Analysis (SS) as shown in Figure 7.17.

As I expected from the CPN analysis when the malicious code is injected, the first

strategy for absorbing the attack-setting up Firewall- fails; the node "firewall detect black

list"is deadlock which means it is not fired to stop the attack. On the other side, the

defense strategy caused the "execute crontab command” to be deadlocked, which means

that this attempt by the intruder failed and the related transition has not fired.

Figure 7.16:
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Figure 7.17: Reachability Graph for Malicious Code Injection

7.8 Conclusion

In this chapter, I present the principal findings and results of the research evaluation.

The main outcome of the chapter was evaluating the Resilience Evaluation frameworks

and techniques. I applied the attack countermeasure tree and translated it to the Timed

Coloured Petri Nets to evaluate the impact of each action/event on the system’s resiliency.

I evaluated the usability, adaptability, and scalability of Timed Coloured Petri nets to

design, model, and analyze cyber security and cyber resilience in complex systems such

as cyber physical social systems. I chose cyber physical social systems as complex sys-

tems, with homogeneous communication and control systems that consider stochastic

and unpredictable human behavior modeling the system behavior is a very complex task.
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Figure 7.13: Denial of Service attack and Response System
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Conclusion

The sweetest pleasure arises from difficulties overcome.

— Publilius Syrus

This chapter discusses the Ph.D. research work and the analysis of the finding. The

results are analyzed from two perspectives: from problems to results and from research

gaps/aimed contributions to results.

8.1 Rational on Research Result

The research problem that has been addressed was ambitious, considering the varied

domains of science connected with it. The research work in different domains of science

and engineering, viz biology, the environment, economics, civil engineering, and the

theory of computation in intelligent and perceptional systems. To make bridges between

concepts from such a confluence of research areas, section 1.4 provides a quick discussion,

including the identified gaps and therefore the aimed contributions which will be made

in each area. In Chapter 3, such diverse research areas are studied fully to produce a solid

understanding of related areas and a discussion on past and ongoing research works.

Existing scientific knowledge on cyber-resilience forms the basis of this research work.

On one hand, the problem of evaluating cyber resilience that is supported by cyber-

security analysis methods is modeled using Timed Coloured Petri nets. The rules that

govern the cyber physical social systems are satisfied by the system modeling under con-

sideration. In addition, the CPN model could be translated to and verified by Graphical

Security Analysis models of the different attack-defense scenarios to model the dynamic

and impact of the attacker and defender behavior on the system.

On the other hand, assessing the resilience of a CPSS under cyber attack has been

quantified using the MITRE and NIST cyber-resilience framework. This framework en-

ables us to evaluate the resilience of individual designs, and then compare them. The

side-by-side comparison enables us to select the design with better resilience attributes.

However, what parameters influence the resilience attributes of a CPSS has not been fully

investigated yet.
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8.1.1 Research Summary: A Reminiscence

The research undertaken during this Ph.D. work has undergone a variety of cycles be-

tween theoretical and technical research. But it all started with the identification of

problems associated with systems that are almost like living organisms – from the atti-

tude that both need to handle the dynamic nature of the working environment. One of

the critical concerns in complex systems is modeling human behavior as its stochastic

behavior and performance insurance of the system in an uncertain environment. The

CPSS was an adequate candidate to examine our hypothesis for modeling and evaluating

the resilience of these types of complex systems considering human behavior. Besides,

with the rapid usage and growth of Internet-connected CPSS devices and applications, a

higher risk of cyber attacks occurs. In the course of cyber-resilience with cyber security

scope, the main research question is divided into three sub-questions. Each question tries

to find a solution to the detected problem, respond to it, and impact the solution (c.f.

section 2.1).

These sub-questions are important ones to be answered for further enhancement of

the state of the art of CPSS. In the domain of designing CPSS, the major problem is to meet

the cyber-resilient requirement, which reflects a system’s ability to manage uncertainty,

dynamics, time, and concurrency in heterogeneous (interconnected) systems where the

amount and complexity of intelligence (the cyber and social systems) are growing rapidly.

In designing a CPSS, modeling resilience with a cyber-security approach takes care of

the major portion of system design, validation, and ultimately verification. The research

questions have captured this theme, paving a clear path for implementation (SQ1 and

SQ2) and validation/assessment (SQ3). Figure. 8.1 shows the general flow of this Ph.D.

work that started with a problem and ended with exploitable solutions. The next step

was the formulation of hypotheses, the main highlight of which is the development of a

learning mechanism over the

textcolorredbehavioral model of the system. If the behavioral model of the CPS can be

formally modeled and represented along with the control mechanism based on events

and actions, then systems adaptive loops can be used for learning to derive evolutionary

paths

8.1.2 Research Challenges and Constrains

Despite the fact that Internet users and device connections are increasing, current IoT,

IoP, and CPSS are still unable to integrate the human element into the entire system.

There are both technical limitations and ethical issues such as security and privacy. As

a consequence, we believe that these parameters build the reliability of a system, which

is one of the major factors that unease the CPSS deployments in the real world. Critical

infrastructures and industrial processes, medical data, or sensitive personal information

need to be protected from unauthorized exploitation. Protecting confidential information

is often not only a business requirement but, in many cases, also an ethical and legal
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Figure 8.1: The Thesis Flow

requirement. Reliable and consistent inference of a human’s state is essential to the

adaption of CPSS in real industrial, medical, or social scenarios. Incompetence to do

so can have an extreme impact on the performance of the entire system. Secured and

trustworthy Networking is also crucial for CPSS since these systems are often distributed

and There is a need to exchange information among many people and devices.

In this research, our scope for evaluating cyber-resilience is tailored to cyber-security.

The initial research challenge was to find interesting and useful lessons on how to de-

sign, model, and develop computing systems that will be deployed in a highly dynamic

and uncertain environment. For that purpose, one obvious aspect to be studied is the

methodology to capture real-time data and extract useful information such as events and

situations, so that the system can take actions based on such observations. The reactions

to such observed situations can lead to the accumulation of knowledge or experience of

the nature of the system’s environment and eventually lead to the evolution of functional

behaviors. In this regard and with companies’ concerns, gathering data from actual sce-

narios was the main challenge and led us to build an isolated and secure environment to

simulate the scenarios and test the hypothesis. We limited the human decision-making

factor to situation awareness about the specific technique (phishing by email) in SE. Re-

garding the response team, we chose limited (executable) incident responses to mitigate

the attacks. We believe that narrowing down the elements helped us to understand the be-

havior of the systems and evaluate the impact of each action on the system’s performance.

By applying three different scenarios, we tested the scalability.
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8.2 Integration with Fellow Research

As mentioned in this work motivation (section 1.1, the initial idea of this thesis was

shaped based on a European project called DEFENDER. The DEFENDER aimed to adapt,

integrate, upscale, deploy, and validate several different technologies and operational

blueprints to develop a new approach to safeguard existing and future European CEI

operations over cyber-physical-social threats, based on

a) novel protective concepts for lifecycle assessment, resilience, and self-healing offer-

ing “security by design” and

b) advanced intruder inspection and incident mitigation systems.

Moreover, DEFENDER created a culture of security, where trusted information ex-

change between trained employees and volunteers will complement cyber-physical pro-

tection while preserving the privacy of the citizens involved.

Two analysis models—GSPNs and attack trees—were used in this context to analyze

cyber attacks and defenses. The task involved creating attack trees based on the risks and

vulnerabilities of the system and analyzing them with GSPN. To do that, we introduced

a set of rules for translating from AT to GSPN and applied them to the project scenarios.

8.3 Publications

Publication of research results is an important activity throughout the Ph.D. research.

Results from the research work have been published in conference papers or journals

addressing several areas that have been in the scope of the work. All the publications

that were published throughout the time of this study are sorted by year of publication

as follows:

Attack Tree Refinements Analysis and Verification by applying Coloured Petri

Nets Conference: IECON 2022 Status: Accepted

This paper is my contribution to introducing a set of rules to translate GrSMs (tree-

based) to CPN. In this work, the same example in Chapter 5 from ACT is translated

to CPN considering the cost of attack and defenses. In this paper, for the first time, I

provide a solution for uniforming all the notations regarding logical gates in GrSMs to a

simple, AND, OR, and NAND in CPN. This model helps to analyze security in terms of

the dynamic and efficiency of scenarios as well as quantitative analysis.

CYBER-PHYSICAL-SOCIAL SYSTEMS: TAXONOMY, CHALLENGES, AND OP-

PORTUNITIES

Journal: IEEE Access

Year:2022

This Paper is the outcome of state of an art literature review of existing knowledge

and research in cyber-physical social systems. In this study, I provide a systematic review

of the definition of CPSS and a uniform definition of CPSS. I propose a novel taxonomy

to define CPSS to help future research and system design. The CPSS taxonomy aims to
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provide a comprehensive understating of CPSS characteristics and aspects from a system-

to-system point of view. Furthermore, I discuss about social integration in CPSS and their

relationships with CPS. I mention issues and opportunities in CPSS in the designing and

implementing phases.

COVID-19 AND MITIGATION STRATEGIES: THE IMPACTOUR PILOTS COM-

MUNITY PERSPECTIVE

Proceeding: Tourism in South East Europe

Year:2021

This work as one of the applications of CPSS, works on the strategies such as technol-

ogy application as one of the solutions for making social systems more resilient.

IMPROVING ATTACK TREES ANALYSIS USING PETRI NETS MODELING OF

CYBER-ATTACKS

Proceeding: IEEE 28th International Symposium on Industrial Electronics (ISIE)

Year:2019

In this study, authors represented a new method for modeling one type of Cyber-

attacks in I4.0 by using Attack trees assigned by Intrusion Detection Systems and then

analysis behavior of the system (in this case 3D printer) by Generalized Stochastic Petri

nets. This paper shows the application of GSPN as a promising tool for analysis and

assessment security of Cyber Physical Systems.

MODELING CYBER PHYSICAL SOCIAL SYSTEMS USING DYNAMICS TIME

PETRI NETS

Proceeding: Doctoral Conference on Computing, Electrical, and Industrial Systems

Year:2018

This work presents a Petri nets-based strategy supporting behavioral modeling as well

as performance analysis of Cyber-Physical-Social Systems (CPSS) covering uncertainty sit-

uations when the social factor is also playing an effective role in the performance of these

systems. The integration and interaction of system components including computation,

physics, and social factors as a challenging part of these systems are considered. Petri

nets models, augmented with dynamic time dependencies associated with transitions, are

applied in a case study and validated as a promising tool for modeling and analysis of

these kinds of systems.

8.4 Contributions

The rapid increase in the number of complex cyber attacks caused serious concerns about

the damage they can cause to the government and private agencies. Meanwhile, the

current technologies fall short to provide a comprehensive and reliable shield against

cyber attacks. Therefore, a systematic design that helps systems endure cyber attacks and

defenses looks extremely valuable and promising. This concept is commonly referred to

as the resilience of a system to a certain cyber attack under particular conditions.
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On one hand, the problem of evaluating cyber resilience that is supported by the attack

countermeasure tree is modeled using Timed Coloured Petri Nets. The rules that govern

the intrusion detection systems are satisfied by the systems designs under consideration.

On the other hand, assessing the resilience of an information processing enterprise

has been quantified using the first (and the only) resilience framework available. This

framework enables us to evaluate the resilience of individual designs, and then compare

them. The side-by-side comparison enables us to select the design with better resilience

attributes. However, what parameters influence the resilience attributes of an enterprise

has not been investigated yet.

The principal contribution of this thesis is an approach for evaluating the cyber re-

silience of cyber physical social systems considering uncertainties in the system including

human decisions and behaviors facing cyber-attacks. This main contribution incorporates

several parts:

First, I provided a definition and taxonomy for cyber physical social systems for better

understanding this new paradigm and distinguish it from similar concepts such as HiTLP

CPS, IoP, and SIoT. It additionally describes social entity integration in the traditional

CPS concept clearly.

Second, our analytical approach allowed us to translate several GrSMS to/from TCPN

that facilitate these models to be compatible with state-space based models. I provided

a set of translation rules that enables modelers to switch between these two approaches

based on their needs.

Third, I applied the hierarchical concept in Coloured Petri Nets to solve the scala-

bility problem in state-based graphical formalism. For that, I modeled and presented

each component of the system in sub-models including intrusion detection systems, and

defense/mitigation systems.

Fourth, I showed that the proposed CPN formalism for cyber resilience evaluation

would support the human integration aspect in the CPSS and meet the situation aware-

ness characteristics in the human decision-making process.

In addition to this primary contribution, this work makes a couple of secondary

contributions that are also significant:

Systematic identification of CPSS characteristics and applications. I discussed The

CPSS challenges and open issues in different domains from both technical and social

aspects.

Findings on the experimental evaluations of the approach based on a new approach

for designing the experimental isolated lab facilitated by virtual machines and security

tools.

8.5 Final Consideration and Future Work

In this work, the control part of a CPSS was modeled by Petri nets, where the list of at-

tributes that can be associated with transitions firing was augmented with a dynamic time
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attribute (extending Time Petri nets common execution semantics). This attribute is the

result of a calculation involving specific input signals. In this sense, this proposal put to-

gether and reuses time dependencies, normally considered for performance analysis, also

in the context of controller modeling, introducing this non-autonomous characteristic as

an external value.

This Chapter provides a conclusion of this Ph.D. thesis dedicated to cyber resilience

in cyber physical social systems. It likewise presents light on the future exploration

and specialized exercises that can be embraced in the area of CPSS and cyber resilience.

Toward the finish of this part, it is normal that the readers will have a comprehension of

the exploration consequences of this Ph.D. work and inspirations for future exploration,

and specialized headings that can be embraced toward accomplishing cyber resilient

CPSS.

8.5.1 Future work

Throughout conducting this thesis, I have intermittently noted some areas in which fur-

ther investigation would be necessary for elucidating open issues or advancing the state

of knowledge regarding certain aspects. In this section, I enumerate some utmost future

areas of work where I believe several significant research challenges remain and as a

result, several perspectives for long-term study can be anticipated:

Extending modeling in the cyber-resilience phases to self-adaption phases as well.

In this work, I considered the resilience phases including understanding, absorbing, and

recovery. Integrating the adapting phase is an open area for future studies. By applying

knowledge from previous experiences self-adapted and learning machines (smart systems

and social systems) will be resilient and adaptive. However, one generalization of the

work is to determine differently sets of adaptation rules at design time and switch between

them.

Automate the process of translation. The proposed set of rules for translating GrSMs

to/from TCPN is a starting point to develop a prototype for automated translations be-

tween these two models. It could be a new application or one augmented with existing

tools for these graphical models. In this work, I illustrated the threat scenarios by AD

Tool and CPN by CPN Tools version 4.0.1.

Consider other social characteristics and dynamics among social nodes In this the-

sis, I applied Endsley’s mental model for studying situation awareness which impacts

human behavior in one type of attack (Social Engineering- email phishing). This aspect

of work can be studied further by considering social network activities and connections

and profiling each node as I did with cyber systems in this work.

Extending to other application domains. The final front for extending this work is

an application of TCPN to other application domains. I have already done this for the

problem of cyber-resilience in web-based services. However, multiple other application
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domains can be extended to benefit from the contributions of this thesis such as man-

agement systems, and medical systems. Another domain that the proposed concepts and

models in this work can fit perfectly is digital twins.
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A

The Home Lab Design and system logs

Architectures plays a critical role in the design, evaluation, and analysis of complex sys-

tems (e.g., System of Systems). Consequently, the first phase of any system’s development

is the architecture design. The second phase, after the design of the architecture, is the

evaluation and analysis phase. Based on the development design paradigm used, e.g., spi-

ral method, these two phases may repeat for some iterations. However, adherence to the

original requirements requires a rigorous methodology for both design and evaluation.

The design phase usually relies on modeling languages such as the Unified Modeling

Language (UML), the System Modeling Language (SysML), and many others. The evalua-

tion phase is mainly based on executable models based on Petri Nets and their analysis

capabilities such as Computational Tree Logic (CTL) for State Space Analysis (SSA). The

SSA could be used to investigate the properties of the design such as potential deadlocks,

reachability, and so forth. As a result of these analyses, the architecture could be further

enhanced. This appendix presents the architecture design process used in this work. In

addition, the evaluation method with which the architecture is evaluated is elaborated.

A.0.1 Design the Architecture

The applied technologies to build the lab are described in Figure A.1.

Figure A.2 shows the architecture of the home lab.

A.0.2 system logs: results

In Figure. A.3 a result of scanning vulnerable ports by Nmap is provided. This is an

example to show what type of information is provided by Nmap.

Here is the result of the simulation in the TCPN model for DoS (scenario 2 in Chapter

7). The simulation is done for all the scenarios that the summary and description of the

results are provided in section 7.6.

1 0.0 C @ (1:Highlevel)

− pa1 = Y

− pa2 =N

− pa3 =N
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Figure A.1: Proxmox Architecture

20.0creatpassword@(1 :Highlevel)

− aut1 = (”uf ”,”pf ”)

30.0sendemail@(1 :Highlevel)

−mc = ”SQLcode”

− em = ”Emergencyhelpisneeded”

40.0Usesysvulnearbities@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

50.0UseAutomatedtool@(1 :Highlevel)

− hs = (”101.0.4.62”,”192.168.140.21”,T CP 6,http,33250,80)

− d1 = ”CVE − 2020− 26728”

60.0Usesysvulnearbities@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.56.72”,T CP 6,https,41816,443)

− d1 = ”CVE − 2014− 0346”

70.0C@(1 :Highlevel)

− pa1 =N

− pa2 = Y
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Figure A.2: The isolated home lab diagram

Figure A.3: A sample of Scanning Vulnerable Port in the System of Interest

− pa3 = Y

80.0authentication@(1 :Highlevel)

− aut1 = (”uf ”,”pf ”)

90.0Recivemaliciousemail@(1 :Highlevel)

−me = (”Emergencyhelpisneeded”,”SQLcode”)

100.0P STpayload2@(1 :Highlevel)

− hs = (”101.0.4.62”,”192.168.140.21”,T CP 6,http,33250,80)

− d1 = ”CVE − 2020− 26728”

110.0notpass@(1 :Highlevel)

− e = Y es

− hs = (”101.0.4.62”,”192.168.140.21”,T CP 6,http,33250,80)
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− d1 = ”CVE − 2020− 26728”

120.0ChecktheDB@(1 :Highlevel)

− aut1 = (”uf ”,”pf ”)

− aut = (”u2”,”p2”)

130.0IntrodurAccess@(1 :Highlevel)

− pa =N

−me = (”Emergencyhelpisneeded”,”SQLcode”)

140.0AccessCR@(1 :Highlevel)

− aut1 = (”u2”,”p2”)

−me = (”Emergencyhelpisneeded”,”SQLcode”)

− pa =N

150.0P ayload3@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

160.0P ayload3@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.56.72”,T CP 6,https,41816,443)

− d1 = ”CVE − 2014− 0346”

170.0ChecktheDB@(1 :Highlevel)

− aut1 = (”u2”,”p2”)

− aut = (”u1”,”p1”)

180.0pass@(1 :Highlevel)

− e =No

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

190.0notpass@(1 :Highlevel)

− e = Y es

− hs = (”88.80.186.144”,”192.168.56.72”,T CP 6,https,41816,443)

− d1 = ”CVE − 2014− 0346”

200.0T 1ids@(1 : IP S)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

210.0T 2ids@(1 : IP S)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

− ref r = ”CVE − 2021− 44228”

220.0packetallow@(1 : IP S)

− ipsact = Allow

− ipsm = ”healthy”

230.0Healthypackpass@(1 : IP S)

− ipsm = ”healthy”

− ipsact = Allow
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− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

240.0T 4ids@(1 : IP S)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− ipsm = ”healthy”

− d1 = ”CVE − 2014− 0346”

− ipsact = Allow

250.0GenerateNoAlert@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− ipsm = ”healthy”

− d1 = ”CVE − 2014− 0346”

− ipsact = Allow

260.0P asstoWEbserver@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

270.0arbiritycodeexecuted@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

280.0ExecuteCrontabcommand@(1 :Highlevel)

− d2 = ”CVE − 2014− 0346”

− hd = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

290.0Sendtheseveralpackets@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

−n = 1

300.0Generateanotherpaket@(1 :Highlevel)

−n = 1

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

310.0Sendtheseveralpackets@(1 :Highlevel)

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

−n = 2

320.0Admintakeanaction@(1 :Highlevel)

− r = ”Shoutdownthesystems”

−n = 2

− hs = (”88.80.186.144”,”192.168.140.34”,T CP 6,https,46978,443)

− d1 = ”CVE − 2014− 0346”

− d2 = ”Flooding/Dosattack”

330.0Shoutdown@(1 :Highlevel)

− r = ”Shoutdownthesystems”
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B

The Computing node

B.0.1

CPN Tools simulation report for quantitative analysis of attack and defense cost based on

Figure.5.9. The computation is done by CPN Tools.

1 0.0 A21221 @ (1:computing)

- c = 30

- a = a21221

2 0.0 Detected1 @ (1:computing)

- d = d12

- c = 100

- success = true

3 0.0 A2112 @ (1:computing)

- c = 0

- a = a2112

4 0.0 A2141 @ (1:computing)

- c = 25

- a = a2141

5 0.0 A2122 @ (1:computing)

- c = 30

- a = a21221

6 0.0 Mitigated1 @ (1:computing)

- m = m12

- cm = 25

- success = true

7 0.0 A31 @ (1:computing)

- c = 30

- a = a31

8 0.0 Mitigated @ (1:computing)

- m = m412

- cm = 70
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- success = true

9 0.0 A11 @ (1:computing)

- c = 50

- a = a11

10 0.0 A4121 @ (1:computing)

- c = 40

- a = a4121

11 0.0 A32 @ (1:computing)

- c = 15

- a = a32

12 0.0 A213 @ (1:computing)

- c = 15

- a = a213

13 0.0 ndetected @ (1:computing)

- d = d412

- c = 0

- fail = true

14 0.0 A3 @ (1:computing)

- c = 30

- a = a31

- b = a32

- cn = 15

15 0.0 A411 @ (1:computing)

- c = 0

- a = a411

16 0.0 A1 @ (1:computing)

- c = 50

- a = a11

17 0.0 DFailure @ (1:computing)

- d = d412

- c = 0

- m = m412

- cm = 70

18 0.0 Mitigated @ (1:computing) - m = m412

- cm = 70

- success = true

19 0.0 A2142 @ (1:computing)

- c = 25

- a = a2142

20 0.0 A2121 @ (1:computing)

- c = 20
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- a = a2121

21 0.0 stopA12 @ (1:computing)

- m = m12

- cm = 25

- d = d12

- c = 100

22 0.0 A412 @ (1:computing)

- c = 40

- a = a4121

23 0.0 Detected @ (1:computing)

- d = d412

- c = 0

- success = true

24 0.0 a412pass @ (1:computing)

- c = 40

- a = a4121

- m = d412

- cm = 70

25 0.0 A41 @ (1:computing)

- c = 0

- a = a411

26 0.0 CMP212 @ (1:computing)

- c = 30

- b = a2121

- a = a21221

- cn = 20

27 0.0 CMPas @ (1:computing)

- c = 50

- b = a3

- a = a11

- cn = 45

28 0.0 A21 @ (1:computing)

- c = 15

- a = a213

29 0.0 A211 @ (1:computing)

- c = 0

- a = a2112

30 0.0 A4 @ (1:computing)

- c = 0

- a = a411

31 0.0 A21222 @ (1:computing)
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- c = 10

- a = a21222

32 0.0 A12 @ (1:computing)

- c = 60

- a = a12

33 0.0 CMPas @ (1:computing)

- c = 0

- b = sa

- a = a411

- cn = 95

34 0.0 A214 @ (1:computing)

- c = 25

- a = a2142

35 0.0 A4122 @ (1:computing)

- c = 40

- a = a4122

36 0.0 A21 @ (1:computing)

- c = 0

- a = a2112

37 0.0 A2111 @ (1:computing)

- c = 0

- a = a2111

38 0.0 stop412 @ (1:computing)

- m = m412

- cm = 70

- d = d412

- c = 0

39 0.0 A2143 @ (1:computing)

- c = 50

- a = a2143

40 0.0 A413 @ (1:computing)

- c = 5

- a = a413

41 0.0 A21 @ (1:computing)

- c = 25

- a = a2142

42 0.0 A41 @ (1:computing)

- c = 5

- a = a413

43 0.0 A212 @ (1:computing)

- c = 50
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- a = a212

44 0.0 A2 @ (1:computing)

- c = 15

- a = a213

45 0.0 A21 @ (1:computing)

- c = 50

- a = a212

46 0.0 A2122 @ (1:computing)

- c = 10

- a = a21222

47 0.0 A4 @ (1:computing)

- c = 5

- a = a413

48 0.0 A214 @ (1:computing)

- c = 50

- a = a2143

49 0.0 CMPas @ (1:computing)

- c = 5

- b = sa

- a = a413

- cn = 95

50 0.0 CMPas @ (1:computing)

- c = 15

- b = sa

- a = a213

- cn = 100

51 0.0 A4 @ (1:computing)

- c = 40

- a = a412

52 0.0 A211 @ (1:computing)

- c = 0

- a = a2111

53 0.0 A2 @ (1:computing)

- c = 50

- a = a212

54 0.0 A21 @ (1:computing)

- c = 50

- a = a2143

55 0.0 CMPas @ (1:computing)

- c = 115

- b = a212
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- a = sa

- cn = 50

56 0.0 A2 @ (1:computing)

- c = 0

- a = a2112

57 0.0 CMPas @ (1:computing)

- c = 0

- b = a412

- a = a2112

- cn = 40

58 0.0 A21 @ (1:computing)

- c = 0

- a = a2111

59 0.0 A412 @ (1:computing)

- c = 40

- a = a4122

60 0.0 A2 @ (1:computing)

- c = 50

- a = a2143

61 0.0 CMPas @ (1:computing)

- c = 165

- b = sa

- a = sa

- cn = 40

62 0.0 CMPas @ (1:computing)

- c = 205

- b = a2143

- a = sa

- cn = 50

63 0.0 A2 @ (1:computing)

- c = 0

- a = a2111

64 0.0 A212 @ (1:computing)

- c = 10

- a = a21222

65 0.0 CMPas @ (1:computing)

- c = 0

- b = sa

- a = a2111

- cn = 255

66 0.0 A2 @ (1:computing)
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- c = 25

- a = a2142

67 0.0 CMPas @ (1:computing)

- c = 255

- b = a2142

- a = sa

- cn = 25

68 0.0 A214 @ (1:computing)

- c = 25

- a = a2141

69 0.0 CMP21 @ (1:computing)

- c = 10

- b = a2141

- a = a21222

- cn = 25

70 0.0 A21 @ (1:computing)

- c = 35

- a = a21

71 0.0 A2 @ (1:computing)

- c = 35

- a = a21

72 0.0 CMPas @ (1:computing)

- c = 280

- b = a21

- a = sa

- cn = 35
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