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ABSTRACT

Nowadays, companies are handling and managing data in a way that they weren’t ten years
ago. The data deluge is, as a mere consequence of that, the constant day-to-day challenge for them -

having to create agile and scalable data solutions to tackle this reality.

The main trigger of this project was to support the decision-making process of a customer-
centered marketing team (called Customer Voice) in the Company X by developing a complete, holistic
Business Intelligence solution that goes all the way from ETL processes to data visualizations based on
that team’s business needs. Having this context into consideration, the focus of the internship was to
make use of Bl, ETL techniques to migrate their data stored in spreadsheets — where they performed
data analysis — and shift the way they see the data into a more dynamic, sophisticated, and suitable

way in order to help them make data-driven strategic decisions.

To ensure that there was credibility throughout the development of this project and its
subsequent solution, it was necessary to make an exhaustive literature review to help me frame this
project in a more realistic and logical way. That being said, this report made use of scientific literature
that explained the evolution of the ETL workflows, tools, and limitations across different time periods
and generations, how it was transformed from manual to real-time data tasks together with data
warehouses, the importance of data quality and, finally, the relevance of ETL processes optimization

and new ways of approaching data integrations by using modern, cloud architectures.

KEYWORDS

ETL; Data Warehouse; Business Intelligence; Dashboards; Data Visualization; Data Engineering



INDEX

1. INEFOAUCTION . s 1
1.1. Context and MOTIVatION ......cooiiiiiiiiiiiic e 2
2 S fo ] [=Tol B 1T o] o o] o o PR 2

2. LIterature FeVIEW ......ciiiiiiiiiiiiiiiii e 3
2.1, ETL Historical EVOIULION .....cooiiiiiiiiiiieiee e 3
2.2. Real-time data warehousing and etl techniques ........cccoocvveiiriiiiiinciee e, 5
B T D -1 & 1 O LU F- | 11 A TSP UPPRRR 7
2.4, ETL processes Optimization ....ccoeeeeeeeeeeeieeeeeeececeeeeeeeeeeeeeee e 9
2.5. ELT — a new data integration approach........cccccevieccciiiiieiie e 12
2.6. Data architecture eVolution .........cccceeiiiiiiiiiiiic e 14
2.7. Enterprise Data Warehouse in Cloud vs On-premises ......ccccoeeecvvvvveeeeeeeecccnnnnen, 16
2.8. From Enterprise Data Warehouse to Data Lakes.......ccccceveeeiiiccciiiiveeeece e, 17
2.9. The Importance of Bl Businesses and Marketing.........ccccceeeevcieeeeniiieeeisiinenennns 19
2.10. Data Visualization and Dashboards Assessment ........c.cccccovieeriieeniieennneenns 20

T 1Y 11 Vo Yo (o] Lo =Y SRR 23

A, SOIULION ..ttt et 27

5. ReSUlts and diSCUSSION ....ccouiiiiiiiiiiiiiiieeeeee e e s 41

6. CONCIUSION 1.ttt ssar e sneees 48

7. REFEIENCES ... e s 50

FAY o oY= aTo L PP PPRURRN 54

Vi



LIST OF FIGURES

Figure 1 - Technical Architecture of ETL........ccoiiiiiiiieiiiie et e e e e 3
Figure 2 - Impediments to Information Management SUCCESS........ccocvvveeeeriiieeeeriiiieeeeniineee e 6
Figure 3 - Real-time Bl arChit@CtUIe .......eueeiiiieee e e e e e e e 7
Figure 4 - Business Intelligence ROAdbIOCKS.........cccueiiiiiiiiii e 7
Figure 5 - Data QuUality DIMENSIONS......cuiiiiiiieiiiiie ettt e e e s sbee e e s sarneeesnans 8
Figure 6 - Technology trends for data cloud integrations..........ccccceeeeiiiiieecciiiee e, 13
FIUIE 7 = ELT WOTIKFIOW ..eeviieiiiieee ettt ettt e e s e s s ata e e s naaaeee s 14
Figure 8 - Decision Support System’s ArchiteCtUre........cccoeevveeiieciieeieciee e 18
Figure 9 - Churchill’s Instrument Development ProCess.....cccovecvivireeeeesieccciiieeeee e 21
Figure 10 - Measurement model with dashboard dimensions and generated items ............. 22
Figure 11 - Project’s Bl arChit@CTUIe......ccovuviiie i 24
Figure 12 - Visualization WHEEL......ceee oot e e e 26
Figure 13 - Visualization Wheel radar plot eXample .......ccoocieiiieciieiiciiee e 26
Figure 14 - Command for connecting Snowflake’s ODBC to Power Bl .........cccccveeveiveeeciinennn. 27
Figure 15 - Query Dependencies in POWEr Bl.........ccuuiiiiiiieei e 28
Figure 16 - Number of Events by Data Engineering TasK.......ccccovcvveeiiiiiiee s 29
FIZUre 17 - Data War€NOUSE......uuveeieieeeeecireeeeee e e eertrrre e e e e e e e seetbaeeeeeeeeeeeseansreeeeeseseennnsnenees 31
Figure 18 - Filters and gauge plots representations ........cccccveeecciiiiieeee e, 32
Figure 19 - Number of stories and ambassadors by industry and customer drill-through ..... 32
Figure 20 - "DT Priorities” case studies’ MatriCes ......ccovvvereeiieicciiiieeee e 33
Figure 21 - DT Priorities ambassadors’ MatriCes.......cccvvvveveeiieicciiiieeee e 34
Figure 22 - “Customer Voice Assets Behavior” tab......ccccccceeeeiecciiieeeeei e, 35
Figure 23 - “# All assets” by Quarter and Month...........ccceeii i, 36
Figure 24 - DATEIFF function for every stage transition .........ccccovveeeeeii e, 37
Figure 25 - Average time DEtWEEN STAZES.....uuuiiiiiiiciireeeeee ettt e e e e e e e eearreeeees 37
Figure 26 - Chart with the time between stages (in days) by customer........cccccceeeveeeeenneennn. 38
Figure 27 - “Stories Pipeline — Coverage Matrix” tab ......ccccccooviiiiiiiii e, 39
Figure 28 - “Asana — Stages Behavior” 1ab..........coiiiieeii e 40
Figure 29 - Radar plot assessment for the “CV Universe” tab ......cccccceeeeiieccciiieeeee e, 42

Figure 30 - Radar plot assessment for the “Case Studies — Main Coverage Matrix” and

“Coverage Matrix for Ambassadors” tabs.......cccceveiiiiieciiiiiieeiic e 43
Figure 31 - Radar plot assessment for the “Customer Voice Assets Behavior” tab ................ 44
Figure 32 - Radar plot assessment for the “Stories Timeline” tab.........ccccevvvvvveeeiiieiicccinnenen. 45
Figure 33 - Stories Pipeline — Coverage MatriX .......cocevvveeeiieieeiiciiireeeeee e eeesciirreeeee e e e e eearreeeees 46

Vi



Figure 34 - Radar plot assessment for the “Asana - Stages Behavior” tab........cccccceveernneenn. 47

viii



LIST OF TABLES

Table 1 - ETL GENErations SUMMAIY.....ccccuuiiieieeeieicieiireeeeeseeesierereeeesseessnnneseneeeesssessnnssssnesesseens 5
Table 2 - EXperimental Parameters . ... ittt e e s e e e s saaa e e e s aaeee s 11
Table 3 - Measures by assessSmMent QUESTION .......oovccuiiiiiieiee e e 12
Table 4 - Framework with the nine QUESLIONS .......c.eeeeiiiiieeee e 25



API

ARR

Bl

cv

DBMS

DW

ETL

OLAP

OLTP

owB

RDBMS

LIST OF ABBREVIATIONS AND ACRONYMS

Application Programming Interface
Annual Recurring Revenue

Business Intelligence

Customer Voice

Database Management System

Data Warehouse

Extraction, Transformation and Load
Online Analytical Processing

Online Transaction Processing
Oracle Warehouse Builder

Relational Database Management System



1. INTRODUCTION

With the need to stay ahead of the ever-changing market needs, marketing teams have been using
and consuming more and more data over time. Indeed, informed decision-making is a key requirement
for competitiveness in a global marketplace characterized by uncertainty and fast technological
changes (Esmail, 2014). According to a report by McKinsey (2021), Marketing has been on the front
lines of digital transformation and revolution. Still, the landscape has become much more complex —
forcing a focus on data, growth, and new ways of creativity. Additionally, the incremental use of first-
party data is now part of the day-to-day life of modern marketing teams, a reality that was not true
five years ago. Hence, marketing teams must deal with an ever-increasing customer database and need
to ensure the right data, with the right quality, and the adequate consistency of processes so that the
specific data storage(s) system(s) they’re using continue offering the necessary responsiveness and
latency while achieving to be scalable. High data quality may be critical for any data warehouse success
project (Loshin, 2003). On the other hand, poor data quality can lead to unfavorable consequences on

the decision-making process (Huang et al., 1999; Clikeman, 1999).

According to Inmon (1996), a data warehouse is a “subject-oriented, integrated, time-varying, non-
volatile collection of data in support of the management’s decision-making process.” Since marketing
teams have a strategy as their core work engine, they’re resorting to data architectures such as data
warehouses to integrate multiple data sources and perform drill downs and drill-throughs for better
data analysis (Kimball, 2003). To conceptually build them, it is necessary to make use of correct ETL
techniques to make sure that the data loaded in the data warehouse is made of purity and robustness,
and the quality of the data is directly dependent on the ETL process efficiency (Kakish & Kraft, 2012).
In addition, today, companies can also take advantage of real-time data processing tools and data lakes
to form a data warehouse prepared for event-driven, massive data entries — ensuring timely insights.
Having that in consideration, only after this data engineering process it is indeed possible and

recommendable to develop data visualizations for an easier and more intuitive data interpretation.

With that said, this internship report, consequently addressed the historical evolution of ETL and
what should be done to optimize it over time, covered the main characteristics of data quality and new
ways of performing data integrations beyond the traditional ETL architecture, and described the
evolution from enterprise data warehouses to data lakes as well as the differences between data
warehouses deployed on-premises versus on cloud environments. With this, the creation,
development, and deployment of the Bl solution | implemented was not only based on the current

practices of Company X but also supported by the scientific literature.



1.1. CONTEXT AND MOTIVATION

To provide an overview of the context and motivation of the Bl project | was assigned to, the
Customer Voice team is a department fully focused on the customer and marketing oriented. From the
publication of case studies on the company’s web properties to helping internal teams such as Sales,
Field Enablement and Field Marketing by sharing rich customer information to improve internal
processes and leverage external impact (to the market), this department was making use of a “mega”
spreadsheet with years of use, thousands of rows, and hundreds of columns to store customer-related
data. As there were always data entries every day, the team’s data source was becoming slower and
less intuitive to use. As a cost, the latency was getting higher and it was consuming time and effort
that could be allocated to focus on the business, strategic sides. Additionally, as they also performed
data analysis in spreadsheets, they were obtaining limited, static insights instead of unlimited, dynamic
information. Therefore, there were a lot of counterparts in the way the Customer Voice team managed
and leveraged the power of data. With that context in mind, they asked the Data Engineering team
(which | was part of as an intern) to help them migrate from Excel to a scalable Bl solution so they

could see different business scenarios covered in the form of real-time dashboards.

1.2. PROJECT DESCRIPTION

The goal of this report was to help a customer-centered marketing team, called Customer Voice,
to migrate from spreadsheets, where they essentially stored data about their customers, to a Business
Intelligence platform running on Power BI. Having joined the Data Engineering team in the Company
X, | was responsible for developing ETL processes and the relational data model directly into Power BI
to populate the requested/necessary dashboards. This process was intended to help the client team
to shift from manual to automatic data entries as well as to improve their decision-making process by
creating easy-to-understand and meaningful data-driven visualizations that could serve as actionable

items to whatever strategies they wanted to make in the future.



2. LITERATURE REVIEW

2.1. ETL HISTORICAL EVOLUTION

ETL, which stands for Extract, Transform and Load, is a data engineering process responsible for
the integration of business data from a number of different sources, its transformation into strategic,
actionable information and the subsequent storage of the transformed data in a format that can

facilitate business analysis (Petrovic et al., 2019).

The ETL process is the most complex, time-consuming and expensive phase of a data warehouse
development, and given it is estimated that approximately 70% of the time and effort invested in its
development is allocated on the ETL process development (Kimball & Caserta, 2004; Kimball et al.
2010) it is crucial to take a thorough methodological approach when developing it. When defining an
ETL process for a data warehouse (DW), its implementation depends on the types of the DW and also
between department data marts within a data warehouse. According to Zode (n.d.) back in the early
1990’s, most of the organizations developed custom code to extract and transform data from OLTP
systems and load it into OLAP systems — such as data warehouses. In the middle of the 1900’s, the
vendors found an opportunity and they started to ship ETL tools optimized for the reduction or even
elimination of the labor-intensive process of writing code for custom ETL development programs. But
in the end, ETL systems have the common purpose of moving data from one database to another. The

figure below represents the traditional workflow of an ETL process.

ETL Process

Source Systems

el
E \j Extract {g{? Load

Transform

Destination

5

Figure 1 - Technical Architecture of ETL

(Databricks, n.d.)

The ETL process has evolved since its existence, and it’s separated into three generations of
evolution. First Generation of ETL According to Kakish and Kraft (2012), ETL tools of the First Generation

ran on proprietary engines and offered good performances due to the inheriting performance of



natively compiled code. However, they were complex to use for the developers because the ETL tools
required high technical knowledge of programming in COBOL or C. But with the need of ingesting and
processing data generated from different transactional sources, the Second Generation of ETL
emerged. Graphical user interfaces and data integration capabilities became available for the ETL
processes — requiring lower coding capacities -, and the ETL functions became more automated
compared to First Generation’s. However, in terms of processing, they were only capable of processing

data at apace it ), which led to major impacts on the time required to perform ETL tasks.

The need to overcome the limitations of having high technical knowledge and slow processing
tasks performance of the First and Second ETL Generations respectively, led to the most recent Third
Generation. ETL tools of this Era have a relational architecture that can generate native SQL, removing
the hub server between the original sources and the destination systems (Kakish and Kraft, 2012). The
tools that are under the Third-Generation umbrella reduce the network traffic to improve their overall
performance because they have a distributed architecture implemented, which means ETL tasks can
be performed in parallel. In addition, the data load is distributed among database engines to raise the
levels of scalability and are responsive to all types of data sources. These Third Generation ETL stack
makes use of relational DBMS to transform the data, so the “row by row” process disappeared. “In the
ETL architecture, all database engines can potentially participate in a transformation - thus running
each part of the process where it is the most optimized. Any RDBMS can be an engine, and it may make
sense to distribute the SQL code among different sources and targets to achieve the best performance.
For example, a join between two large tables may be done on the source” (De Montcheuil, Y., 2005).
With that in consideration, as Relational Database Management Systems have the ability to integrate

data, ETL tools are taking advantage of this capability to improve their performance.



GENERATION

ADVANTAGES

LIMITATIONS

FIRST

SECOND

THIRD

i)

i)

i)

i)

i)

Tools are good at extracting the data
from legacy systems.

Performance was good because of
inheriting performance of native

compiled code.

Graphical interface ETL tools and
available transformations features;

ETL functions are highly integrated and
automated;

Engine-based approach is fast, efficient

and multi-threaded.

ETL tools support parallelism, enabling
developers to perform complex
processing jobs faster

ETL tools can handle most complex
transformations faster;

The code generated by the code-based
tools can run on various platforms at
very high speed and also enables
organizations to distribute loads across
multiple platforms to optimize the

performance.

ii)

i)

if)

i)

Table 1 - ETL Generations summary

(Zode, M., n.d.)

2.2. REAL-TIME DATA WAREHOUSING AND ETL TECHNIQUES

These tools required in-depth
knowledge of programming in
COBOL or G;

Proven less successful on
relational database for handling
large volume of data;
Transformations require manual

coding.

Row by row data
transformations when passing
the engine;

Engines performing all the
transformations became a
bottleneck in the transformation

process.

Many ETL tools don’t support
integration at the metadata level
with end-user tools

Some tools are still limited to

the source database like OWB

Data warehouses and the underlying ETL techniques are changing in performance, in order to

provide updated data all the time. Increasingly, there’s the need to support business decisions in near

real-time based on the transactional data, having the ETL processes to “move away from periodic

refreshments to continuous updates” (Esmail, 2014). According to Santos & Bernardino (2009), “to

cope with real-time requirements, the DW must be able to enable continuous data integration, to deal
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with the most recent business data”, and that is of paramount importance if businesses want to keep
up with the ever-changing market needs. A survey of over 300 Bl and Information managers identified
access to relevant, timely, and reliable data as the highest impediment to information management
success, as shown in the figure below (Henschen, 2010). That is proof that data warehouses need to
be more agile and designed for real-time data storage, but that only comes with a modern, future-
proof ETL approach.

\.‘ r

With your arganization’s experience in mind, what your organization’s biggest
impediments to success related to information management?

Accessing relevant, timely or reliable data
59%

Cleamsing, de-duping or ensuring consistent data

Integrating data (e.g., extract, transform, load or data federation)
49%
Maintaining reliable and responsive data marts/warehouses

Organizing and maintaining data models and/or Taxonomies
bii"f

Coping with rapldly Increasing volumes of data and/'or content
0%

Reducing data latency and supporting rasterzd:(isinn-maling
T -

Accessing/managing cantent such am‘orgql'!lﬂ.e-mail messages and presentations
[NININEERNR NI NRRR RN NN B

Extracting data/transactional inhrlmtiug:r_umpaper-msed forms and decuments
Processing high-webocity data streams (e.q., finandial trade or shipping data)
[

Other
6%

Figure 2 - Impediments to Information Management Success

(Henschen, D., 2010)

Traditionally, static ETL tools load the data periodically during the inactivity time where, during
this period, no one can access the data in the data warehouse. Still, real-time DW loads the data
continuously as opposed to the traditional approach (Esmail, 2014), improving the loading frequency.
If this can be defined as real-time data Bl techniques, Agrawal (2009) proposes that real-time Business
Intelligence architecture requires that the data stored in OLTP systems or any operational data sources
move to the data warehouse in real-time in the format of data streams of events. This shift in the BI
architecture introduces a middleware technology component — referred to as the stream analysis
engine -, that provides services or capabilities such as data management, application services and API
management. This engine performs an accurate analysis of the incoming data just before it can be

integrated into de DW to identify data patterns and outliers (Esmail, 2014).



2.3. DATA QUALITY

Data Cube J
Aggregate Level (omiine/ )

Outliers/Alerts

Stream Analysis Engine

Alerte -“-‘." é "-....
“,o"- Event Streams " "'-..
" <
DS1 cesssssssses psj sesssessscss DSn

Figure 3 - Real-time Bl architecture

(Agrawal, D., 2009)

According to Ruiz (2017), most data scientists spend only 20% of the time on data analysis and the
remaining 80% is for data cleaning — “The 80/20 data science dilemma”, he calls. This is the prove that
ensuring data quality is a critical success factor for any data-related job. In fact, going back to ten years
ago, a research program conducted by Bloomberg BusinessWeek Research Services (2011) identified

data quality, integrity and consistency as the biggest challenge that companies are facing in their

adoption of Business Intelligence and analytics projects.

Please indicate which of the following are the
three biggest challenges in the adoption or use
of analytics in your organization.

Figure 4 - Business Intelligence Roadblocks

(Bloomberg BusinessWeek Research Services, 2011)



For a deeper understanding, Singh and Singh (2010) refer that the Data Quality Dimension

encompasses six critical factors that need to be taken in consideration:

vi)

Completeness — which ensures the attributes of data are provided and all required
information is available. It is important to mention that even if data is not available, it still
could be considered completed — but this only happens when the data meets the needs
and expectations of the user;

Consistency — for the data to be consistent, data on the enterprises should be harmonious
with each other so that it doesn’t conflict with other sets of data;

Validity — refers to the correctness of data;

Conformity — it means that data values are consistent across specific formats.
Conformance maintenance is important;

Accuracy — it is considered accurate when data is the real-world object or event being
described. For instance, incorrect spellings of person and product names can affect the
operational and consequent analytical operations;

Integrity — refers to the data’s trustworthiness. If the data is missing relationships linkages

and is unable to link related records together, it may introduce duplication across the

|: Data Quality :|
I
(v ) | (e ]

Consistency Ej

Figure 5 - Data Quality Dimensions

systems.

(Singh, R., Singh, K., 2010)

In addition to the previous traditional Data Quality Dimensions, there are other factors that are

equally important, such as confidentially, availability and security (Kakish and Kraft, 2012).

Confidentially ensures that the use of data is for authorized-only people and availability is providing

the information requested by authorized users (Jesan, 2006). Data and information might be the most

important asset of any enterprise and data security policies must protect these information assets



(Gerber, 2008). With all the mentioned factors in consideration, data quality and data warehouse

effectiveness must be together to ensure the success of a data-related project.

As important as knowing what the six critical factors are to establish data quality, it is also relevant
to understand what the cost is of not implementing them. As such, according to a case study published
by StreamSets (n.d.), they helped a telecommunications company called BT Group on consolidating
data as this customer was running into several challenges that were delaying their ability to deliver.
Contextually, they had different versions of the same data from different systems (violating the
“Consistency” dimension) that was leading to incorrect operations reporting and analysis. A lag in data
(violating the “Availability” dimension) effectively led to an inefficiency of resource allocation, which
meant that without all the data they just couldn’t put the right people in the right place, at the right
time. Additionally, BT Group lacked a 360-degree view of the data environment which ultimately led
to bad decision-making. It’s clear that by having this context, they needed a way to centralize all the
data, ensure that users were using the same source of truth and democratize data to explode user
adoption and excitement around data. Having said this, this was a good example of the underlying
different implications of not having data quality practices, all the way from operational efficiency to

decision-making processes.

2.4. ETL PROCESSES OPTIMIZATION

The ETL processes have predefined steps that need to be followed to build a consistent data
pipeline. Firstly, the business requirements must be specified so that they can be put down in a
concept. Secondly, the concept model needs to be transferred into a logical, architectural model so
that, in the end, all the underlying code can be developed successfully according to that logic (Hahn,
2019). However, an ETL process is not a process that should stand still once it’s completed. It needs
optimization processes and iterations, quality objectives, and measures that can evaluate if the ETL
itself is accomplishing the quality objectives defined beforehand. And this can be done in the business
requirements definition or concept model, in the logic phase, and in the code (Castellanos et al., 2014).

To check if an optimization had, or not, an impact, the quality objectives need to be defined
upfront, otherwise it'll not be possible to measure the optimization contributions for the ETL.
According to Hahn (2019), it is a common practice that an ETL workflow is first designed and developed
without any additional optimization. The optimization is only made afterward if the quality objectives
are not fulfilled.

To measure the optimizations of an ETL process, Simitsis et al. (2009) did a benchmark to study

what could be the main elements used to assess the ETL engines and design methods concerning their



standard behavioral properties over a broad range of ETL workflows. As such, the authors were not
interested in providing performance measures for every single ETL task nor even enumerating all the
possible alternatives for specific operations. The purpose of the benchmark developed by the authors
was not to facilitate the comparison of different methods for duplicate data - since it doesn’t take the
tuning of all the possible parameters for that task into account - but to assess the integration of such
methods in complex ETL workflows.

Whether the ETL operates in batch or in real-time, the two critical goals that should be considered and
achieved are effectiveness and efficiency (Simitsis et al., 2009). Those are the goals that should be
evaluated.

Regarding effectiveness and based on long discussions that these authors had with ETL
practitioners and experts, they have identified that real-life ETL projects’ performance is not the only
goal. It is the other way around, as other optimization qualities are very interesting and important as
well, naming them as QoX (Dayal et al., 2009). This is a group of metrics that is fundamentally inside
all stages of the design process, from more high-level specifications to the implementation itself:
performance, recoverability, reliability, freshness, maintainability, scalability, availability, flexibility,
robustness, affordability, consistency, traceability, and auditability.

There are quantitative measures (e.g., reliability, freshness, and others) that might be more
difficult to measure (e.g., maintainability and flexibility). In addition, it’s important to mention that
there are trade-offs or opportunity costs that should be considered, which means that by improving
one particular objective another one may be hurt (Simitsis et al., 2009). Regardless of that, the main
goal is to have data that respects both database and business needs simultaneously. Simitsis et al.
(2009) believed that all the following questions should be considered when creating an ETL benchmark:

i) “Does the workflow execution reach the maximum possible level of data freshness,

completeness, and consistency in the warehouse within the necessary time (or resource)
constraints?”

ii) “Is the workflow execution resilient to occasional failures?”

iii) “Is the workflow easily maintainable?”

But effectiveness is not the only goal that should be accomplished when an ETL workflow operates.
Efficiency is another very important variable of the ETL design. Performance is not everything but
plays a critical role since ETL processes should typically run within strict time windows (Simitsis et al.
2009). In fact, achieving high-performance levels can serve as a means for enabling or achieving other
qualities as well. Taking that into consideration, Simitsis et al. (2009), have formulated the following
questions regarding ETL processes’ efficiency:

i)  “How fast is the workflow executed?”

10



ii) “What degree of parallelization is required?”

iii) “How much pipelining does the workflow use?”

In addition, Simitsis et al. (2009) proposed Experimental Parameters and a set of measures to be

monitored so they could assess the accomplishment of their benchmark goals.

P1) The size of the workflow (i.e., the number of nodes contained in the graph)

P2) The structure of the workflow (i.e., the variation of the nature of the involved nodes and their
interconnection as the workflow graph)
P3) The size of input data originating from the sources
. P4) The workflow selectivity, based on the selectivities of the workflow activities
Experimental
Parameters P5) The values of probabilities of failure

P6) The latency of updates at the warehouse

P7) The required completion time (i.e., this reflects the maximum tolerated execution time window)

P8) The system resources (e.g., memory and processing power)

P9) The “ETL workload” that determines an execution order for ETL workflows and the number of

instances of the workflows that should run concurrently

Table 2 - Experimental Parameters

(Simitsis et al., 2009)

For each Experimental Parameter, measures need to be evaluated in order to determine the
fulfillment of the benchmark goals. For that to happen, the authors classified the specific measures

according to the assessment question they are responsible to answer.

Question Measures

(] Percentage of data that violate business rules

Measures for data freshness and ®  Percentage of data that should be present at their appropriate warehouse targets,

data consistency but they are not

(] Percentage of successfully resumed workflow executions
L] MTBF, the mean time between failures
Measures for the resilience to ®  MTTR, mean time to repair
failures . Number of recovery points used
®  Resumption type: synchronous or asynchronous

(] Number of replicated processes (for replication).
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° Uptime of ETL process.

° Length of the workflow (lengh of its longest path

° Complexity of the workflow refers to the amount of relationships that combine its
components

Measures for maintainability (] Modularity (or cohesion) refers to the extent to which the workflow components

perform exactly one job

(] Coupling captures the amount of relationship among different recordsets or

activities

®  Total completion time

Measures for the speed of the ®  Throughput of workflow execution including a specific percentage of failures and

overall process their resumption

. Average latency per tuple in regular execution.

(] Partition type which should be chosen according to the characteristics of the

workflow (round-robin, follow-database-partitioning and so on)
Measures for partitioning ° Number and length of workflow parts that use partitioning
° Number of partitions

° Data volume in each partition (this is related to partition type too)

° CPU and memory utilization for pipelining flows or for individual operation run in

such flows

Measures for pipelining ° Min/Max/Avg length of the largest and smaller paths containing pipelining

operations

(] Min/Max/Avg number of blocking operations.

(] Min/Max/Avg/ timeline of memory consumed by the ETL process at the source

system

®  Time needed to complete the processing of a certain number of OLTP transactions

in the presence of ETL software at the source
Measured Overheads
(] Min/Max/Avg/ timeline of memory consumed by the ETL process at the warehouse

system

. Time needed to complete the processing of a certain number of decision support

queries in the presence of ETL software at the warehouse

Table 3 - Measures by assessment question

(Simitsis et al., 2009)

2.5.ELT — A NEW DATA INTEGRATION APPROACH

According to an article published by Fivetran (Wang, C., 2021), when computation, storage and

bandwidth were very scarce (being consequently expensive) and the data volume and variety were
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limited, the labor intensiveness was acceptable. This means that the ETL process itself is a solution of
a time with a lot of technological constraints compared to today.

The cost of storage has decreased from approximately $1 million “to a matter of cents per gigabyte”
(Wang, C., 2021), the cost of computation has also decreased by millions since the 1970s and, in

addition, the internet transit cost has also plummeted by a factor of thousands.
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Figure 6 - Technology trends for data cloud integrations
(Wang, C., 2021)

The trends above have made the traditional ETL process almost obsolete, as the affordability of
computation, internet bandwidth (with the 5G appearance) and storage led to an exponential growth
of cloud-based services. And because the cloud has grown, so has the volume, variety and complexity
of data. As cloud services provide more storage capacity, businesses have the ability to store
untransformed, event data in data warehouses with a new integration architecture - the ELT (Extract,
Transform and Load). This modern alternative for handling data, enables data to be immediately

loaded from the source to a destination system and the transformation step moved forward to the

end of the workflow.
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Figure 7 - ELT workflow

(Wang, C., 2021)

A priori, this process prevents two failures of ETL (i.e. changing upstream schemas and
downstream data models) from directly impacting extraction and loading, leading to a simpler, more
efficient and robust approach to data integration projects. Challenging the traditional ETL processes,
here’s the workflow features for ELT:

i) Identity the data sources to work on;

ii) Perform automated extraction and loading;

iii) Outline the analytics needs the project is meant to solve;

iv) Create the data models by building transformations;

v) Conduct actual analytics work and extract insights.

The fundamental advantage of using this architecture is the fact that although the Transformation
layer may still fail as upstream and downstream schemas change, the data will still be loaded into the
destination system - and that is of critical importance for businesses, as they need fresh data every day
due to markets pressure and changings.

An organization that matches automation with ELT workflows, “stands to dramatically simplify its
data integration workflow” (Wang, C., 2021), leading to faster information delivery capacity to the

stakeholders.

2.6. DATA ARCHITECTURE EVOLUTION

According to Dataversity (Foote, 2022), the data architecture can be defined as the set of rules,
models and policies that determine what kind of data gets collected and how it is used, processed, and

stored within a decision support system.
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From the 1940s to the early 1970s, computer programs were exclusively created and designed to
cope with specific types of computer problems, where processing capacity was the primary concern.
As such, the concepts of data integration and data architecture were not even considered (Foote,
2022). The main focus of a programmer was on getting a computer to perform specific types of actions
that fundamentally supported an organization’s short-term goals, and not for long-term data storage.
If there was the need to recover data, it would require the ability to write programs capable of
retrieving specific information, which was extremely time-consuming and expensive. With that reality
in consideration, there was the need to shift from a Programming Paradigm to a Database Architecture

Paradigm.

According to Edgar F. Codd (2002), a relational procedure for organizing data was the step to scale
data storage and data management, which resulted in the creation of databases structures that
streamlined the efficiency of computers. The relational approach developed by Edgar F. Codd in 1970,
allowed users to store data in a more organized, more efficient way using two-dimensional tables,
replacing the COBOL programs where the data was arranged hierarchically. A significant advantage of
this relational view was that it formed a basis for treating redundancy, derivability, and consistency of
relations, allowing for a “clearer evaluation of the scope and logical limitations of formatted data

systems” (Codd, 2002).

As an evolution of Edgar F. Codd’s work, Peter Chan (1976) introduced the “entity-relationship
model” (commonly known as “data modeling”), where the data structures were represented
graphically. As a matter of fact, Oracle announced the first relational database management system
(RDBMS) designed for business, inspired by the work done by Peter Chan. Consequently, people
working with computers began to realize that these data structures were more reliable than program

structures.

Codd’s relational approach and Chan’s data modeling resulted in the Structured Query Language
(SQL), which became the standard query language in the 1980s. As such, relational databases became
extremely popular and boosted the database market, causing major loss of popularity for COBOL,
hierarchical database models. In the beginning of the 1990s, many computer companies tried to sell
expensive, complicated database products, which led to a highly competitive database market — as
more businesses began releasing data-related tools and software to improve the systems data

architecture.
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2.7.ENTERPRISE DATA WAREHOUSE IN CLOUD VS ON-PREMISES

The cloud has become an integral part of the IT environment modernization, enabling the digital
transformation of large and small companies. According to an article published by McKinsey (2018),
cloud-based computing and storage platforms provide business with advantages over conventional
on-premises systems, “from lower operating costs to better compatibility with the working styles of

digital enterprises”.

With the increasing number of data-driven organizations, the need for data warehouses that can
handle the high number of users and high volumes of data has become a priority. The dilemma is which
data warehouse model companies should choose: on-premises or cloud. The difference between these
two models is that on-premises hardware, software and applications are on-site, which means that a
business manages its own data center without a third-party (EM360 Tech, 2020). On the other hand,
in the case of the cloud it’s all performed off-side, and external entities are responsible for monitoring
and maintaining a data center, with which the data warehouse implementations can be more agile
when they are deployed on that type of environment (Golec et al., 2021). For example, like any other
“as-a-service” solution, business leaders can add and/or remove features to cope with the changing
needs of their organization (Kaur et al., 2012). But other parameters can be compared between the
cloud and on-premises data warehouse implementation, such as deployment, cost, security,
maintenance, and flexibility (Kurunji et al., 2012). In the case of on-premises, companies take
ownership on maintaining and handling deployment processes whereas, in the cloud environment,
resources are provided at the service provider’s end and accessed by the public (Golec et al., 2021). At
a cost level, the cost of operations is substantially higher in an on-premises environment compared to
the cloud model. In terms of security, businesses are still skeptical about it in the cloud environment.
For instance, government and healthcare organizations, or financial institutions, have highly sensitive
information that they need to maintain secure (Shaikh et al., 2021; Alouffi et al., 2021). This way,
companies need a dedicated cloud provider so that they can move from on-premises to the cloud in a
secure way, storing and maintaining their data in the environment. Regarding maintenance,
organizations take responsibility for maintaining their servers, software, data backup and storage
devices if they are using an on-premises model. Compared to the cloud, organizations don’t need to
worry about regular maintenances, since they’ll have automatic maintenance set up periods and then
the solution provider itself takes full care of version upgrade on their own (Ying et al., 2009). Last, but
not least, cloud environments offer more scalability and flexibility compared to the on-premises
models, as changes at the infrastructure level or upscaling the server are more time-consuming in the

on-premises environments (Agrawal et al., 2011).

16



2.8. FROM ENTERPRISE DATA WAREHOUSE TO DATA LAKES

Enterprise data warehouses have long been the solution to provide decisional, actionable
information for end-users. According to Madera & Laurent (2016), data warehouses are built based on
indicators and analysis dimensions that must be pre-defined. Then, the data is collected through data
integration processes and finally aggregated to deliver the pre-defined indicators. However, it’'s not
always the case that such indicators are known prior to the data collection. As such, implementing a
data warehouse without them (indicators) is not recommended. And that’s when the data lakes come
part of the equation in a data-related project. For instance, with the increasing use of the Internet of
Things and smartphone applications by everyone, it produces an extremely large volume of data that
is not automatically linked with information requirements. This means that the data itself is not yet
known or sufficiently explored, at a first level, to define specific use cases — not being able to pre-define
the mandatory indicators and analysis dimensions that data warehouses require. Therefore, to avoid
a data swamp, which is nothing but an outcome of undefined, unstructured data sets from multiple
sources (Data Eaze, 2019), and to add all the generated data into a specific information system, the
data will not be integrated before knowing in advance what is going to be the specific use of it (Madera

& Laurent, 2016). And this was the scope of the new data architecture step evolution: the Big Data.

According to Madera & Laurent (2016), a new concept appeared in 2014 from the Big Data and
the Apache Hadoop waves: the data lake. Many vendors were stepping towards this concept to
highlight all their Hadoop solution, without technically knowing what was really behind the term of
data lake. Since the literature about this topic is still in early stages, there’s not a specific definition for
it, and that’s what Madera & Laurent (2016) worked on. Furthermore, the authors covered the

evolution of the decision support systems under the data governance’s influence.

By default, the purpose of a Decision Support System is to collect relevant data sources from an
organization and structure or process them in a way that is fundamentally useful and easier for the

end-user to make decisions (Madera & Laurent, 2016).
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(Madera, C., Laurent, A., 2016)

It was the very first information architecture evolution step, followed by a wave of technological
tools such as ETL tools to build the DSS (acronym for Decision Support System), OLAP stacks to analyze
data in a better way, and relational databases-dedicated analytics features. For the Decision Support
System, the use cases or the information must be, as already mentioned, pre-defined in order to apply
a scalable, structured and optimized design. Later in 2012, the Big Data wave was indeed the second
information architecture evolution step, according to Madera and Laurent (2016). Challenges
regarding the volume, the variety, the velocity, and the veracity of the data started to become
important to deliver information. With the Big Data ecosystem and its challenges, a technology
revolution emerged: the Hadoop technology. It is defined as an open-source framework that is used
to efficiently store and process large datasets, capable of storing gigabytes to petabytes of data
(Amazon, n.d.). Consequently, instead of using on large computer (such as a mainframe) to store and
process the data, Hadoop allows clustering multiple computers connected to a common server to
analyze massive datasets in parallel in a fast way. Considering this, the goal was not to replace Decision
Support Systems with Hadoop, but to improve them and extend their scope by embedding big data
technology. For example, with the increased data volume generated by the Internet of Things, big data
technologies are needed to deliver information, together with privacy, compliance and security —
which also play a big role. To ensure veracity when delivering information, data governance principles
are fundamental, and that’s why the next information architecture wave needs to integrate data
governance into its core (Madera & Laurent, 2016). But that’s not the only contributive, influential
variable for the information architecture evolution. The end-users of a Decision Support System are
increasingly requesting for help and solutions to find new insights, in order to take advantage of the

available data and correlate with data governance principles. They don’t know which type of
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information they can retrieve from this data, so they essentially need a data repository to give them
the new insight they don’t have thought yet: the data lake. According to Madera and Laurent (2016),
the data lake is defined as “a methodology to approach the raw data, structured and non-structured
within an enterprise and seen as an evolution of existing data architecture”. The data is loaded into a
physical place to propose them for future insight, and stored in its native format, being possible to

process any variety of it, regardless of size limits (Google, n.d.).
As any technology, there are underlying risks of data lakes that are important to mention:

i) The data quality;
ii) The data security;

iii) The access control risks.

Those are significant risks, and they are fully embraced into the data governance principles, which
means that data lakes are more than decisional-only focus data repositories. In fact, they are more of

a data governance concept (Madera & Laurent, 2016).

Now that the Decision Support Systems and data lakes are defined and their scopes are known,
it’s important to mention that the goal of the data lake methodology is to propose a new environment
for the DSS themselves. Thus, the positioning between them is completely different. Whereas a
Decision Support System, or Data Warehouse, follows a more traditional approach in the sense that it
embeds practices related to relational databases, and structured data tasks, the data lake is more agile
in the way that is associated with mixed types of data (volume and variety). This means, in short, that
the DSS or Data Warehouses are more mature but more expensive at the same time, while the data
lakes are cheaper but less mature (Madera & Laurent, 2016). As such, there’s always a trade-off
between these two types of data architectures, but they fundamentally differ on the use cases in the

first place.

2.9. THE IMPORTANCE OF Bl BUSINESSES AND MARKETING

It’s of extremely importance to understand what’s the value that the Business Intelligence area
can generate to businesses and marketing teams, in addition to knowing the ETL evolution, Data

Warehousing transformations and all the other technical information covered above.

Having said this, according to Vasarla (2021) Business Intelligence is an umbrella concept that
covers different methods of collecting, storing, and analyzing the data from business operations. As

such, Bl experts can effectively find relevant business insights and help the decision-makers on making
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better, data-driven decisions. As the human mind has a better performance at understanding pictures
and visuals, compared to text and numbers, the data visualization plays a key role in empowering data
interpretation — which ultimately increases know-how. The fact is that the topic of data visualization
in an integral part of Business Intelligence and it helps business and marketing teams to easily digest

the data and trigger actionable items on top of that (Vasarla, 2021).

The Business Intelligence importance is massive, and below are presented seven different

advantages that business and marketing teams can benefit from:

i) Ability to gain customer insights
ii) Get actionable insights

iii) Real-time data availability

iv) Better marketing efforts

v) Higher competitive advantage

When it comes to gaining customer insights, marketing teams can better understand their
customers by analyzing their profiles, buying patterns, calculate churn risk and even prevent what
could be their next move. In addition, marketing teams can define a more robust customer
segmentation due to higher customer knowledge, which can lead to better, differentiated customer
experiences (Vasarla, 2021). Regarding the advantage number two (“Get actionable insights”), the best
way to make a business decision is by using data as the foundation. However, using traditional static
reports is not enough to extract actionable insights, but with Business Intelligence dashboards it is —
because they are dynamic reports. In addition, Business Intelligence systems provides real-time data
all the time (advantage: “Real-time data availability”), which allow businesses and marketing teams to
stay informed and constantly monitor the performance and health of their strategies. What’s more, Bl
enables marketing teams to define, create, and optimize marketing campaigns that drive ROl (Return
on Investment) by providing them with a convenient way to access the data regarding past and current
campaigns. On top of that, Business Intelligence can also provide marketing professionals the ability
to control critical metrics such as Customer Acquisition Cost (CAC), Cost per Lead (CPL) and Click-
Through Rates (CTR) of the campaigns themselves. Last but not least, Bl gives businesses the ability to

get higher competitive advantage by delivering deep competitive analysis and market trends.

2.10. DATA VISUALIZATION AND DASHBOARDS ASSESSMENT

Literature regarding data analytics has not been appropriately addressed empirical investigation

of dashboards, as frameworks that measure dashboard dimensions and usefulness are yet to be
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processed (Lawson-Body et al.,, 2022). The evaluation of dashboards is defined as the collection,
analysis, reporting of data and measurement about their specific contexts. According to studies
conducted by many authors regarding the measurement and evaluation of dashboards, their
frameworks contained both internal and external factors that influence the decision-making of
enterprises. However, there’s a lack of consensus among the authors regarding the choice of these
dashboards’ evaluation factors, which means there are very different explanations about the content
of the dashboard evaluation frameworks (Lawson-Body et al., 2022). On one hand, one group of
dashboard assessment theorists says that dashboard measurements should have only quantitative and
objective criteria to assess dashboard effectiveness in organizations. On the other hand, another group
points out that, for measuring dashboards, it should be considered only qualitative and subjective

criteria.

Lawson-Body et al. (2022), on his hand, developed a dashboard evaluation framework
following Churchill’s instrument development process (Figure 9) with the goal of developing measures
for dashboard dimensions and usefulness, as well as creating a more solid assessment framework to
help public organizations on the decision-making processes. As such, and methodologically, the
authors collected 160 dashboards of public institutions to validate their measurement model using
structural equation modeling and using Partial Least Squares techniques and the SPSS software to

assess the model itself and its measures.
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Figure 9 - Churchill’s Instrument Development Process

(Churchill Jr, G. A., 1979)

To identify the measures that should be integrated into the dashboard evaluation framework,

the authors did an extensive review of relevant literature and built a survey questionnaire. As a result,
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the core measurement instruments were Complexity, Visual Design, Information Delivery, Alerting,
and Perceived Usefulness. In addition, new items were developed from past literature to
fundamentally measure interactivity: NLP and KPIs. To build the initial survey itself, the authors
discussed with several expert academics and researchers in the field of data analytics and, in the end,
a pretest was conducted also with expert academics who essentially provided information to minimize

bias in the survey.
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Figure 10 - Measurement model with dashboard dimensions and generated items

(Lawson-Body et al., 2022)

As a conclusion of this empirical study, the validation of the dashboard measurement instruments
concludes that among the dimensions, some are more connected to the public sector than others (this
study was targeting public institutions, as mentioned above). Therefore, one of this study’s
contributions was about identifying how important certain dashboard dimensions — NLP, Alerting, and
Information Delivery — are for the public sector. The findings also tell us that researchers should
carefully select indicators of dashboards usefulness, as the model validation scale really depends on
where they’re trying to validate (i.e., public sector vs. private sector). What’s more, as the field of data
analytics is still not mature, the authors also concluded that there was also a lack of reliable, validated
measurement instruments related to dashboard usefulness, due to inadequate scales — and this was

the reason why they resorted to expert academics and researchers in data analytics in the first place.
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3. METHODOLOGY

To ensure the success of this internship, | had the possibility to use and leverage my existing
Business Intelligence knowledge and techniques by making use of Power Bl data visualization tool and
running complex SQL queries in Snowflake, as well as performing ETL tasks in the back-end. More
concretely, | was responsible for the integration of different data sources (the extraction phase),
development of a relational model from scratch (the transformation/data engineering phase), and
building Bl dashboards (the load/front-end phase) so that the Customer Voice team could easily
understand the data and extract valuable insights. In terms of integrations, Snowflake, Google
Spreadsheets, Asana, Application Portfolio, and Customer Information System (these last two sources
were internal systems used by the Company X to store product usage data and customer information)
were the main data sources to develop this project. However, and with the direct help of my colleagues
from the Data Engineering team, we ended up centralizing all the data from Google Spreadsheets,
Asana, Application Portfolio and Customer Information System into Snowflake itself using APlIs,
creating the respective databases for querying purposes. This was a critical process to improve the
overall performance of the Power Bl solution itself, as the more different data sources this software
gets the slower the performance. In that sense, by using Snowflake as the unique data source and

interface to extract the data, the analytical engine running on Power Bl was much faster.

For a tangible understanding, here’s the nature of each database that was generated by Snowflake

and that were used to develop this project:

e Customer_Voice_Google_Spreadsheet - stored information related to the customers that
already had one or more case studies published (or any other types of marketing projects with
the Company X) and the underlying use cases;

e Application_Portfolio — stored information about the Company X’s product usage by the
customers;

e Customer_Information_System — same as Application_Portfolio, but had more historical
information

e All_Accounts — this was a different, yet very important, database that stored all the core
customer-related information (from their name and location to ARR and Churn Risk). Living in
Snowflake as well, but directly extracted from the Company X’s CRM platform.

e Asana — a database generated from a project management tool that stored information of

ongoing case studies initiatives running at the time.
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After querying the data to extract the relevant information to the destination system (Power Bl),
the next stage was to transform and process the data to ensure its quality and consistency. That ended
up being the most important and time-consuming step of this project. Changing data types, renaming
and creating custom columns, replacing values and creating measures were some of the mandatory
tasks to complete the transformation phase. Later on, when the previous step achieved a good level
of maturity and scalability, the last stage was to load the processed data and create the relationships
between the different tables so that the data warehouse could be deployed in a form of a relational
model. Last, but not least, it was the time for the front-end phase: the Reporting. On that step, dynamic
data visualizations were created in the form of Bl dashboards to foster a good user experience and

easy data interpretability for the end-users.

For a better understanding, there’s a high-level representation below showing how this Business

Intelligence project pipeline worked in the back-end.

ClIs

Snowflake Programming ETL DW Reporting
- Pawer Bl Power Bl Powes Bl

asana

Figure 11 - Project’s Bl architecture

(Made by the author)

As for the data visualizations that were created in the end of the pipeline above (in the “Reporting”
phase”), the goal was to promote a low cognitive cost for the Customer Voice team members when
seeing them. That means the dashboards were fundamentally developed to foster an easy and intuitive
interpretation so that the visuals could be turned into valuable and, most importantly, actionable items

for future decision-making.

To assess the effectiveness of the dashboards themselves, | ran a survey to collect feedback from
users. In this sense, | asked the Customer Voice team members nine questions about the data
visualizations that | developed. It's important to note that the Data Engineering team played a key role
in helping me define the best questions to ask. As soon as | collected their answers, | asked them to

score the data plots from 1 to 10 according to the Visualization Wheel framework created by Alberto
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Cairo (2011), which is a tool for evaluating tradeoffs in visualizations. The reason why | followed this
methodology was that | wanted to have both qualitative (survey) and quantitative (Visualization Wheel
assessment) insights to help me draw better conclusions. It’s also important to mention that, while

making the nine questions, | had no active role in biasing their answers.

Having said this, and in a practical way, | used Microsoft Excel to build the framework with the
guestions and the respective answers by each participant, so that | could register their insights for

future analysis (note: the answers to the questions are placed in the “Appendix” section of this report).

Par

Question Participant 1 Participant 2 Participant 3 Participant 4
1) What is the first impression when looking at the data
visualizations on this tab?

2) Are the data plots easy to understand? {complex vs simple)

3) Do you easily understand what are the metrics on each
graph?

4) Can you easily extract insights from the dashboards?

5) Do the data visualizations answer your business needs?

6) With these graphs, how simple is it to tell a story from the
data?

7) Do the data plots help you figure out what you need to
improve on a business perspective?

8) Do these graphs help you be more data-driven to take
decisions?

9) How easy is to play and navigate with the data
visualizations? {i.e., filters, drill-downs, drill-throughs)

Table 4 - Framework with the nine questions

(Made by the author)

The Visualization Wheel shown in the figure below is divided into two halves that represent a
spectrum on which data visualizations may be placed. The top half represents visualizations that
contain deep, complex data, whereas the bottom half represents plots that provide accessible, simpler
data. However, it's important to mention that different audiences and professions prefer different
types of visualizations. For instance, scientists and engineers are likely to prefer visuals that are dense,
multidimensional, and that have high functionality, while artists, graphic designers, and journalists are
likely to prefer visualizations that include decoration, lightness, and figuration (Wingate, 2019). This is
a relevant point because even if the data visuals are complex and dense, it doesn’t necessarily mean
that the visuals are not fit-for-purpose — it can actually be the other way around, depending exclusively
on the audience. In the case of this project, the Customer Voice team preferred data plots that include

decoration, lightness, and figuration — to foster easy interpretability.
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(Cairo, A., 2011)

Having said that, as soon as | collected all the scores from the team, | presented the results in a

form of radar plots by each tab, in order to understand the variables with higher weight and classify

them as more complex or more intelligible accordingly.
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In the end, the radar chart provided me with solid information about whether | achieved the goal

of creating easy-to-understand, intuitive dashboards for the team or if there was a need to optimize

them.
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4. SOLUTION

Contextually, moving from spreadsheet-based analysis to dynamic, intuitive dashboards required
the development of a robust data solution. When implementing it, it was of primary importance to
only extract the most relevant data from the source systems (tables and attributes) to follow the
business needs of tasks that needed to be performed during the transformation phase to increase the
data's robustness and contextuality the Customer Voice team and to also avoid unnecessary
consumption of computing resources (e.g., latency, memory capacity, CPU, etc.). Secondly, once the
extraction phase was consolidated, transforming the data was the next task of the project, which
turned out to be fundamental to increase the quality and consistency of the data coming from the
source systems, as well as to format it into business-ready information. More precisely, replacing or
removing blank values, changing data types, checking for duplicate records, and creating new
customized columns were tasks that needed to be performed during the transformation phase to
increase the robustness, and contextuality of the data. Without this step, all the data would not have
any business meaning. As soon as this stage was completed, | built a data warehouse to load the
transformed data in a contextual format, developing different dimensions and a fact table for that
purpose. Finally, | managed to develop the data visualizations to increase data literacy levels for the

Customer Voice team so they could make better, data-driven decisions.

Focusing on the details of the project, the first technical task was to import all the data directly
from Snowflake to Power Bl. However, as there was no direct connection to the Snowflake application
in the Power Bl itself, there was the need to install the ODBC driver from Snowflake and use the ODBC
connector in Power BI. After the successful integration between both ODBCs, the data was ready to be

extracted.

f.l\’ = Odbc.DataSource("dsn=Snowflake", [HierarchicalMavigation=truel) ~

Figure 14 - Command for connecting Snowflake’s ODBC to Power B

(Made by the author)

Subsequently, as soon as the data was imported to Power Bl, it was possible to check all the query
dependencies, which illustrates how the queries are linked together inside Power BIl. As shown in figure

12, there are 5 queries that are directly dependent on Snowflake:
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i.) Application Portfolio;

i.) CIS;

iii.) Stories;

iv.) All Accounts;
v.) Stories Pipeline

To enhance the analysis with other angles, business needs and measures, all the other tables were
customized using one of the 5 tables above. The only exception was the “Ambassadors and Use Cases”
table, which was created by joining specific attributes from both “Use Cases” and “Ambassadors”

tables.

‘ ] Application Portfolio ‘ Oas
‘ Loaded ‘ Loaded
¥
- _-
- —
- -
- -
~a //
- -
_ dsn=Snowflake -
- ~a
- It
- e
. |l -~
o 1 ok
1 Stories ilr | Stories Pipeline
Loaded D 54 Loaded
|
: oaded
|
| Use Cases ] Ambassadors

Loaded

Figure 15 - Query Dependencies in Power Bl

(Made by the author)

It’s important to mention that some of the calculations, measures, tables and data plots were
added throughout the development of the project with different workflows, hence having, for
instance, some of the tables that were not directly imported from Snowflake itself but rather created

from tables that were indeed imported from Snowflake.

Following the line of the project, every single table had a lot of data engineering tasks that were
needed to process the data correctly and to add more information to the table (i.e., creating new
columns). In addition, this step was crucial in the overall performance of the solution, optimizing the

speed of data processing and scalability, being the most time-consuming part of the project. As there
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were a wide variety of data transformations, below there’s a pivot table that compiles what were the
data tasks that were needed for the solution and the respective number of times | needed to perform
that specific task - all before loading the data and building the data warehouse. In addition, and of
extreme importance, | validated the quality and relevance of all the data engineering tasks with the
Data Engineering team directly, which highly contributed to strengthening this phase of the project.
As a result, the data turned out to be accurate, which means that the transformations generated

business information for the Customer Voice team.

Data Engineering Tasks !T|# Events

Replaced Values 90
Changed Data Type 46
Filtered Rows 12
Removed Columns 10
Renamed Columns 9
Concatenation 3
Promoted Headers 3
Custom Columns 2
Reordered Columns 1
Removed Duplicates 1
Removed Blank Values 1
Grand Total 178

Figure 16 - Number of Events by Data Engineering Task

(Made by the author)

With the above tasks already deployed and automated in the back-end, building the data
warehouse was the next step. The basis for the entire development of the DW was the business needs
of the Customer Voice team, which means that the project followed a ground-up approach from the
beginning. Regarding the model itself, there were five dimensions providing context and one fact table

that contained both metrics and a few attributes.

e Dimensions: Stories, Stories Pipeline, Use Cases, Ambassadors and Ambassadors and Use Cases
— storing attributes

e Fact table: All Accounts — storing measures or calculations (and a few attributes)

Every single dimension had a Primary Key (being the Account_ID), which directly matched with the
Foreign Key of the fact table — also called Account_ID. This ensured that all customers within each
dimension table were also stored in the fact table, which allowed for data integrity and that no
information was lost during this process. As such, every single calculation worked for every customer

involved in the analysis. In addition, it’s also important to mention that the Stories, Stories Pipeline and
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Ambassadors tables had a one-to-many relationship with the fact table, which means that, for
instance, one customer (Fact Table: All Accounts) can more than one story (Dimension Table: Stories)
and that one customer (Fact Table: All Accounts) can have more than one ambassador (Dimension
Table: Ambassadors). This is a simple illustration of what the connections mean in the business case

specifically.

However, and as seen in the data model below, some tables were not directly connected to the
fact table itself, but to the dimension tables instead. On those entities, it was only possible to make
many-to-many relationships, which means that multiple records in one table are associated with
multiple records with another table. In this project particularly, many use cases (Dimension Table: Use
Cases) can have multiple ambassadors (Dimension Table: Ambassadors) and vice-versa. Another
business example could be that many stories (Dimension Table: Stories) can have multiple use cases
(Dimension Table: Use Cases) and the other way around too. Even though Power Bl was not
recommending many-to-many relationships due to lack of scalability at the report filters level, it was
the only way possible to connect these tables. What’s more, and by default, the many-to-many
relationships can bring data redundancy and updating difficulties, but the Data Engineering team

validated this part of the model, and no impact was found in the final report itself.

Besides this, the CIS and the Application Portfolio tables were not loaded to the official data
warehouse due to different natures. On the one hand, the CIS table was overlapping information with
the All Accounts table, so it would bring data redundancy unnecessarily; on the other hand, throughout
the development of the project, the Customer Voice team reported that they didn’t need to have the
information stored in the Application Porfolio table, making no sense to add it on the data model. On
the one hand, it was good for the report itself in terms of performance and speed of the data
engineering tasks, but on the other side, the model had to be changed a few times because of the
constant iterations and changing needs of the Customer Voice team. But in the end, after collecting all
the insights from that team and with the help of the Data Engineering team, the data warehouse was

officially built and robust enough to start building the dashboards.
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Stories Pipeline

*
Ambassadors

Figure 17 - Data Warehouse

(Made by the author)

It's important to reinforce that the origin of this entire project was the fact that the Customer
Voice team wanted to have dynamic, intuitive data plots to foster better decision-making strategies
and improve their own processes. This was critical for the development of the front-end part of the
report because it guided me to create dashboards that had a low cognitive cost. This means that if
there were hard-to-understand data visualizations, | would not fulfill their needs; it would probably
create entropy, which would be a setback per si. Contrarily, another goal of this project was to develop
greater data literacy for that team, to allow them to extract insights in seconds, rather than hours of
data exploration with low actionable items. Therefore, the dashboards required a lot of iterations and

validations before every deployment.

As their needs were this project’s top priority, the first page of the report, called “CV Team —
Introduction”, was their company profile pictures with their names on it, creating the best user
experience in their first exploration of the report. In addition, and a very important point, the report
was not only published for the Customer Voice team to consume. There were another marketing teams
that wanted to have access to it for exploration and usage as well. As such, having their pictures on
the report’s first page would allow those teams to easily reach out to a member of the Customer Voice
team if needed. From the second tab onwards, all the dashboards were indeed about their business

needs.
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The report followed a general-to-particular approach so that the end-user could have a logical
experience and data understanding while exploring the solution. Consequently, the second tab called
“CV Universe” presented a more high-level vision, composed of the core information about Company
X’'s customers and ambassadors. As such, the Customer Voice team could easily check how many
customers they had by location (geography, country, region), as well as by industry, company size, tier
(customer level), and journey stage (from “Starting” to “Scaling”). In addition, as the CV team’s main
operations were about creating and sharing customer assets in their marketing channels and
generating more ambassadors for the company, they could see in a form of gauge plots the number of
customers with those public assets as well as the number of ambassadors they had, versus the total
number of customers. This provided them with a simple view of how far or close they were in terms

of their goals.

CEO v~ COUNTRY v~ REGION v INDUSTRY ~ SIZE v TIER JOURNEY STACE
Al v Al v Al v Al v Al v Al v Al ~
Customers with Public Assets Customers with Ambassador
273 366
BRI f =

Figure 18 - Filters and gauge plots representations

(Made by the author)

What’s more, they could also see how many customer stories and ambassadors they had by
industry and what were the customers themselves and their characteristics, using the “drill-through”
capability that | built. This ended up fostering high customer intelligence and helping them find

strategic gaps and act on them immediately.

Stories by Industry Ambassadors by Industry

CONTENT TYPE (core) Account type Is ISV/MSP Industry Journey Stage Geo Region Country

Blog Post Customer False Construction/ Engineering Evolving Americas North America Central United States
Short Written Case Study ~ Customer False Construction/ Engineering Evolving Americas North America Central United States
Written Case Study Customer False Construction/ Engineering Evolving EMEA  Northemn Eurape Netherlands
Blog Post Customer False Construction/ Engineering Optimizing APAC Southeast Asia Singapore

Blog Post Customer False Construction/ Engineering Evolving EMEA United Kingdom United Kingdom
Wiritten Case Study Customer False Construction/ Engineering Evolving EMEA United Kingdom United Kingdom
Written Case Study Customer False Construction/ Engineering Optimizing APAC  Northeast Asia Japan

Press Release Customer False Construction/ Engineering Optimizing APAC Northeast Asia Japan

Figure 19 - Number of stories and ambassadors by industry and customer drill-through

(Made by the author)

32



Related to the strategic gaps was the third tab of the report, called “Case Studies — Main Coverage
Matrix”. As mentioned above, since one of the CV’s main activities was to publish customer stories -
which is the same as Case Studies -, this tab was a cross-analysis involving the number of case studies
published by use case. It’s important to note that the use cases are called “DT Priorities” in this business
context, which means “Digital Transformation Priorities”. Company X as a whole was steering its path
based on those priorities and, as such, it was crucial for the CV to have their analysis based on them

too. By definition, there were four “DT Priorities”:

CX Transformation;
Workplace Innovation;

Process Automation;

L

Application Modernization.

Each of them had their own Business Initiatives (“Biz Initiatives”, they call), which were the specific

use cases inside a specific DT Priority.

This worked as a two-level hierarchy, which means that, for instance, a case study falling in the “CX
Transformation” DT Priority could be categorized as “1.1. New Products and Services” or “1.2.
Customer Self-Service” as its respective “Biz Initiative” for that DT Priority. For a more tangible

understanding, figure 16 shows a representation of the three DT Priority-based matrices.

DT Priorities and Biz Initiatives by Geo DT Priorities and Biz Initiatives by Strategic Markets

Use Cases Americas APAC EMEA Total . Use Cases Germany Japan United Kingdom United States Total .
1. CX TRANSFORMATION s sE s 1. CX TRANSFORMATION 44
1.1. - New Products and Services 16 2 21 1.1. - New Products and Services 2
1.2. - Customer Self-Service 18 403 55 1.2. - Customer Seif-Service F2
1.3. - Channel Self-Servica/Operations 4 20 3 1.3, - Channal Salf-Service/Operations 5
1.4. - CX - Other 3 6 10 1.4, - CX - Other 7
2. WORKPLACE INNOVATION | Bl 5 12 28 2. WORKPLACE INNOVATION 13
2.1. - Attract and Hiring 4 2 6 2.1, - Attract and Hiring 4
2.2. - Onboarding Apps 2 2 2.2. - Onboarding Apps 2
2.3. - Employee Selt-Service Apps 3 3 0 16 2.3. - Employee Self-Service Apps. 6
2.4. - Workplace Innovation - Other 3 2 6 2.4. - Workplace Innovation - Other 2
3. PROCESS AUTOMATION = 7 125 3. PROCESS AUTOMATION 51
3.1. - Complex Case Management 10 3 26 39 3.1. - Complex Case Management 16
3.2.- Field and Customer Service Operations 10 8 17 35 3.2. - Field and Customer Service Operations 14
3.3. - Supply Chain Transparency and Efficiency 5 3 12 20 3.3. - Supply Chain Transparency and Efficiency "
3.4. - Workflow Automation 15 9. 3@ 56 3.4, - Workflow Automation b1l
3.5. - Process Automation - Other 13 15 3.5. - Process Automation - Other 6
4. APPLICATION MODERNIZATION 18 12 74 4. APPLICATION MODERNIZATION 29
41.-COTS Replacement 3 8 11 4.1.- COTS Replacement 7
4.1.1. - Oracle Siobel CRM 2 2 4.1.1. - Other 7
4.1.1. - Other 3 5 8 4.2.- EOL SW Replacement 16
4.1.1. -SAP CRM 1 4.2.1. - Adobe Flex 1
4.2. - EOL SW Replacement 9 5 n 25 4.2.1. - Java Piatform 4.,
Total s 20 92 157 Total 67

DT Priorities and Biz Initiatives by Top Industries
Use Cases Banking Education Fi I Services Insurance Retail & Wholesale Total ~

1. CX TRANSFORMATION

1.1, - Now Products and Services

1.2. - Customer Salf-Sarvice

13- Channel Self-Service/Operations
1.4.- CX - Otner

2 WORKPLACE INNOVATION ]
2.1.- Aftract and Hining 3
2.2 - Onboarding Apps 1
2.3 - Employae Self-Service Apps 4
2.4 - Workplace Innovation - Ofher 2
3 PROCESS AUTOMATION i
3.1, - Complex Case Management n
3.2.-Finld and Customer Service Operations [
3.4~ Workflow Automation 4 2 2
35.- Procass Automation - Other [
4 APFLICATION MODERNIZATION 0
41.-COTS Replacement [l
4.1.1.- Oradie Siehel CRM 2
411 Omer
Total

Figure 20 - "DT Priorities” case studies’ matrices

(Made by the author)
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The matrices followed a heat map-like approach so that the Customer Voice team could interpret
what were the less or more representative “DT Priorities” by location, strategic markets, and top
industries. This would, again, help them find gaps and act or decide based on that data and its colors.
For example, the CV team could create more customer stories working with APAC (Asia and Pacific) or

German customers in the “Retail & Wholesale” industry.

Regarding the fourth tab, called “Coverage Matrix for Ambassadors”, it was the same as the
previous one, but this time counting the number of ambassadors by DT Priority and their underlying
“Initiatives”. The ultimate goal of this part of the report was to also help them identify where they had
a greater or smaller number of ambassadors so they could decide where to invest based on that data.
For example, they could generate more ambassadors from APAC customers, especially in Japan,

coming from the “Education” industry.

It's this type of data analysis and insights extraction that this team couldn’t previously do.

Ambassadors by DT Priorities, Biz Initiatives and Geo Ambassadors by DT Priorities, Biz Initiatives and Strategic Markets
Use Cases Americas APAC EMEA Total Use Cases Germany Japan United Kingdom United States Total -
1. CX TRANSFORMATION s o 1. CX TRANSFORMATION 16
1.1.- New Products and Services [ ] 20 12 1.1.- New Products and Services 1d
1.2. - Customer Self-Service 20 5 65 1.2. - Customer Self-Service 22
1.3. - Channel Self-Service/Operations 4 20 24 1.3. - Channel Self-Service/Operations 4
1.4.- CX - Other 7 5 13 1.4.- CX - Other Q
2. WORKFLACE INNOVATION 14 7 1 32 2. WORKPLACE INNOVATION 16
2.1.- Atfract and Hiring 6 3 10 2.1 - Attract and Hiring 6
2.2. - Onboarding Apps 2 ‘ 2 2.2 - Onboarding Apps 7
2.3. - Employee Seli-Service Apps 5 4 11 20 2.3. - Employee Seli-Service Apps 10
2.4_- Workplace Innovation - Other 5 3 8 2.4 - Workplace Innovation - Other 2
3. PROCESS AUTOMATION EE 3 12 3. PROCESS AUTOMATION a7
3.1.- Complex Case Management 3.1 - Complex Case Management 22
3.2. - Field and Customer Service Operations 7 3.2. - Field and Customer Service Operations 7
3.3. - Supply Chain Transparency and Efficiency 3.3.- Supply Chain Transparency and Efficiency T
3.4_- Workflow Automation 3.4_ - Workflow Automation 19
3.5.- Process Automation - Other 3.5 - Process Automation - Other 5
4. APPLICATION MODERNIZATION 4. APPLICATION MODERNIZATION 39
4.1.- COTS Replacement 4.1.- COTS Replacement 16
411 - Oracle Siebel CRM 4.1.1. - Other 16
411, - Other 42 - EOL SW Replacement 18
4.2.- EOL SW Replacement 4.2.1. - Adobe Flex 2
4.2.1. - Adobe Flex 4.2.1. - Java Platform 3
4.2.1. - Java Platform 4.2.1. - Lotus Notes 3
421 - Lotus Motes 8 421. - Microsoft Sharepoint a.
Total Total 68

Ambassadors by DT Priorities, Biz Initiatives and Top Industries
Use Cases. Banking inancial Services. Retail & Total  ~
1. CX TRANSFORMATION

1.1. - New Products and Services
1.2. - Customer Self-Service

1.3.- Channel Self-Service/Operations
1.4. - CX - Other

2. WORKPLACE INNOVATION

2.1. - Attract and Hiring

2.2.- Onboarding Apps

2.3.- Employee Self-Service Apps
2.4.- Workplace Innovation - Other
3. PROCESS AUTOMATION

3.1.- Complex Case Management
3.2.- Field and Customer Service Operations
3.4. - Workflow Automation

3.5.- Process Automation - Other

4. APPLICATION MODERNIZATION
4.1.- COTS Replacement

4.1.1.- Oracle Siebel CRM

4.1.1..- Other

4.2.- EOL SW Replacement

4.2.1.- Java Platiorm

Total

Figure 21 - DT Priorities ambassadors’ matrices

(Made by the author)

The fifth and sixth tabs were more operational, as opposed to the previous ones — which were
more strategic-oriented. Having said this, the fifth tab was called “Customer Voice Assets Behavior”.

This section was about measuring the teams’ performance from 2014 to 2022 in terms of how many
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assets they published, drilling down that information by location (hierarchy of Geography: “Geo”,

“Region” and “Country”) and Architecture Type (Cloud, On-Premises, Hybrid, Azure Cloud, and Amazon

Cloud). The data visualizations provided the team with a simple, concise view of how their entire work

evolved over time, which was key for deciding whether they wanted to change processes in the future,

keep their best-practices, or even both.

2014 2022
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31
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Multiple selections

# Assets by Geo

Year # Assets % Homologous Growth

2016 20
2018 24
2019 35
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45 83%
22.86%
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-100.00%
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-100.00%

# Assets by Architecture Type

#All Assets

Figure 22 - “Customer Voice Assets Behavior” tab

(Made by the author)

For instance, if they used the drill-down capability on the “Date” column from the “# All Assets”

plot, they could check that the quarter that was more successful in terms of published assets was the

Quarter 1 — with January being the most representative month, respectively. At an operational level,

this simple, yet important, insight could raise a lot of questions for the team, such as:

e “Why do we have a bigger number of assets published in January?”

e “Why is the distribution of public assets 2x to 3x times higher in Quarter 1 compared with the

other Quarters?”

e “How can we have approximately the same number of assets between all Quarters and

Months?”

e “Interms of locations, where should we invest more?”

Answering all these questions could be enough for the Customer Voice team to start defining ways

of improving operational efficiency and start scaling their marketing activities in a more balanced way.

35



#All Assets # All Assets
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Figure 23 - “# All assets” by Quarter and Month

(Made by the author)

The sixth tab, called “Stories Timeline”, also had an operational-centered analysis. But as opposed
to the fifth section, tab number six was about measuring marketing initiatives that were on their
pipeline, instead of published assets. As such, these were projects that were ongoing, and that the CV
was working on. Using in the “Stories Pipeline” table for the analysis of this section, this was an entity
that had an API integration between Asana (the project management tool the CV was using) and
Snowflake — which, afterward, the Data Engineering team integrated it as a Snowflake table. This
means that the “Stories Pipeline” in the Power Bl was an aggregated data view of the Asana application
itself, which was something the CV team wanted for years. Their goal was to obtain a simplified view
of how their projects were behaving by stages and how to improve them over time. In their specific

business context, their marketing initiatives had 7 stages by default:

1) Qualifying;

2) Scheduling;

3) Scheduled;

4) Conducted;

5) Submitted for Approval;
6) Official Approved;

7) Published.

As the team needed to know the transitioning time between the different stages of their projects,
| managed to create the average time (in days) from one stage to another, using the DATEIFF Power B

function for the purpose.
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Scheduled to Conducted = DATEDIFF('Stories Pipeline'[DATE INTERVIEW SCHEDULED], 'Stories Pipeline'[DATE INTERVIEW CONDUCTED], DAY()
Qualy to Scheduling = DATEDIFF(|'Stories Pipeline'[DATE QUALIFIED], 'Stories Pipeline'[DATE INTERVIEW SCHEDULED], DA&Y)
Conducted to Submitted = DATEDIFF(|'Stories Pipeline'[DATE INTERVIEW CONDUCTED], 'Stories Pipeline’'[DATE SUBMITTED FOR APPROVAL], DAY))

Submitted to Official Approval = DATEDIFF({'Stories Pipeline'[DATE SUBMITTED FOR APPROVAL], 'Stories Pipeline'[DATE APPROVED], DAY])

Approved to Publish = DATEDIFF((|"Stories Pipeline'[DATE APPROVED], 'Stories Pipeline’[DATE PUBLISHED], DAY
Figure 24 - DATEIFF function for every stage transition

(Made by the author)

After running the calculations above, | decided to create cards as the data visualizations and order
them by stage transition, following the logic and workflow of how their projects worked. By having
that perspective of the data, the CV team could immediately understand that the most time-
consuming stage transition was the “Submitted to Approval”. In their language and context, this means
that from the date they submitted their marketing initiative for the customer to validate and the
customer’s official approval date itself, it was taking 76 days on average, which is equal to 2,5 months.

Just this insight by itself could trigger a lot of questions to the CV team, such as:

e “Is the marketing initiative too dense for the customer to validate?”;

e “Should we invest in lighter formats to accelerate the time between the submission and the
customer’s official approval?”;

e “Are we communicating well when submitting the marketing initiative for the customer?”;

e  “Are we using the right marketing channel to submit the initiative?”.

These are the types of exercises that were not possible to do on spreadsheet-based analytics and
that were of critical importance for the overall decision-making processes and strategies of the team,

as well as the knowledge base they could create of their own department.

4.91 ) 32.50 ) 19.67 ) 76.33 ) 28.32

= Avg. Time measured in days

Figure 25 - Average time between stages

(Made by the author)

Besides having a high-level view of how their marketing initiatives were behaving, | managed to
add another layer of information, but this time more specific. Having said this, | built a stacked bar
chart based on the DATEIFF function and used it for the projects that were running at the time, so they

could see which customers were in the pipeline from a project’s marketing perspective. Therefore, by
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having a customer view, the Customer Voice team could also act fast and be customer-targeted, as

well as prioritize their projects based on the different stages’ behavior by customer.

Time between stages (in days)

@ Qualy to Scheduling @Scheduled to Conducted @ Conducted to Submitted @ Submitied to Official Approval @ Approved to Publish

CONFIDENTIAL
5]
g

Figure 26 - Chart with the time between stages (in days) by customer

(Made by the author)

The seventh, and penultimate, tab was related to Asana as well — the project management
application they were using. However, instead of measuring the CV’s operational performance by stage
and by customer, this tab followed the same architecture as the third tab (“Case Studies — Main
Coverage Matrix”). The only difference was that the seventh section, called “Stories Pipeline —
Coverage Matrix”, was quantifying the number of stories (or marketing initiatives) in the pipeline itself,
which means assets that were not published yet, but headed in that direction. As this type of analysis,
again, was not available through excel/spreadsheet, the Power Bl solution helped them exponentially

in this angle.

The CV team’s need was to have an aggregating view of the number of stories in the pipeline by
stage, use cases and location. The purpose behind this was for them to know what was on their radar
in terms of strategic assets, what other initiatives they could add, and what were the use cases and

location distribution of those same initiatives — always based on the data.
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<> A ... Pipeline Status

Stage STAGE # Stories per Stage
1. Qualifying [
2. Scheduling
ifyi i . - . 7. 3. Scheduled
1. Qualifying 2. Scheduling 3. Scheduled 4. Writing E. Approving 6. Producing Distributing 4 Writing 0w
5. Approving 5
6. Producing 2
Total 23
All Industries by Geo Use Gases by Geo Top Industries by Geo

INDUSTRY Americas APAC EMEA Total

Computer & Technology 1 2
Corporate (Business) Services [ ]
Financial Services 1 1
Other Industries
Education

Energy & Ufilifies
Govemment
Insurance
Manufacturing
Pharma & Biotech
Retail & Wholesale
Total

GAP TO FILL Americas APAC EMEA Total

1SV MSP ‘
Application Modemization 1

Workplace Innovation I 1
AL 1

Global Brand
Process Aulomation -1-
Retail/Supply Chain

Social Impact 1
oo e E—
Total 3 3 7

Top Industries Americas APAC EMEA Total
-

Financial Services
Education
Govemment
Insurance

Retail & Wholesale
Healthcare

Total 1 2 3 &

[ Y

1
1
1

Namaacaannww

frof P

=

Figure 27 - “Stories Pipeline — Coverage Matrix” tab

(Made by the author)

For instance, based on the data charts above, the team had only three stories/case studies in
“Americas” and four in “APAC”, as opposed to “Europe” - which had 10. Maybe it could make sense to
balance this distribution by location so that the marketing efforts could be equally distributed. Another
insight is that, at that time, the CV team had one story by each “Top Industries” (excluding Banking
and Healthcare), which means that they were working towards the industries that add more value to
them. Last, but not least, they only had 2 stories in the “Producing” stage, so it might make sense to
keep pushing the entire pipeline to feed that stage. By using the filters, this tab can become even more
dynamic in the sense that the team can check the different cross angles represented by the tables for

a specific stage.

Finally, the last tab — called “Asana — Stages Behavior” -, represented a historical view of all the
stories developed by the Customer Voice team until the present. For them, it was not only important
to know the present (where they are) but also where they were in the past to learn in the future. Even
though this tab might sound like the previous two tabs (because they all retrieve information from the
Asana application), they do have very different angles. This seventh section helped the team
understand their overall performance by year, quarter, and month, during the last 4 years. By default,
historical information is the basis to identify patterns and behaviors, and that’s what this tab was all
about. What’s more, the CV team never handled this type of information before, which means they
were working, brainstorming, deciding, and deploying marketing initiatives (mainly customer stories)
without any previous knowledge of how they behaved in the past. Even though this section had only
one type of data visualization to perform the analysis, the “Decomposition Tree” from Power BI, the

Customer Voice team approved it with distinction.
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Partitioning the data visualizations by stage, which goes all the way from “Qualified” to
“Submitted”, was the best way to monitor their performance. Besides this, including the three-level
“Date” hierarchy as a column to every chart, allowed for a better visibility and comparison between

the different timings.
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Figure 28 - “Asana — Stages Behavior” tab

(Made by the author)

By looking at the above data plot the team could see that, in the “Qualifying” stage, for instance,
there were more stories that entered the pipeline in 2020 versus 2021 — hitting a decrease of 51%. As
this stage marks new entries/marketing initiatives in the pipeline, this means that they had a higher
number of marketing initiatives in 2020 compared to 2021. In addition, and jumping into the
“Approved” and “Published” stages, they could also check that the number of approved marketing
initiatives decreased from 39 to 23 (-41%) and from 51 to 27 (-47%), respectively. Actually, their overall

performance by stage decreased from 2020 to 2021.

In short, these are examples of important data extractions and insights that the CV team should
consider if they want to improve their operational efficiency and build a future-ready marketing

roadmap to see growth in the numbers.
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5. RESULTS AND DISCUSSION

After deployment, it was important to measure the effectiveness of the developed dashboards.
From the beginning, the goal was about creating easy-to-understand, intuitive dashboards supported
by meaningful data visualizations. As such, | ran a survey of nine questions to obtain the users’
qualitative insights about the data visualizations, and | also asked for their quantitative assessment
(ranging from 1 to 10) for each tab of the report, using Alberto Cairo’s Visualization Wheel —a powerful

tool for thinking about, and assessing tradeoffs in visualization.

Before presenting the results themselves, it’s important to mention that this tool consisted of two
halves that represent a spectrum on which data visualizations may be placed. The first half is about
data visualizations that contain deep, and complex data. On the other hand, the second half of the
wheel represents visuals that provide accessible, but shallower, data. Having said this, | collected their
assessments by each tab of the report using a scale from 0-10 for every attribute of the Visualization

Wheel, presenting the results in the form of radar plots to find the differences and tradeoffs.

Regarding the second tab of the solution called “CV Universe” (the first tab had no evaluation
because it only had the profile pictures of the CV team members), the team evaluated it as complex
and deeper, as well as simple and easy-to-understand. The majority assessed the charts as light, which
means the visuals have less information but it’s easier to get to the points, but in general, all the data
charts are functional, which is a variable that belongs to the first half of the Wheel (“More complex
and deeper”). In addition, they gave a score of 7 in “Novelty” and 3 in “Redundancy”, which means
that the visuals describe each phenomenon in only one way, rather than graphics that use multiple
modalities to tell the same story. Additionally, they also assessed the plots as more abstractive, which
represents more conceptual, and less real representations of the specific phenomenon they’re
analyzing. Last but not least, the majority of the team members said that the data visualizations of this
tab are easy-to-understand, and a great way to understand how they are doing from an operational
point of view, even though some of them think there’s a little bit of complexity due to the unfamiliarity
with the visuals: “It looks really straightforward to read and easy to digest (...)", “(...) providing a simple,
centralized way of what we do as a team (...)” — Participant 1 and Participant 3; “The dashboards on
this page are user-friendly, even though there are some plots I’'m not familiar with (...)”. — Participant

4.

With these results, it’s possible to conclude that the visualizations covered the two goals of the

solution: on the one hand, they assessed the visuals as simple and intelligible (covering the “easy-to-
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understand data visualizations” goal) and, on the other hand, they also assessed the visuals as complex

and deeper (covering the “enriching insights by building sophisticated dashboards” goal).
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Figure 29 - Radar plot assessment for the “CV Universe” tab

(Made by the author)

As for tabs number 3 and number 4, called “Case Studies — Main Coverage Matrix” and “Coverage
Matrix for Ambassadors” respectively, | collected the participants’ answers in the same Excel tab
because both these Power Bl tabs shared the same data visualizations. With this in consideration, the
Customer Voice members shared very similar opinions about the data visualizations — complex and
time-consuming to extract insights. What’s more, when | asked them if the data plots help them figure
out what they need to improve from a business perspective, they all said they needed to dig deep in
the data to find patterns, as there were hierarchies in the tables to show the different data points
according to a specific filter value. For instance, the Participant 2 said that “(...) the data plots require
a dig deep on the data to allow us to extract insights” and the Participant 4 also corroborated by
mentioning that by having other levels in the data, they needed to “spend more time digging the data
vs having a one-shot analysis and define action points”. This clearly indicates that the plots helped
them understand what they needed to improve from a business, and marketing perspectives, but it

required more focus and time to see valuable findings out of the visuals.

Quantitatively, the team scored the Visualization Wheel’s attributes in the exact same way
because both sections followed the same style, layout, and information architecture. Having said this,
the Customer Voice team clearly evaluated them as more complex and deeper, meaning that the data
visualizations contained a higher cognitive cost. For example, the fact that they assessed the visuals as
more multidimensional and less unidimensional illustrates that the dashboards were representing
many different aspects and angles of analysis. It is an advantage if they want to be more precise in

analyzing specific patterns or behaviors in the charts, but it can also become more time-consuming
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and complicated. What’s more, they evaluated the charts as more original and less familiar, which
means they dealt with graphics that they were not used to, challenging their visualization patterns.
Last, but not least, they gave a higher score on “Functionality” and less on “Decoration”, which

illustrates that the visuals were closer to a direct representation of the data.

With these results, | could have used other charts to foster better and faster interpretability for
the CV team, balancing the complex half of the Visualization Wheel with the shallower, lighter half.
However, another important insight to take from this output is that, even though they have classified
this tab as more complex and deeper, they still gave an extremely high score in “Functionality”
compared to “Decoration” - which fundamentally represents that the plots were indeed a close

representation of the data.

Redundancy Functionality
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Figure 30 - Radar plot assessment for the “Case Studies — Main Coverage Matrix” and “Coverage

Matrix for Ambassadors” tabs

(Made by the author)

As for the fifth tab, called “Customer Voice Assets Behavior’, the participants’ inputs were
practically the same when answering the nine questions. One of the most important milestones from
the data visualizations inside this section was that the great majority of them answered the team’s
business needs, which means they could see the business value out of the way the data was displayed.
As Participant 1 mentioned, “the great majority of the data visualizations answer our business needs,
which is very important for us (...)”, in addition to Participant 3 that mentioned that “having a filter
with the years as well as data plots with a date hierarchy turns everything very intuitive to find patterns
of behavior (...), and this, per si, is very valuable from a business perspective, so the plots definitely

answer our business needs and questions”.

As for the CV team’s quantitative assessment regarding this tab, the results showed a good balance

between the complex, deeper part of the Visualization Wheel and the more intelligible and shallower
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part. The data visualizations developed in this section were already known by the members of the
team, due to the high score on “Familiarity” (which is represented by broadly understood visuals), but
at the same time, the charts were dense in terms of information. This happened because most of the
data plots had drill-down capabilities to allow them to navigate deeper into the data and get more
insights. Consequently, the team also gave a higher score on “Multidimensionality” versus
“Unidimensionality” (6 to 4, respectively) because the visuals showed many different angles of a
specific phenomenon, covering it from end-to-end. As for the “Novelty” and “Redundancy”, they also
scored 6 to 4, respectively, meaning that there were some charts describing each phenomenon in only

one way and other charts using multiple modalities to share the same inputs.

In short, and resuming the outcomes of this tab, the two original goals were also achieved. The
balance between having to navigate deeper into the data to get useful insights and consuming easy-
to-understand visualizations to get faster data extractions was reached successfully with the

development and implementation of different, but complementary, dashboards.
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Figure 31 - Radar plot assessment for the “Customer Voice Assets Behavior” tab

(Made by the author)

Regarding the sixth section, called “Stories Timeline”, the balance between the complex part of the
Visualization Wheel and the simpler, cleaner one, happened again. As for their qualitative assessment,
they found the data plots very easy to understand and digest, also referring that the page itself was
very clean or not dense at all, helping them on the data interpretation side. In addition, they mentioned
that the visuals used were already familiar to them, assessing the visuals as “simple charts that trigger

fast insights and, consequently, reduce the time to value” (inputs from Participant 1).

In the quantitative classification itself, the CV team clearly rated the charts as being familiar,
unidimensional, and light (the simple half) as well as abstracted, functional, and novel (the complex

half). With that being said, the great majority of the visualizations were already known by the team,

44



facilitating data interpretations a priori, they illustrated each phenomenon in a single, concise way,
avoiding telling the same story in different modalities, and they were fast and easy to understand. In
addition, and as per the team’s assessment, the visuals had little embellishments, which means that
they “met” with the data in a more straightforward way, and more conceptual, representing the
phenomenon as it is. What’s more, the average score of the complex, deeper attributes of the
Visualization Wheel and the average of the second half’s attributes were the same (average score = 5),

showing the full balance between the two halves.

To conclude these results, it happened the same as in the previous assessment — both goals were
accomplished successfully. This means that the team could extract immediate insights through the
consumption of simple, high-level data visualizations and, at the same time, navigate to other charts
to get deeper information and identify patterns. Therefore, the combination of complex and simple

visualizations gave them the foundation to improve the team, strategically and operationally.
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Figure 32 - Radar plot assessment for the “Stories Timeline” tab

(Made by the author)

The seventh and penultimate tab, called “Stories Pipeline — Coverage Matrix”, had approximately
the same results as tabs number 2 and 3. When asking the nine questions about the data visualizations,
the team members of the Customer Voice team agreed that the information inside the visuals could
easily trigger insights and better define next steps. As Participant 2 mentioned, “it is very easy to
extract insights and define action points on top of them. And that is very positive for us at an
operational level because it allows us to identify where we are investing more of our resources and
especially where should we invest in the future”. What’s more, and not less important, Participant 3
mentioned that the tables in the section were giving the team a simple view of how their marketing
pipeline was working, allowing them to act fast and in an agile way — which were things they just

couldn’t do before due to the lack of data analysis.
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As the data visualizations were exclusively pivot tables using a heatmap style, the Customer Voice
team quantitatively assessed this section as shallow and simple. Even though some of the visuals had
drill-down capabilities, the data points were extremely easy-to-understand, which trigger fast insights
instead of having to navigate deeper to find other data extractions. But as the Visualization Wheel has
its tradeoffs by default, the disadvantage of this tab being so simple to understand was that the CV
team was not able to dig deeper into the data and find other inputs for their strategies and operations.
As such, this section proved to be a good asset for fast analysis and easy interpretability, consuming
enough data to allow them to decide what to do next. As for the future, it would make sense to also
add more complex data visualizations to enhance the data extractions, balancing the two halves of the

Visualization Wheel.

With these results, one of the goals was accomplished — creation of easy-to-understand, low

cognitive cost dashboards.

Redundancy Functionality

Density

Unidimensional Multidimensionality

Ligthness Criginality

Decoration Movelty
Figuration

Figure 33 - Stories Pipeline — Coverage Matrix

(Made by the author)

Last, but not least, the eighth section. Named “Asana - Stages Behavior”, this was the tab that had
the most different data visualizations - the Decomposition Trees. As such it is no surprise that the
participants mentioned that the style of that graph was “complex to understand”, “not familiar” and
“hard to extract quick insights”. However, they very much liked the aspect of it, mentioning that the
visuals were “very appellative” and even “intuitive to use”. Consequently, from these inputs is possible
to infer that, in terms of content, the Decomposition Trees are dense data charts - requiring deeper
navigation to understand the data patterns and extract relevant business insights -, but at the same

time they are good-looking plots.

In what concerns the Customer Voice’s team quantitative classification of the charts, it’s notorious

that they rated them as complex and deeper. There were a lot of data points to be consumed — scoring
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high on “Density” — and the visuals showed many different angles of the same phenomenon — scoring
also high on “Multidimensionality”. What’s more, they evaluated the dashboards as originals, because
they were not used to seeing those types of visuals (the Decomposition Trees). This means that, a
priori, there was probably friction in understanding what the data visualizations were all about. In
addition, the team rated high on “Novelty”, which means the graphics describe each phenomenon in
only one way, being a positive result. Finally, the visuals contained more artistic embellishments than
functionality, as they gave a score of 7 out of 10 in the “Decoration” attribute. Even though | thought
that the Decomposition Trees implemented in the Power Bl were functional enough for them to get
the main insights of that tab, it was curious because they classified them the other way around. They

found it difficult to understand, time-consuming, and too dense.

Having said this, it’s no surprise that this section was assessed as complex. It could be good for the
identification of behaviors using the historical information available in the charts (possibility of
navigating deep in the data), but it ended up being hard to understand and extract insights. For the
future, it would make sense to add more simple, straightforward charts to raise the interpretation

levels and to, consequently, decrease the cognitive cost associated with the consumption of data.
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Figure 34 - Radar plot assessment for the “Asana - Stages Behavior” tab

(Made by the author)

47



6. CONCLUSION

Data projects are always complex to conceptualize, design, build and deploy. Because there’s a lot
of different practices, workflows and platforms involved in data solutions, it’s hard to prove that a
specific project was done using the best processes. However, there is one variable that should be
transversal to any data-related solution — it needs to start with a business case. As such, the project |
had the chance to develop and deploy was fundamentally based on real business needs that needed
to be tackled fast. The goal, consequently, was to help a marketing team (called Customer Voice)
migrating from spreadsheet-based analytics to a Business Intelligence-centered platform to scale up

insights, information availability and to increase their data literacy by using dynamic dashboards.

Throughout the development of this project, | got a deeper knowledge of the ETL’s nature - all the
way from its evolution to how it should be optimized iteratively over time -, and I've also found other
modern types of performing data integrations based on the literature (such as ELT). In addition, |
learned the main differences between data warehouses deployed at on-premises environments versus
cloud infrastructures, as well as the evolution from DWs to data lakes. All this historical context and
information allowed me to build this project in a more thoughtful and knowledgeable way, beyond

having the direct help of the Data Engineering team throughout the development of the solution.

Even though | couldn’t perform all the ETL processes | managed to study from the literature — due
to internal reasons -, | still got the chance to deploy critical data engineering tasks that helped
automate data entries and raise data quality standards. It’s important to reinforce that the internal
customer involved in this project (the Customer Voice team) had their entire data stored on a mega
spreadsheet full of rows (thousands) and hundreds of columns — creating higher latency as new data
entries came in. Consequently, just the fact that | contributed with this migration successfully, it is a

success by itself — even though, again, | didn’t have the chance to perform all the tasks | wanted to.

In addition, a data warehouse was built, and seven Power Bl tabs were created, covering the
Customer Voice team’s business needs and angles from end to end. The result of the data visualizations
was extremely positive, based on the outputs taken from the Visualization Wheel framework. The
dashboards contributed to higher data interpretability and, at the same, helped the team members
get deeper, more complex insights — which allowed them to find data patterns and behaviors that were
impossible to identify through static spreadsheet-based analytics. As such, the Power Bl solution made
use of both simple, easy-to-understand visualizations for immediate insights - promoting a low

cognitive cost -, as well as deeper data charts to enable them to dig deeper into the data by making
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use of the drill-downs, drill-throughs, and filters so they could extract more useful, specific insights

too.

To finalize, and as a result of this project, the Customer Voice team has now the resources and the

data to improve their overall decision-making processes, strategies and operational efficiencies.
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APPENDIX

Tab 2 of the report: “CV Universe” — Participants’ answers

Participants' answers

‘Question Participant 1 Participant 2 Participant 3 Participant 4
E dandessyto  |"Aslsee afeu d d I “Th cing = simple, lots lisrwith, This me ans | can defiritely understand what the data
A bthatth henlook he dats | digest, wit I hour sttertion. In | dfferent angles, el like i 3 itk bic hardl whatwe do as ateam, and thatis great. | can e asily [is el are a5 5 sperations, but | slso haveto
visuslizatiens on this 1sb7 acdiion, the fibers sre 2 greatw sy o dril-down any [insights in a few seconds. The visusls are smple, bt fesl |undrstand snd interpret the graphs, uhich helps

analysiz e may want o make.

like s 2 denze pags with data.

take 3 faw ti

ime ta interpret some of the visusls. Finally, playing with the fiters
e 10 anayze, which

Jenty angl d, but alzo

me take action poirits

somplenthing o de.

“Inmy apiricn, the data pl deed “They b, ..
2) e the data plots easy to understand? [complex us like bar chart: and.
;:.. ) F Y feomp understand. beoause they are famifar isuals and | ok, as they are tyingta covsr the same angles butin | FMlarwith the visualizations but also because the | "3 port: .
P beeause it portrai d " Aslmrot a4 e this | MEtics are seli-euplanatory.”
opinion s a e bit bissed, butitis my .
3) Doyou easilyunderstand what are the metics nside ., . |"1do. The metrics are uery descriptive, allowing me to s lended up sayingin the previous “:E‘”D"’ Ef ez, the metiics
acherars s, becau ol metics providing s wit - o !
agond interpretation. read experience.”
4) Can pou e.3sily extract insights rom the “Yes, |can. The dashboard: I data-d It ami :

dashboards?

“The factthat

asoftoday loant  |"Ves, definitely. The Famiiarity with the types of
s 12 al i .

descriptive, inmy apinion.”

insights aut of this page it s easier than harder.

it

"AsTunderstand the metrios o this s=ction of the repon. |

[Ves, they do. The data wisualizations are covering

5 O busin: ‘Absclutely. ingaltof data " " o beemess |the iy — o before "
needs? angles f what we nesded az ateam : "
needs.
s simple because the repan gags fom amore.
® " - “Ithink '  ttle bit comples because there are alotof | broad aversiew of the depanmentta amare . e bt of
. how - . " ; . . - \ . , for it B
the data? sequential, generalto particular way.” - story. Butit's totally achisuable.
& - P s  single stonwould be hard for me. we Follow this flow . its going to be 2asyta tell 3 s Y
“ves. For suample the gauge plats antopafthe | v e doubts s, with these dashbosrds, e oy ey evdered meiss the ot
o figure out view of whatwestll | “Ithink se. But when| become more familar with the datal | now have the answers we need, Andits impartan: | 1% % = 4 " .
hizve our an give amore credible answer.” w0 mention that e never hadthis pe of view inthe |1
perfarmance.” past.”
8) Dot hs help you b data-d: “Ves. Ithink s willch mindsstin d"fa_"; "”'""‘“‘5“9*; ‘T "';‘TF‘“‘E b‘?“”"‘ffmw “This vision of our data{"Tbel + af data, dats shout
take decisions? the waywe decide and define stiategies.” Standiven petson incleed, which wil help me take diiven decisions, soyes.” our basicll asllofustab d "
desisions more obiectivel
9) How easy s to play and navigate with the data "They fikers  |"is easy for fikers, but for diil-d ddil ["They and apen aur things and find

visualzations? lie., fiters, dill-downs, cil-throughe)

“I's very easy anduser-friendly.” it

the page.”

thioughs i mare complen.

new capabiliies while we navigate the data.”

Tab 3 & 4 of the report: “Case Studies — Main Coverage Matrix” and “Coverage Matrix for

Ambassadors” — Participants’ answers

Participants' answers

Question

L]

Participant 1

Participant2

Participant 3

Theidea

f

areand

visualzations onthis tab?

usinterpret the data”

style. The ool f

notion of hatw e needto improve, 25 well sswhat we are
sheady doing wel”

Participant 4

"Biasic view of the data that reallyis casy to analyze, even though
there are alat of data points to digest "

“The plots are casy to understand indeed. Honever, Im aware of

2) Are the data plots easy to understand? [complex us : look Oueral, 3 K bl .
of . However, . keywhen b
male) tointerpret and take finalinsights.” interpretingthe resuls.” T | plats
P o Pretng adds more complerity in the analysis.
3] Do you= sy Lnderstand what sre the mewicsinsids T [ves, “Completaly. ic ez, The graphs e
“fes I's basical f ; B ) .
eacharaph? haue a5 anoutput matr i¥'s very easy1a understand,
“Toan, and verymuch ke this style ofvisualization. The |
4) Can you easly exiract insights from the e arlysensitiue peint are the hisr archies, uhich wil sdd lile | |0 Tl 30 Eventhough there sre fisrsichies, they sllow us |, 5 din sl y
> 3 : . i
dashboards i bz sonpi | b, v epiior. o s reallysuaightfor ard 1o analyze.
50 busin “They do. Th Je view “Yes. the visuals or hov i o 2 cennalzed
. " assets we were publishing, and these isuals are definitely view of what e have published ver the years, 25 well ssthevse
needs? wack whatwe wantzdto have 25 ateam,
Gases of thase publisations and regions,
Tery wasy. The tables fallow s lagical fow of the
6 vi Ahow from 1 ! " larmavon,shive oy hom aurdes percpaetve o amare | 5% ! " -
the data? mettis, but sovering diterent angles " iy g petEpE story using thses visuals.” the data and that's reallyimponantif we were to el  story. ™

rarowedvisian of the sar

Tihink the data plots give s = srapshoraf how ne behave snd | O o
- o " I htabl . ik atleast However,
" allowusto lock there are
7) Do the data plots help youfigure outwhat youneed - lya find useful,
) Do the dataploiz help youfigure cutubatys In additian, it Y . /
1o improve on 2 business perspeciive” \ ol Tor ~sh o dei
: mplesit, ddecide | or This type
sllouing us o define stiategies sccarding ot e o ! " nathes Sononpe e
consuming.” 2 plante imprave ow marketing effons.”
- - =
8) Do these qraphs help yoube more data-driventa | 0 2245 ® E tforces all |"Same input 2, this vision of P . data
for susisble g P . the most
1ok decisions? : of b
i our depanment.
) o 235y 1= 10 play and ravigate nth he data " - : = Toansesthe
(., Fers, ciil-downs, drll-thioughs) | > 419 25 19 use the diil-drough capabilty. more. - walue of it andit's very intuitive to use.” better than using Excel.”
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Tab 5 of the report: “Customer Voice Assets Behavior” — Participants’ answers

Participont 4

he main goal of this page is for us 10 access and analyze. It's & bit complex at first because | see diferent chans
st irstimpress cn 5 when Iosking o e sata oo adressing historical
e e e historica curtasm. The P b ook et i e " covering mutipie ot angies, However, [m familisrwith |"l feel ke there's o lot of informatian o digest*
thwogh the analysis oumey and the 1ayour Iooks very organizea tnem

2 Are the data plots sasy 10 understand? (comglex s
simpie)

“It's sciusily s mix One one hand there sre plots I familisr
WIth, I/ke the bar chart and the Bivet table, but there are oers |
have no idea 1o snalyze and its business content

“In my opinion, the date plots are simple to read, and its clear what
they e covering. BUt | 3150 knaw Tt the filters will 300 mare comalexity
when analyzing differert views of the data

I think they ace 3 little bit hard 10 understand st fist. At
1east | feel tat having a variety of gifferant charts in this
pege sdds mare complexity.

A | Tee] there's a 10t of Information o anahae, e data pIos are nat
that sasy to undarstand at first Of course | Can r£8d 8 Bivot table, but
25 there are plots that have multiple features 1o dig deep in the data, |
feel that they the i e data

31 00 you ea5i Iy Unoersiand what are the mewics inside.
s3cn graph?

“Yer, because every graph has the metrics lsbele

Ves, | can understand becauss the metrics sos writien in svery dats plos”|

71t 13beIeq, 5a 17’5 £a5y 10 see What the et 15 NsIGe.
esen visuaization.”

K d the underlying
they bring for out team, which is great.”

4 Can you easity extract Insights from the dashboards?

“Ouerall | can, but there are plots that it's harder becsuse of the
drili-gowns. | mean, it's great to see more specific findings, but
we need 1o navigate to cbtsin findings.”

7t can be compiex to et INSIgts DECAUSE Imast every piot hos
ferent levels of infarmation. Persanally, | think the insights coming

from the drill-Gown feature are great and relevant ta our operation, but it
can be 2 timec: Vs, s & lile bit complex, 88 |

“Even though there are plots Im not that femiliar, | do think
we can extract insights in a fast way about different
business tapice.”

“The high concenation of dats
insights i o
o help an the interpretations.”

one page dossn't allow me 1o exract

5 Do the data visualizations answers your business
needs?

“Having 3 filter with the years a3 well az dats plots with 2 date hierarchy|

answer our
business nesds, which is very h

very. pattems of benavior. This is, per si,

“Yes ey do. Thare are some wsusis (m nat familiar wit,

are more complex data plots than others, reguiring more critical
thinking and focus, it's asy 1o understand what's the stary
benina.

froma the plots
our questions.

irli-gown capabil ties in the plots and the filters 25 well to understand
the ifferent phenomenas, 5o It C3n be COMPIEX 1o EXITACE inSIgts fast.
Bt in terms of content, the visusis sre salic.

e Toniy think
that there’s 2 let of infa ta consume not only on 2 page level but alss
on & dara visualization level. A5 far a5 | could understans, there are.

aading a I preting
but if you dig deep and invest some time analyzing the data,
Vou can get the sngwers 1o our business guestions.”

filers in the visuals, so every plot will change the dats
according ta what we want to see - and that requires time 1o process all
the information stored in this page. It very §0od because we get &

ol stic view over this page subject, but it can 150 be hard to oraw
eonclusians from 8 lot of data points.”

6 With these graphs, how simple is it to te1l 2 story
from me aata?

“Hot essy st all, because this repart's section is covering multiple|
SCoDes of our activtes.”

“As I see 2 10t of diferent metrics in Just one page, 1t can be hard 1o e/l 3
compeiling data story st first It sequires Lime to understand the patiems
about the gifferent scenarious snd then share i a form of a story.”

“Tfeel inat 175 simple. We Just need 1 mvest more time on

"It difficult 10 tell @ story. We have muiple ang|es 1@ anaiyze, insiead|

this page va others, but we can tell 8 story. | mean, there
5 few metics to analye, but it's feasinie.”

B more Ifeeithat
stony”

“Aithough | think that the Tree Mag plot adds na value to this page, | can

7100 the data igure
10 improve on & business perspective?

“Yes. Having al alwars
nd we ¢an 801 0n Lop of thet 1o becoms mare efficient ™

igure have 3 ot of layers
of snaiysis. That's powertu!

*Absalutely I¥s complex to get the necessary insights for
impraving ourselves on a business perspeciive, byt once we
hsve ther we can. The information is there, 50 we can

“For sure. We have a ot of ditferent data points about ihings we never
thought possible 1o have, ad thers the value.

improve.*
g T the plot are theidea of “Same 23 ™ .
Do these graphs help you be more data-driven to A | mentioned, because we never had this data before,this defi
uJ Erphehe “Ves, undoubrediy” out different data Insights by ourselves is the waytobe more data- | bel

take decisions?

driven and impact our

g more data-driven, replacing the sublective way of

heip us be mare dsts-driven when making decisions

“The user experience Is not the best because playing with all the

“It's swalghforward, there's no much 1@ say. The filters are

o e e ) e A LRSS e s s i s e S e s e e s i s |15 et e
Tab 6 of the report: “Stories Timeline” — Participants’ answers
Participant 1 Participant 2 3 Participant 4

1) What the firsT impression is when 100King 10 the 3t
visualizations on this tab?

“Nery simple view of the gata, being easy to digast.

Mo complexity on This page, 35 these's anly two a5 Of 0t
visualizations.”

I fex like the page and the visuals sre not dense, meaning
[tnat they don' have too much content to snsiae. That can

"By Iooking Bt The 13yout of the page 3nd e daTa chans a3 well, we
have a very simple view of the information.*

2) Ace the gata plots easy 1o understand? (complexve
simple)

“Twould say yes because

(45 1 aiready dealed with these visuals in e pas
|easy to get insights.”

el ther s

- URGersIaNG because 'm familiar with these nioes of
saa plots.”

Theyare simple charts to snaiyze fast, 5o yes

50 they are very accessible 1 read and retain the information.*

3) Do you easily understand what are the metrics inside
each gragh?

“Following the logie of the ather tabs, the mewics are written in
i plots, 50 its 88y 10 understant them.

ez, 03 very SImpI= because they are (3BSIed on every pIot And 1fwe
[put the mouse aver a data point, we also have the name of the meiric
s the spectic vaiue

ves, totally”

I ean
iaced on svery plot”

mewic the

141 Can you easily exract insights from the dashbaards?

“Definiiely. These are simple charts that wigger fass Insighis and,
\COnSEQUANtIY, rESCE Ta TIME 10 BIuS, AND TNITS WhIT W
|wanied to have "

“vas, and fast

s the page and visusis sre not dense, B | meaticned
before, | can extact findings really fast "

The fact that tnere's no complexity in the visuals, silows me 1o gat
insights with litte effort”

5100 The 0aTa VISUal TT10NS ANEWATE YOuUT DURINESS
needs

“fas, the visusis have sil that we nesd to rack.”

“tes, sbsalutely.”

TeY 90, N0 AN 3 NISTOrICal ViEw OVer OUT OREraTIons 1§
even beste:, because we can leam

Having this Information in 15 ipE of ViEuBI3 |5 188t ARG yes, the
in the plots, defintely answers our business

|6 With these graphs, how simple is it ta tell 8 stary
from the data?

“Telling a story using these graghs I1's easy. As inis page s
[simote ana nas onty two e

need, il be easyto tell a story for sure.”

“Having very few data visuallzations on this section, allows me 1o tell 3
story can piaywin the.

it that | can add specific insights for a specifi

s | can anislyas the visuslizstions fast it is simple for me
65 study the dsts and teil  story”

“The simgie view of the dats ensbles me o share & good stary just by
using theses piots*

17)Da the dara plots help you figure out what you need
T2 IMBrove 0N 3 BuSINESs perspective?

“res. These piots are Telling me how MU Time we mave from

“res esnacton

lom 50 we can exract i time
|GUrBLIGN NG T&raTe Gver O INILIBTIVES 10 IMDIOvE ThE Wy W
logerate and manage them."

|18 af them, which means they are not just data paints, but dats that
[rransistes into higher business kncaiedge

2 | mentioned before, the fact that there's hissories |
information on this repart’s page, allows us to know how
|we worked in the past and lear to bemter in the future.

‘Ansolutely. Because the plots don't demand for complex
interpretations, we can sasily understand what we did wrong and what
we i the rightwsy:

18) Do these graphs nelp you be mare data-driven to
take decisians?

“absolutely.”

0t course. These piots are aiso very important for us 1o have a more.
(aata-oriented journey as we operaie aver time."

Even though we just hove two Biferent plot rypes, it
[cantsibutes 1@ the way we da our work.*

[~Yes. For 8 10nE 1ime T3t we wanted 1o have this 0313 in & form of
visualizations, so 'm sure this will help as a team en making decisions|
bases -

v 5nd nevigats with the dats

9 How =25y 12 12 9
izati iters, dill-downs, drill-throughs)

e

“There's cnly ene

irar o use, 50 v Basyt

15 simpie to use

“ITS liks any oiner filter, 56 | (an £a211y navgate any of the
iots while using it at the same time.”

~Very easy to play witn the firter.*

Tab 7 of the report: “Stories Pipeline — Coverage Matrix” — Participants’ answers

isuslizations on this tab?

Participant 1

Participant 2

Participant 4

umbar 3 and 4, my opinion iz the same. The tables in 3 formof

tha ons inthatab 3 and 4, 30|

pipsline

|w're doing avery day in our pipeline. And finally, we have ail
|datain the ssme place, dispiayedin an orzanized way.

dacisions?

more data-driven snd make better dacisions.”

available, which was something we didn't have befors.”

correctiy
s = e plots sre emey o understand, for sure. Hawerer, the presence
e, i51the calors of the heatmag, which enables us o . s
o, — - 51 -
ne dsta.- Jcomplexo read.
e wach |FAbeclutely. The marric T the same for svery plor, but ez just | ex T e - —
e anaysis” have on ourpipeline, - [wanted toave to improve ouroperational effciency.”
E b, “Netoniyican 3
es| can. As these types ofvisusls are extremely easytoread | o 0US 9313 ansles, [should fean. previous.
4 Can you easily exract nsights from the dashboards? ot o e e e posi usto :
shou we invest intha urure. <htackotdsta snaiyeiz”
e - “Thave na daubis thesthe data visualiasions da anawer aur
Andtnedata haveanour |tables, really allow us to get deeper business answers."
answers we were looking for snwer.” g for 3 long tima and here they are.”
TR it s imple because of the way e data = presented. Eam Thereveis Tmean,
! s " The pl "I would me, that's all | need to share a story |
|data? angles of analysis.” y
Joueerns g~
ez, Tha hastmap sty 1= the kay, because Rl U= dentiy - por
71D the dsta plotshelp you figurs out what younssd o i —— howwe |es, sbsolutel Trene v et
improve on's busines perspective? . ipeling is working, 50 tha's allwe needed.” el
onre gy e[ s | ; T in e e e et

areno exception atall.”

'S)Fow es5y 1 10 ply 3nd navigate with the Gats

., and thefilters

“The user experience is great, because thefilters and the

o, filters, drill-downs, arill-throughs)
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Tab 8 of the report: “Asana — Stages Behavior” — Participants’ answers

1) What the first impression is when looking to the data
visualizations on this tab?

Participant 1

Participant 2

Participant 3

Participant &

“Every plot has the same style, 5o as far 35 | can understand
[the first one, the rest won't require any effort to interprat. In

addition, | think the plots are intuitive to use. But I think, just

by Iooking at them, itwill require some time to understand
|what the plots are iing to us in terms of

"The charts are like trees of information and they are

no entropy on this page of the report, although it might
require more time to understand how o navigate through
them and extract insights.

displayed by stage. They are well distributed, so | feel there's

"Very appellative plots on this page. However, | think
lthey are confused to read and digest

y fir is that the data
2 lot of information to read and a lot of data to digest, so
|will be hard to get insights fast.”

2) Are the data plots easy to understand? (complex vs
simple)

“Concerning the data plats in this page of the report, I think

[they are complexto understand, as I'm not familiar to that type

of visualizations.

"Even though | understand what the visual is showing to us,
it's hard to get fast insights and find any pattems out of the
data. | would use 2 less complex plot for easier
interpretability.

"In my opinion, the data plots are really beautiful but
s hiard to extract quick iNsights. So | think the plots
are not that easy 1o understand..”

"1 very much [ike new, not familiar pIots o |earn other
angles of data. These plots are not the best ones to have
an insight in seconds, but they are very 200d if we want to
|see information in & hierarchical way. So | would rate it
|complex, butvaluable to get more specific insights.”

3) Do you easily understand what are the metrics inside
each graph?

‘Yes, totally. The metric is written in the plots, so
[that comes within them is self-explanatory.”

everything

"Absolutely. The fact that the label is written an every chart
allows us 10 understand what the piot is measuring. And
that's really important.”

"Ves. It clear what the metric is and what angles it
|covers. | really like the fact that the same metric is
ided by operational stages, giving us an overview of
|what we have in the pipeline as of today.

"Ves, | can see what the meic is just by looking atthe
piot. And as the metric is labeled below each bar, its
really straightiorward.”

4) Can you easily exiract insights from the dashboards?

I can't insights, as I'm

[those types of dashboards.”

it's hard to get fast insights out of these charts.”

"No, 1 can't. As | told you in a few questions before, | feel that

"I can extract insights out of the data v

[this page, but it won't be that easy. | feel that I need 1o
deep into them to really have a valuable insight for

i on |l can't. The visual: are structured s
[this tells me that | need to navigate on a deeper level to
be able 1o outof them.”

5) Do the data visualizations answers your business
needs?

They 0o, because they are divided by stage. So this tells us
[that the visuals are segmented by the things we asked for -
and I think it will help us a lot in an operational point of
[view

'm SUre they answer 10 our business nesds. Because they

have a holistic view of what we have and what we nesd to
have and do in the future as wel

are portraiting the different stages of our pipeling, we finally

“Completely. We asked for charts that could analyze
each stage of our marketing pipeline and here they are.

"The factthat | can't extract insights in a fast way, 'm sure
lthese dashboards answer to our needs.”

6) With these graphs, how simple is ittotell a story
from the data?

“It's hard, because there are hierarchy levels by each stage
inside each plot. So, to tell 3 story from the data that is
displayed, it will take a long time to tell the full story itsel.

s ot simple because there are a lot of different data

job.

Points to have in consideration. The story can be good in the
end in terms of content, but it won't be simple to perform that|

"To tell 3 compelling story | feel that itwon't be easy.
[Just by looking at the piots, there are a lot of angles to
explore and that, by itself, won't simplify the

ion of the story | wantto tell in the end.”

"As the nature of the pIot s to show different levels of
information inside each stage of our marketing pipeline,
|covering all that in a stonytelling experience won't be

definitely easy - even though itwill be reach in content”.

7) Do the data plots help you figure out what you need
10 improve on a business perspective?

"They do, if we dig deep on the visualizations.”

"Yes. As the plots have information by year, quarter and

and that's really importantto have."

month, we can understand our behavior today vs in the past-

“The visualizations are covering historical information,
2nd that enables us to have 2 benchmark to compare
ourselves and our operations over time."

'Yes. These visusls are not only contributing 1o optimize
[the way we do business in our department, as well as
mproving at every stage of our initiatives.”

8) Do these graphs help you be more data-driven to
take decisions?

"Yes, abselutely. | have no doubts that we as team, will
became more data-oriented due to these types of
dashboards.”

"Absolutely. | believe that each ane of these graphs have @
Iotof relevant findings and those will be critical for our
operational effi

"0f course. These plots, in particular, force us to

explore the data in @ deeper level in order to extract

insights for decision-making. 5o we will be
data-driven.

"As these data visualizations are divided by stage, s
aiready mentioned, it will provide us with a lot of value in
[terms of information. And that's due to the data and the
use we make out of it

9) How easy is to play and navigate with the data
visualizations? (i.e., filters, drill-downs, drill-throughs)

“It's  little bit complex at first, but it becomes like second
nature over time. The plots are intuitive 1o use because they
have different layers of information and that's good to obta:

|various types of information.”

"I have to say it's not easy. It could be more straightforward
for & new data user like me

“The features in the visualizations are there indeed,
but it took me some time to get used to i

“It's difficult to be honest. | think creating filters outside
[the visuals would be better for user experience.
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