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Abstract: Plant diseases and pests significantly influence food production and the productivity and
economic profitability of agricultural crops. This has led to great interest in developing technological
solutions to enable timely and accurate detection. This systematic review aimed to find studies on
the automation of processes to detect, identify and classify diseases and pests in agricultural crops.
The goal is to characterize the class of algorithms, models and their characteristics and understand
the efficiency of the various approaches and their applicability. The literature search was conducted
in two citation databases. The initial search returned 278 studies and, after removing duplicates and
applying the inclusion and exclusion criteria, 48 articles were included in the review. As a result,
seven research questions were answered that allowed a characterization of the most studied crops,
diseases and pests, the datasets used, the algorithms, their inputs and the levels of accuracy that have
been achieved in automatic identification and classification of diseases and pests. Some trends that
have been most noticed are also highlighted.

Keywords: crop disease detection; classification; plant diseases and pests; smart farming

1. Introduction

Plant diseases and pests are considered one of the main factors influencing food pro-
duction and responsible for significantly reducing crops’ physical or economic productivity.
In order to maintain control of production losses and maintain crop sustainability, some
measures must be carried out properly, such as a constant monitoring of the crop, combined
with the rapid and accurate diagnosis of the associated diseases, pests, or anomalies. These
practices are usually recommended by specialists in plant pathology [1]. Farmers are
aware of these challenges, and the role technology can play in addressing these threats
in agriculture to increase agricultural productivity and operating profits. Technological
progress has enabled the use of techniques and methods capable of optimizing agricultural
returns [2], preserving natural resources [3], reducing unnecessary use of fertilizers [4],
and identifying diseases in crops from remote sensing images [5]. Automatic detection,
identification, and classification of diseases and pests in crops have attracted considerable
attention from researchers. Currently, numerous studies propose distinct methods to ap-
proach this problem. This growing interest can be seen in the results obtained in some
databases of scientific articles. As of March 2023, there have been 605 articles retrieved
from Scopus when the query “automatic plant diseases detection” is searched. With the
same query, 341 articles are retrieved from the Web of Science database. It is also verified
that the results have increased exponentially in recent years. Additionally, the results of
many of these studies show the potential of this kind of solution in automatically detecting
and classifying diseases and pests in crops and their potential applicability in solutions to
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countless problems. It is, therefore, essential to study the different approaches proposed to
characterize the algorithms and models used and the results obtained.

This review aims to understand the automated processes in detecting and classifying
diseases and pests in agricultural crops. Information regarding the type of algorithms,
models, and their characteristics is crucial to understand the efficiency and applicability
of the various approaches. More specifically, the data gathered in this review are used to
answer the following research questions:

RQ1—Which crops are most focused on studies of automatic detection of diseases
and pests?

RQ2—Do the studies address more diseases or pests?
RQ3—What inputs were most used in algorithms to detect and classify diseases

and pests?
RQ4—What are the most used datasets for these studies?
RQ5—What are the most used algorithms and models?
RQ6—What levels of accuracy have been achieved in the automatic identification and

classification of diseases and pests in agricultural crops?
RQ7—What trends have been most noticed in this area of study?
The answers to these questions will help characterize the state-of-the-art and the main

trends in this study area.
The remainder of this article is organized as follows. Section 2 details the comparison

with previous reviews. Section 3 describes and applies the methodology to perform this
review. The data extraction and analysis are presented in Section 4 and discussed in
Section 5. Section 6 describes the strengths and limitations of this review, and finally,
Section 7 presents some conclusions.

2. Related Work

In recent years, several studies have reviewed works related to the automatic detection,
identification, and classification of diseases and pests in agricultural crops. To better
understand the work that has been carried out in this area, a search was accomplished
in the Scopus database. Thus, after some initial experiments and considering an initial
analysis of some literature studies, five terms were identified and used in the search. First,
terms related to the type of study, in this case, review. Second, the term “automatic”. Third,
terms related to pests, plagues, or diseases. Fourth, terms related to agriculture, crops,
leaves, or plants were added to the search terms, as they represent the study area or plants
or parts where diseases or pests are typically visible. Finally, classification, identification,
or detection terms were also included.

The complete string for the search is as follows:
review AND automatic AND (pest* OR plague* OR disease*) AND (crop* OR leaf*

OR plant* OR agricul*) AND (classification OR identification OR detection)
The database search was conducted in February 2023 and has considered the field’s ar-

ticle title, abstract, and keywords. Only studies published in 2012 or later were considered.
After searching for the literature, 98 studies were obtained. These studies were evaluated
in terms of title and abstract, resulting in the exclusion of 78 studies. Most of them were
excluded because they were not studies presenting reviews. Among the others, their focus
differed from the intended one (5) or because their full text was unavailable (3). The remain-
ing 20 studies were underwent qualitative and quantitative analysis. Table 1 summarizes
some of their characteristics, namely the year in which the article was published, the main
objective of the review, the crop(s) analyzed in the review, the number of studies included
in its analysis (when the analysis covers several areas, only the studies that are focused on
identification or classification of diseases or pests are considered), and the time span of
studies considered in the review.
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Table 1. Studies reviewing the detection, identification, and classification of diseases and pests in
agricultural crops.

Review Year Focus Crop Studies Timespan

[6] 2022 Artificial Intelligence-based disease diagnosis and
categorization techniques for paddy crops. Rice 20 2016–2021

[7] 2022 Rice leaf diseases based on the Deep Convolutional Neural
Network (D-CNN) architectures Rice 8 2019–2020

[8] 2022
Machine Learning (ML) based techniques for forecasting,
detection, and classification of diseases and pests, with an
emphasis on tomato crops

Tomato 16 2006–2020

[9] 2022

Computational methods operated in different stages of
plant-pathogen systems such as image preprocessing,
segmentation, feature extraction and selection, and
classification to diagnose the diseases

Cotton 6 2012–2018

[10] 2022 Review of 100 Convolutional Neural Network (CNN)
approaches to detect plant leaf diseases. Multiple 100 2015–2022

[11] 2022 Tomato leaf disease identification using image processing,
ML, and deep learning approaches Tomato 44 2015–2022

[12] 2022 Plant leaf disease recognition and classification using deep
learning and advanced imaging techniques Multiple 50 NA

[13] 2022 ML and deep learning for maize leaf disease classification Maize 62 2015–2022

[14] 2022 Diseases that harm potato crops and a survey on computer
vision-based techniques and types of ML algorithms used. Potato 39 2016–2022

[15] 2022
Crop disease and pest recognition using image processing
to extract the features and algorithms used in
prediction studies

Multiple 10 2015–2020

[16] 2022 Plant disease detection using ML Multiple 15 2014–2021

[17] 2022 ML and Deep Learning based approaches for plant leaf
disease classification Multiple 30 1970–2022

[18] 2022 Image processing techniques with the help of artificial
neural networks for automatic pest detection Multiple 16 2012–2021

[19] 2021 Trends and challenges for the detection of plant leaf disease
using deep learning and advanced imaging techniques Multiple 42 2019–2020

[20] 2021 D-CNN approaches for identification and diagnosis of
various diseases on plant leaves Multiple 7 2016–2019

[21] 2021 Image processing techniques employed in pest and disease
recognition using visible light (RGB) images Multiple 51 2015–2020

[22] 2020 ML technologies for plant disease detection Multiple 25 2016–2022

[23] 2020 Grains disease detection, quantification, and classification
using computational techniques Grains 109 2001–2020

[24] 2020 Deep learning techniques in plant disease detection Multiple 18 2015–2018

[25] 2020 Sensors for automatic detection and monitoring of
insect pests Multiple 63 2004–2020

The interest that automatic detection, identification, and classification of diseases and
pests in agricultural crops have attracted, and the growing importance it has gained in
recent years, is evident. After applying the inclusion and exclusion criteria, all identified
studies were published between 2020–2022, with a higher prevalence in 2022. Furthermore,
more than two-thirds of the studies only analyzed articles published in the last ten years
(published in 2013 or later). This highlights the interest that this study area has attracted in
recent years. It also indicates that it is still a new area of research and has been the focus of
more significant interest only recently.

ML approaches are very popular for automatically detecting and monitoring diseases
and pests. Eighty percent of the reviews specifically address the use of ML algorithms and,
more specifically, deep learning algorithms.

Regarding the type of crops studied, 40% of the articles describe reviews of studies
that specifically addressed a single crop (e.g., tomato, rice, cotton, potato). The remaining
12 (60%) reviews analyze studies related to multiple crops.
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The number of studies analyzed in each review is quite diverse (see Figure 1). Twenty
percent of reviews analyze 10 studies or fewer, and 45% analyze 20 studies or fewer.
Considering the number of studies that have appeared in recent years, the number of
studies included in these reviews is insignificant. On the other hand, 40% (eight reviews)
of the reviews analyze more than 40 studies. Of these, three reviews analyze specific crops
(tomato, maize, and grains). The other five reviews analyze multiple crops. One of them
([25]) presents a review of sensors for the automatic detection and monitoring of insect
pests, which is different from the focus of the review presented in this article.
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Figure 1. Number of studies analyzed in each review.

Considering the dimension of the review, i.e., the number of studies included in each
review and the scope, the remaining four reviews ([10,12,19,21]) have some similarities
with the review presented in this article. However, some of them focus on approaches
that use specific algorithms, [10] focuses on CNN in the detection of plant leaf diseases,
and [12,19] focus on deep learning-based plant disease detection. In these cases, a funda-
mental difference, in relation to the approach presented here, is that they only focused on
approaches that used ML algorithms, which, right from the start, only allow conclusions
to be drawn within this specific area. Some other differences focus on the parameters
considered in the analysis and the research questions investigated. In this sense, this work
represents a step forward concerning other related works, thus representing a significant
contribution to this study area.

3. Methodology

This section reviews studies that addressed automatic detection and identification
systems for diseases and pests in agricultural crops. The review was carried out following
the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) state-
ment [1]. It includes the following steps, which correspond to the section or subsection of
this article listed after each step:

• Intended goals of the review (Section 1).
• How the search was conducted (Section 3.1).
• Screening for inclusion (Section 3.2).
• Screening for exclusion (Section 3.3).
• Data extraction (Section 4).
• Analysis and Discussion (Section 5).
• Writing the review.

Next, the procedure used to arrive at the related work, the data sources and keywords
used in the research, the process, data selection, data extraction, and analysis, which will
be used in this work, are described.

For the analysis of the related work, articles that address the use of algorithms for
automatically identifying diseases and pests in crops were studied. After obtaining the first
results, the data underwent a selection process to eliminate irrelevant articles or articles
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that were out of context. After selecting the relevant articles, they were analyzed according
to predefined parameters.

3.1. Search Strategy

The Scopus [26] and Web of Science [27] databases were used as data sources. These
databases are among the most complete in several areas and provide an advanced search
that allows users to configure search words in different fields, such as in the title, key-
words, and throughout the text, among others. It also allows adding logical operators:
AND, OR, and NOT. In this way, access was gained to a significant part of scientific work
in informatics.

In collecting the first sample of articles, the keyword “automatic” and terms related
to diseases or pests (“pest,” “disease,” plague), terms related to crops (crop, leaf, plant or
agriculture), and terms related to identification (classification, identification, and detection)
were used. To make it possible to search for articles that contain the indicated terms, the
symbol “*” was used to represent other terms that may contain the identified keywords.
Thus, the string for the search is as follows:

automatic AND (pest* OR plague* OR disease*) AND (crop* OR leaf* OR plant* OR
agricul*) AND (classification OR identification OR detection)

The search was carried out on 5 December 2022 in the title or keywords field of the
document, and 278 (253 Scopus and 25 Web of Science) results were obtained.

This research included studies published in the last 10 years (since 2013), studies
published in a scientific peer-reviewed publication, and studies written in English.

3.2. Screening for Inclusion

In this screening, the reviewers considered that studies should only be included in the
review if they met the following criteria:

(1) Studies that presented a solution for automatic detection and identification systems
for diseases and pests in crops;

(2) Studies with full text available.

Studies that met only some of these criteria were excluded. After removing duplicated
articles (23), 255 studies remained. Moreover, after applying criteria (1), 143 more records
were excluded. At this stage, the reviewers did not judge the quality or evaluate the
information found in each study. Furthermore, after applying criteria (2), more than 29
were excluded. This resulted in 83 studies.

3.3. Screening for Exclusion

With a more in-depth reading of the 83 articles, 35 were eliminated for needing more in-
formation or being outside the intended focus, reviews (6) and incomplete information (29),
leaving a total of 48 articles to analyze.

3.4. Results Summary

As shown in Figure 2, after searching the literature, 255 papers were obtained (after
removing 23 duplicates), referred to as the ‘identification’ stage in the diagram; after
applying the inclusion criteria identified in Section 3.2 ‘Screening for Inclusion’ and in the
‘screening’ section of the diagram, 172 papers were excluded, resulting in 83 papers.

A full-text evaluation of the papers was performed, thus excluding papers that did
not match the intended focus, some that were just a review, and papers that did not have
complete information; this step is represented in the figure as “eligibility.”

The 48 papers remaining at the end were featured in the synthesis and were the
“included” studies in the flowchart.
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This study focused on finding papers directly linked to identifying, detecting, and
eventually automatically classifying anomalies in agricultural crops. In this context, the
following papers show several examples of this process where several techniques were
presented as a solution. Some datasets were also mentioned, where one can see the origin
of the information in each experience presented. In addition, it takes into account that one
of the main focuses of the authors in their research was to highlight the accuracy of the
algorithms or models used to classify diseases or pests in crops.

4. Data Extraction and Analysis

After selecting the articles that met the inclusion and exclusion criteria, the data
extraction stage followed. At this stage, all those articles were fully read and analyzed
according to criteria to extract information that allows answering the previously identified
research questions. Thus, each of the 48 selected articles was analyzed and summarized
considering the following criteria:

• Year of publication.
• What type of approach is described (algorithm or end user application)?
• What types of crops is it intended for?
• What are the inputs for the proposed algorithms?
• What algorithms are used?
• What information is used for the training and validation of the algorithms?
• What results were obtained in terms of accuracy and diseases or pests identified?

Next, the analysis of the 48 articles is summarized, considering these perspectives. A
summary of the characteristics of the included articles is summarized in Tables 2 and 3.
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Table 2. Summary of the articles selected for analysis and synthesis.

Paper Year Application Disease
or Pest Crop Disease or Pest Type Found Input

[29] 2022 Web & Mobile Pest N/A N/A
Insect images
from the sticky
trap

[30] 2022 Web Pest Citrus Citrus bacterial canker (CBC),
Toxoptera citricida & Panonychus citri

Fruit and leaf
image

[31] 2022 Robotic
System Pest N/A Red Flour Beetle and Rice Weevil

Leaf images
from a small car
with a camera
and a
supplementary
light

[32] 2022 Algorithm Disease Rice Grassy stunt virus, tungro virus, and
yellowing mottle Plant images

[33] 2022 Algorithm Disease Tomato ToLCNDV & ToLCGV (begomovirus
infections) Leaf images

[34] 2022 Algorithm Disease Cassava Bacterial blight, Brown streak disease Leaf imagens

[35] 2022 Robotic
System Disease N/A 17 types of diseases (Bell Pepper

Bacterial, Apple Black Rot, and others) Leaf images

[36] 2022 Algorithm Disease Herbs Gray mold, rust, and scab disease Leaf images

[37] 2022 Algorithm Disease Sunflower Alternaria, Rust Powdery mildew,
downy mildew Leaf images

[38] 2022 Algorithm Disease Citrus Black spot, Melanose, Scab, Greening,
Canker Leaf Image

[39] 2022 Algorithm Disease Pepper Pepper bell leaf bacterial Leaf images

[40] 2022 Algorithm Disease

Apple

Fungal, bacterial, and viral Leaf images

Corn
Grape
Peach
Pepper
Potato
Strawberry
Tomato

[41] 2022 Algorithm Pest Maize Wheat mites, wheat aphids, wheat
sawflies, rice plant hopper Leaf images

[42] 2021 Algorithm Disease N/A N/A Plant images
[43] 2022 Algorithm Disease Apple Marsonina Coronaria, Apple Scab Leaf images

[44] 2019 Algorithm Disease Brinjal Pseudomonas solanacearum,
Cercospora solani na others Leaf images

[45] 2021 Algorithm Disease Paddy, Corn, and
Cucumber

Paddy blast and others, Corn Eyespot,
and others, Moderate (cucumber)
and others

Leaf images

[46] 2021 Algorithm Disease Tomato Early blight and late blight Leaf images

[47] 2021 Algorithm Disease Tomato Yellow Leaf Curl Virus, Mosaic Virus,
Bacterial spot, and others Leaf images

[48] 2021 Algorithm Pest N/A Whitefly and Thrips
Insect images
from a sticky
trap

[49] 2021 Algorithm Disease Tea Algae leaf spot, gray rust, white spot,
and others Leaf images

[50] 2021 Algorithm Pest Mustard and fava
bean N/A Insects’ images

[51] 2021 Algorithm Disease N/A Multiple diseases Leaf images
[52] 2021 Algorithm Disease Citrus N/A Leaf images
[53] 2021 Algorithm Disease Citrus Anthracnose, Canker, and Citrus scab Leaf images

[54] 2021 Algorithm Disease Citrus black spot, Canker, scab, greening, and
Melanose Leaf images
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Table 2. Cont.

Paper Year Application Disease
or Pest Crop Disease or Pest Type Found Input

[55] 2020 Algorithm Disease Coffee N/A Leaf images
[56] 2020 Algorithm Disease Potato N/A Leaf images

[57] 2020 Algorithm Disease

Cherry, Corn,
Grape, Orange,
Peach, Pepper,
Potato, Raspberry,
and Soybean

Several diseases Leaf images

[58] 2020 Algorithm Disease Tomato N/A Leaf image
[59] 2020 Algorithm Disease N/A Alternaria alternata Leaf image

[60] 2020 Algorithm Disease Rice Stackburn, Leaf Scald, Leaf Smut, White
Tip, and Bacterial Leaf Streak. Leaf images

[61] 2020 Algorithm Disease Soybean N/A Leaf images
from UAV

[62] 2020 Algorithm Disease Peanut, Paddy,
Cotton

Cercospora leaf spot, Bacterial Bligh,
and others Leaf image

[63] 2019 Algorithm Disease Sugar beet Cercospora beticola Sacc. Leaf images

[64] 2019 Algorithm Disease Citrus Citrus scab, anthracnose, greening,
and others. Leaf images

[65] 2019 Algorithm Pest N/A Several insects Insects’ images

[66] 2019 Mobile
Application Disease Tomato Bacterial spot Xanthomonas campestris,

mosaic virus, and others Leaf imagens

[67] 2019 Algorithm Disease Guava Whitefly, Algal leaf spot, and Rust Leaf images

[68] 2019 Algorithm Disease Cotton
Bacterial Blight, Alternaria Leaf Spot,
Gray Mildew, Magnesium Deficiency,
and others

Leaf images

[69] 2019 Algorithm Disease Grape Black rot, Esca, and leaf blight Leaf images
[70] 2018 Algorithm Disease Tomato Septoria leaf spot, Yellow leaf curl Leaf images

[71] 2018 Algorithm Pest Bean, Potato Mexican Bean Beetle and Colorado
Potato Beetle Fruit images

[72] 2017 Algorithm Disease
and pest Tomato Several tomato diseases Leaf images

[73] 2017 Algorithm Disease Rice Several diseases Leaf images

[74] 2017 Algorithm Disease Bens, Lemon
Banana Several diseases Leaf images

[75] 2015 Algorithm Disease Tomato Powdery mildew fungus, Oidium
neolycopersici Leaf images

[76] 2021 Algorithm Disease Peanut Rust, scorch, and leaf-spot Leaf images

Table 3 identifies the dataset, the proposed algorithm, and the accuracy achieved in
each one of the algorithms described in each article.

Table 3. Summary of the datasets and algorithms.

Paper Dataset Algorithm Accuracy

[29] Self-collected dataset Faster R-CNN 93.2%
[30] Self-collected dataset (20k images) EfficientNet-b0 model from CNN 97% or more
[31] N/A YOLOv4 97.55%

[32] Dataset from paddy farmlands
situated at UAS, India VGG-16 and GoogleNet CNN models 92.24% and 91.28%

[33] Self-collected dataset (12k images) CNN (VGG 16 + ToLCNDV and ToLCGV) 97.211%

[34] Kaggle’s website—with 10.239 leaf
images

k-NN approach (LBP, HOG, TEM, GWT,
and GLCM) 81.55%–89.7%

[35] PlantDoc (2567 images) Generative Adversarial Networks (GAN
modules)

51.7% (Precision), 48.1% (Recall),
and 50.3% (mAP)

[36] Self-collected Dataset Fitness-distance balance deep neural
network (FDB-DNN)

2.8140%, 1.507%, 5.125%, and
0.402% higher than the existing
state-of-art
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Table 3. Cont.

Paper Dataset Algorithm Accuracy

[37] Self-collected dataset Faster R-CNN, Mask R-CNN 31% to 96%
[38] Self-collected dataset (3.900 images) MIB Classifier 98%
[39] From Kaggle’s website Five-layered CNN model 99.99%

[40] PlantVillage Own CNN model with 18 layers and 28
target classes 99.12%

[41] Self-collected dataset Cascade R-CNN model with Res2Net 81.0% (mAP)

[42] Self-collected dataset CNN models (VGG16 & VGG19) VGG16 (98.52%) and VGG19
(98.08%)

[43] Self-collected dataset (50k images) CNN + k-NN Classifier + SVM Classifier +
Random Forest Classifier 99.2%

[44] Self-collected dataset (brinjal leaf
images) ANN Classifiers 91% (with FFNN) and 98.1% (with

CFNN)

[45] PlantVillage
CNN models (MobileNet-V1,
MobileNet-V2, NASNetMobile,
EfficientNet-B0, and DenseNet-121)

98.44% and 99.46%

[46] Self-collected dataset Transfer Learning model 99.86%

[47] PlantVillage EfficientNet families 99.89& (more significant result with
EfficientNet-b4)

[48] Self-collected dataset Faster R-CNN 0.944 and 0.952
[49] CIFAR-10 dataset CNN model with 1 input layer 94.45%
[50] Self-collected dataset ORB algorithm 91.89%
[51] PlantPathology VGG16 DL model 85%
[52] N/A CNN model More than 90%
[53] Self-collected dataset Models: MobileNetv2 and DenseNet201 95.7%
[54] PlantVillage Multi-Layer CNN 94.55%

[55] PlantVillage and Coffee Leaf dataset ResNet18, ResNet34 e ResNet50 (models
from CNN) 99% and 81%

[56] PlantVillage ML classifiers (Random Forest, k-NN,
Decision Trees, SVM, and others) 97% (higher precision from RF)

[57] PlantVillage FSL method, SVM classfifier 94.0% (higher precision)
[58] Kaggle datasets SVM, LR, RF 87.6, 67.3 and 70.05
[59] N/A K-Means Clustering (for alerts) 95.1613%
[60] ImageNet and PlantVillage VGGNet 91.82% and 92.0%

[61] Images taken from UAV (drone) DL models (ResNet-50, Xception, VGG-19
and Inception-v3) 99.04%

[62] PlantVillage Enhanced Fusion Fractal Texture Analysis
(EFFTA) 97.69%

[63] Self-collected dataset Faster R-CNN models 95.48%
[64] Kaggle datasets SVM + ANN SVM (93.12%) and ANN (88.96)

[65] NBAIR dataset, Xie1 and Xie2
dataset

Self-model proposed is based on CNN
models with six convolutional layers 96.75, 97.47, and 95.97%

[66] Plant health (7176 images of
tomatoes used) CNN (MobileNet Model) 90.3%

[67] Self-collected dataset
(BU_Guava_Leaf (BUGL2018)) 11 layers-based D-CNN model 98.74%

[68] Self-collected dataset (images taken
by digital camera) SVM classifier 98.46%

[69] PlantVillage SVM, adaboost, and Random Forest tree 93%
[70] PlantVillage AlexNet, GoogleNet and LeNet 94%–95%

[71] Self-collected dataset RSC (Random Subspace Classifier) and
LIRA (Limited Receptive Area)

88% (CPB with LIRA) and 89%
(MBB with RSC)

[72] Self-collected dataset VGG16 + SVM 89%

[73] Heilongjiang Academy of Land
Reclamation Sciences, China CNN model 95.48%

[74] Self-collected dataset (Images from
a digital camera or similar devices) SVM Classifier 95.71%

[75] Middlebury dataset SVM classifier More than 90%

[76] Self-collected dataset CNN (ResNet50 and DenseNet121) ResNet50 (97.59%) and
DenseNet121 (90.50%)
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5. Discussion

In this section, some details and results of the review are discussed. This discussion
will follow the answers to the research questions initially proposed in this review.

Although the search strategy considered works published in the last 10 years, after
applying the inclusion and exclusion criteria, only studies published since 2017 (last six
years) remained to be included in the review. This reveals the interest that this research
area has attracted in recent years, but it also indicates that it is still a new area of research.

Most of the studies included in the review (43/48–89.6%) describe algorithms and
models with a focus on analyzing the performance of these algorithms. Only 10.4% (5/48)
of the analyzed studies present applications (web, mobile, or robotic systems) that end
users can use. This seems to indicate that a significant part of the research effort has been
focused on the study of new algorithms in several crops and on trying to achieve high levels
of accuracy. The development and presentation of solutions with applications that can be
used by end users in real use environments has been less significant. However, in this case,
these approaches may represent solutions that are closer to the reality in which they can be
used, and they need to be further investigated and validated in real-world scenarios.

There is a significant predominance of ML-based approaches regarding the analyzed
algorithms and models.

For each of the research questions identified as the target of this study, described in
Section 1 below and based on the results of the systematic review (presented earlier), we
present answers to each of them below.

The review shows that the crops most focused on, in studies of automatic detection
of diseases and pests (RQ1), are tomatoes and citrus. Tomato crops are studied in 22.5%
(9/40) of the analyzed studies. Citrus was analyzed in 15.0% (6/40) of the studies. Rice,
grapes, beans, and corn are in third place, with 7.5% each (3/40). Then come the apple,
peach, pepper, cotton, and paddy cultures with 5.0% each (2/40), and lastly follow the
cucumber, banana, cassava, peanut, sunflower, herbs, raspberry, strawberry, brinjal, tea,
mustard, coffee cultures, soybean, sugar, guava, and lemon with 2.5% (1/40) of the analyzed
studies. In this question, only 40 studies were referenced because eight did not have
consistent information.

The automatic detection of diseases has attracted more attention than the detection
of pests (RQ2). The review shows that 85.7% (40/48) of the studies focus on diseases,
and 18.8% (9/48) of studies refer to plagues or pests (one of the studies refers to diseases
and pests). The most studied diseases were in the tomato crop (the most studied crop):
ToLCNDV & ToLCGV (begomovirus infections), early blight, and late blight. For pests or
plagues, those most commonly found were wheat mites, wheat aphids, wheat sawflies,
and rice plant hoppers.

All analyzed studies use images of leaves, fruits, plants, or insects as input to their
algorithms for detecting diseases and pests. Leaf images were the most common input
for detection/identification/classification (RQ3). The analysis shows that 85.4% (41/48)
of the studies refer to this input. Next, it is found that 8.3% (4/48) of the studies refer to
insect images and 4.2% (2/48) refer to fruit, and 4.2% (2/48) to plant images. Additionally,
practically all algorithms that use images of leaves use images in which the leaf is the main
element of the image. Usually, the image of the leaf occupies practically the entire image
area. Only a minority of studies use leaf images from vehicles such as UAVs. The datasets
used for pest detection include leaf images and insect images from sticky traps.

Generally, the analyzed approaches use image datasets to train and validate the
proposed algorithms. In these cases, image datasets that are publicly available can be used,
or new datasets can be constructed and used. The analysis of the studies revealed that
PlantVillage is the most used dataset (RQ4). It was used in 24.4% (11/45) of the studies.
In sequence, 8.9% (4/45) of the studies used the Kaggle dataset. Other datasets were also
used, each one in one study: PlantDoc Middlebury dataset, Heilongjiang Academy of
Land Reclamation Sciences—China, Plant health, NBAIR dataset, Xie1 and Xie2 dataset,
Coffee Leaf dataset, PlantPathology, CIFAR-10 dataset and a dataset from paddy farmlands
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situated at UAS, India. A significant number of studies, 46.7% (21/45), used self-collected
datasets. Three studies did not provide information about the datasets used.

Regarding the algorithm or models most used (RQ5), the review shows that CNN
models are the most commonly used for research or studies in this area. About 54.2% (26/48)
of the studies refer to CNN models, namely Faster R-CNN, EficcientNet, VGG, GoogleNet,
MobileNet, ResNet, AlexNet, LeNet, and DenseNet. Next, 16.7% (8/48) of studies used the
SVM classifier, 8.3% (4/48) used the k-NN algorithm, Random Forest is used in 8.3% (4/48),
4.2% (2/48) used ANN classifiers. Some studies proposed approaches with the following
algorithms: YOLOv4, ORB algorithm, RSC (Random Subspace Classifier), LIRA (Limited
Receptive Area), K-Means Clustering, Decision Trees, MIB Classifier, GAN modules, and
Enhanced Fusion Fractal Texture Analysis.

The level of accuracy achieved in detecting, identifying, and classifying diseases or
pests in agricultural crops (RQ6) depends on several factors, namely the crop and the
diseases and pests considered. Higher levels of accuracy were achieved in the three crops
mentioned in the studies. In the first case, tomato crops, where the highest precisions were
found to vary from 90.3% to 99.89%. Next, in the second case, the citrus crop, for which
accuracies vary from 88.96% to 98%. Finally, the accuracy in the potato crop varies from
89% to 97%. It is also essential to keep in mind that these values depend on the disease or
pest being studied.

This review allowed us to identify some trends that have been observed either because
they are used in a significant number of studies or because there has been a growing interest
in their use over the years (RQ7). CNN-based algorithms tend to be the most commonly
used to achieve the objectives in this area (see Figure 3 left). ML-based approaches are
becoming popular in developing solutions for plant diseases and pest detection. Approx-
imately 93.8% (45/48) of the studies in this review proposed ML-related approaches. In
addition, the number of articles related to ML-based approaches tends to increase yearly,
indicating its popularity and may grow even more. A deeper analysis shows that in the
last decade, the most-used algorithms began to be cited in studies from 2017 onwards. An
increase in CNN over the other algorithms was subsequently noticed (see Figure 3, right).
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Figure 3. (Left) Most used models. (Right) Most used models over the years.

Accuracy highly depends on the crops, diseases, and pests considered, the algorithms
used, and the datasets used. However, the results show that it is possible to achieve very
high levels of accuracy in some diseases and pests in several crops. This indicates that these
approaches can be used in applications that can be used in natural environments. Most of
the datasets represent images of leaves taken with cameras, where the leaves are the central
object of the photo, although the backgrounds can vary. This means that the training and
validation of the solutions are carried out based on images that are obtained in scenarios in
which a user will have to approach the tree, bring the camera closer to the leaf and take the
picture, which is not always consistent with a use in a realistic scenario. There are still very
few cases in which the images are obtained using cameras on land or in air vehicles, which
would represent a step forward in obtaining solutions that are more adequate to the reality
of agricultural crops. However, this type of approach could be important in the future since
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the development of solutions that use this type of images as input will allow a closer use of
the reality that is to operate in crop fields or even eventually its use in real time.

6. Strengths and Limitations of this Review

This review followed the PRISMA methodology. It provides a systematic review of
the existing works that approach automatic detection, identification, and classification
of diseases and pests in agricultural crops. This review is critical because it presents an
overview of the most-studied crops and a characterization of the algorithms and models
used, their inputs, the datasets most commonly used to train and validate them, and the
accuracy achieved. In addition, it also presents some trends that have been observed. It
represents an essential basis for academics and researchers to understand this study area
and develop new algorithms and applications.

However, it also has some limitations. The literature search was carried out using two
databases (Scopus and Web of Science). These databases cover several domains and span
many individual databases. However, other databases, such as IEEE Xplore, ACM Digital
Library, PubMed, ScienceDirect, or BMC, could have led to more articles being included in
the review. The search strategy may have influenced the number of articles considered in
the study. For example, the search string used, the option to search only for articles written
in English or only for articles published in the last ten years, may also have influenced the
number of relevant articles considered. Although these limitations may have affected the
number of articles obtained and considered in the review, we believe these constraints did
not significantly affect the discussion and conclusions.

7. Conclusions

This systematic review aimed to find studies on automating processes in detecting,
identifying, and classifying diseases and pests in agricultural crops. It followed the PRISMA
methodology. The literature search was conducted in two abstract and citation databases
(Scopus and Web of Science). The initial search returned 278 studies, and after removing
duplicates and applying the inclusion and exclusion criteria, 48 articles were included in
the review. All analyzed studies propose the research structure related to the detection,
identification, and automatic classification of diseases or pests in agricultural crops. This
study presented the review, identifying the most studied crops, characterizing the proposed
algorithms, results achieved, and the most-used datasets. It is important as a document
to support researchers who intend to develop work in this area, characterizing this area
of study and identifying some of the most noted trends. Considering the number of
studies included in each review and the scope, few works are similar to this one. Of
those that are most similar, some of them focus on approaches that use specific algorithms
(mostly ML-based algorithms). This review did not have this prerequisite and, therefore,
allows a broader discussion. Furthermore, it addresses different parameters and research
questions. In this sense, it represents a step forward in relation to other related works, thus
representing a significant contribution to this study area.

The results indicated that most of the studies were focused on algorithms or systems
that allow the presentation of results using the various deep learning and ML techniques
and that 95% of the studies focus on demonstrating the ability of specific algorithms and
models in solving problems related to the automatic detection of diseases or pests. In all
cases, it was necessary to use a dataset. Analysis showed that the PlantVillage dataset
was the most commonly used. Models and classifiers such as CNN, SVM, k-NN, ANN,
Random Forest, and others were used to train the datasets, classify the diseases and pests,
and achieve better accuracy for each algorithm. The accuracy achieved depends on the
diseases and pests in the agricultural crops.

This review also made it possible to identify some gaps in information in some contents,
which caused difficulties in the research. More specifically, in some cases, they did not
provide enough information about the dataset they used. In some cases, researchers were
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not careful to mention the crop or even the diseases and pests analyzed in the study, thus
making it difficult to collect the exact information.
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