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Popular science summary of the thesis –  
English version 
 

The genetic material of our body, the DNA, that contains all information needed for an 

organism to function and live, is contained inside the nucleus of cells. The human body is 

made of an average of more than 30 trillion cells, each of them containing DNA 

molecules of approximately 2m in length, if stretched end-to-end. If we could link 

altogether and stretch the DNA molecules of a single human body, it would make more 

than 150.000 round trips to the moon. The 2m DNA of a single cell is stored in a nucleus 

with an average diameter of 10µm (0,00001m). How is that possible? 

To accomplish such a spectacular achievement, nature has evolved a quite simple 

system by which the DNA molecules are first rolled up around nucleosomes, a complex 

of proteins called histones. The arrangement of such nucleosome-DNA structures can 

agglomerate to each other forming complicated structures that densely compact the 

DNA within the nucleus. The most compacted forms of DNA molecules are the famous 

23-chromosome couples visible in human cells during the mitotic process when the 

cells duplicate themselves and their genetic materials.  

During the other phases of the cell cycle, which together are much longer than the 

mitotic phase, the DNA is structured in a less condensed form that can be divided into 2 

main categories: a more compacted form called heterochromatin and a less compacted 

one called euchromatin. Heterochromatin contains generally genetic material not 

needed at that precise time to the cell, and for that reason, the information contained in 

it doesn’t need to be read and interpreted. Conversely, euchromatin needs to be 

available continuously for reading, interpreting, and being transformed into protein or 

other information molecules needed for executing cellular functions. 

For many years, it was thought that these 2 forms of DNA were positioned within the 

nucleus of the cells in a random structure, like a plate of spaghetti, and that the 

structure itself didn’t have any specific function. Recent studies and observations have 

overturned this idea, and now it is clear that not only are the DNA structures very 

dynamic, highly regulated, and specific, but also that the deregulation of the three-

dimensional architecture of the DNA can be the cause and consequence of many types 

of diseases, including cancer. 

With the work in this thesis, we have uncovered a new system that the cells use to 

regulate the 3D structure of the DNA, a system that seems to be specific for at least one 

type of cancer cells.  



My colleagues and I have observed that 2 pieces of a DNA, one that produces an 

important regulatory protein, MYC, that is very often overexpressed in cancer, and one 

that is a regulatory element, that doesn’t produce any protein but is important to 

regulate the activity of the MYC gene, called the Oncogenic Super-enhancer (OSE), 

communicate with each other to control the expression of this protein. More precisely, 

when the MYC gene and the OSE are both located near the periphery of the nucleus and 

in close proximity to each other, the OSE piece of DNA, thanks to the help of other 

regulatory proteins that form a scaffold, can recruit a protein that is a component of the 

nuclear pores. The nuclear pore structures form channels that allow the information 

produced by the DNA, molecules called mRNAs (messenger RNAs), to travel out from 

the nucleus to become translated into proteins. In this way, the OSE can actively bring 

the MYC gene directly to the nuclear pores where its mRNA can quickly move out from 

the nucleus. 

As these MYC mRNAs are degraded much faster inside the nucleus than outside of it, 

the novel fast nuclear export mechanism, which is called gene gating, enables the 

mRNAs produced by MYC near nuclear pores to escape the higher degradation rate in 

the nucleus and thereby increases total MYC mRNA and MYC protein levels, which, in 

turn, contributes to the maintenance of the cancer cell state. 

In this thesis, I will describe the molecular mechanisms that regulate the gating of the 

MYC gene and the players involved in it, as well as discuss how such discovery will 

benefit our understanding of cancer development, progression and the design of new 

treatments for cancer. 

  



 

 

Sintesi della tesi ad uso divulgatorio –  
versione italiana 
Il materiale genetico ereditabile del nostro corpo, il DNA, che contiene tutte le 

informazioni necessarie ad un organismo per poter funzionare e vivere, è contenuto 

all’intero dei nuclei delle cellule. Il corpo umano è costituito da più di 30 trilioni di cellule, 

ognuna delle quali contiene molecole di DNA di circa 2m in lunghezza, se allungate da 

cima a fondo. Se potessimo unire e allungare le molecole di DNA di un singolo corpo 

umano, tale molecola sarebbe lunga più di 150.000 volte la distanza andata e ritorno per 

la luna. I 2m di DNA di una singola cellula sono immagazzinati in un nucleo di un diametro 

di circa 10µm (0,00001m). Come è possibile tutto ciò? 

Per compiere tale spettacolare impresa, la natura ha evoluto un semplice meccanismo 

per il quale il DNA è inizialmente arrotolato intorno ai nucleosomi, un complesso di 

proteine chiamate istoni. Tali strutture nucleosoma-DNA possono agglomerarsi tra loro 

formando complesse strutture che compattano densamente il DNA all’interno del 

nucleo. Le forme più compatte delle molecole di DNA sono le famose 23 coppie 

cromosomiche visibile in una cellula umana durante il processo mitotico quando la 

cellula duplica sé stessa e il proprio materiale genetico.  

Durante le altre fasi del ciclo cellulare, le quali insieme sono molto più lunghe della fase 

mitotica, il DNA è strutturato in una forma meno condensata e può essere suddiviso in 

due principali categorie: una forma più compatta chiamata eterocromatina ed una meno 

compatta chiamata eucromatina. L’eterocromatina contiene generalmente materiale 

genetico non necessario alla cellula in quel preciso momento, e per questo motivo, 

l’informazione in esso contenuto non richiede di essere letta ed interpretata. 

Contrariamente, l’eucromatina necessita di essere continuamente disponibile per 

essere letta, interpretata e trasformata in proteine or altre molecole informative 

necessarie per compiere le funzioni cellulari. 

Per molti anni, si è pensato che queste 2 forme di DNA fossero posizionate all’interno del 

nucleo delle cellule in una struttura totalmente casuale, come in un piatto di spaghetti, e 

che la struttura stessa non avesse alcuna specifica funzione. Recenti studi e 

osservazioni hanno rovesciato questa idea ed è ora evidente che, non solo le strutture 

del DNA sono molto dinamiche, altamente regolate e specifiche, ma anche che la 

deregolazione della architettura tridimensionale del DNA è la causa e conseguenza di 

molti tipi di malattie, compreso il cancro. 

Con il lavoro di questa tesi, abbiamo scoperto un nuovo meccanismo che le cellule 

usano per, in qualche modo, regolare la struttura tridimensionale del DNA, un 

meccanismo che sembra essere specifico perlomeno di un tipo di cellule tumorali. 



Io e i miei colleghi abbiamo osservato che due parti del DNA, una che produce una 

importante proteina regolatoria, MYC, che è spesso sovraespressa nei tumori, e un’altra 

che è un elemento regolatorio il quale non produce alcuna proteina ma è importante per 

regolare l’attività del gene MYC, chiamata il super-enhancer oncogenico (OSE), 

comunicano tra di loro per controllare l’espressione di questa proteina. Più 

precisamente, quando il gene MYC e il OSE sono entrambi localizzati vicino alla periferia 

del nucleo e in stretta prossimità tra di loro, la parte del DNA OSE, grazie all’aiuto di altre 

proteine regolatorie che formano un’impalcatura, può reclutare una proteina che è un 

componente dei pori della membrana nucleare. I pori della membrana nucleare formano 

canali che permettono all’informazione prodotta dal DNA, molecole chiamate mRNA 

(RNA messaggeri), di viaggiare al di fuori del nucleo per poter essere tradotta in proteine. 

In questa maniera, il OSE può attivamente portare il gene MYC direttamente sui pori 

nucleari dove il suo mRNA può velocemente uscire fuori dal nucleo. 

Siccome questi mRNA di MYC sono degradati molto più velocemente all’interno del 

nucleo che al suo difuori, questo nuovo meccanismo di esportazione nucleare, il quale è 

chiamato gene gating (trasporto del gene), permette all’mRNA prodotto da MYC vicino ai 

pori nucleari di fuggire dalla più rapida degradazione all’interno del nucleo e quindi di 

aumentare i livelli totali dei mRNA di MYC e della proteina MYC, i quali, a loro volta, 

contribuiscono al mantenimento dello stato tumorale delle cellule. 

In questa tesi, descriverò i meccanismi molecolari che regolano il gating del gene di MYC 

e i vari elementi coinvolti in esso e, discuterò anche come tale scoperta possa 

beneficiare la nostra comprensione circa lo sviluppo e la progressione tumorale e la 

progettazione di nuovi trattamenti per il cancro. 

  



 

 

Abstract 
Pathological expression of the MYC oncogene is a common denominator in a wide range 

of cancers and is linked with abnormal cell proliferation. To achieve this status, the MYC 

gene benefits from being embedded in a region rich in enhancers and super-enhancers 

that are often absent in the normal cell counterparts. How those regions regulate MYC 

transcription and expression is, however, not well understood, although likely players 

include enhancer-binding factors, the 3D nuclear architecture and local eRNAs and 

ncRNAs. 

In this thesis, two new models governing MYC expression have been identified. The first 

describes a posttranscriptional mechanism that is based on the gene gating concept 

proposed in 1985, while the second is based on the ability of the non-coding eRNA, 

CCAT1 to promote MYC transcription, which paradoxically antagonizes the gating of 

MYC.   

In Paper I, a model of gene gating mechanism of MYC in human cancer cells is proposed. 

Briefly, the Nucleopore Complex (NPC) member ELYS (or AHCTF1) recruits MYC and its 

distal Oncogenic Super Enhancer (OSE) to the nuclear pore in a b-catenin -dependent 

manner. This principle increases MYC expression post-transcriptionally by facilitating 

the nuclear export of its derived mRNAs and thus enabling the escape of MYC 

transcripts from the faster degradation rate in the nucleus compared to the cytoplasm.  

In Paper II, a CTCF binding site within the non-coding gene, CCAT1, positioned within the 

OSE, was mutated using CRISPR technique. Expanded clones carrying the mutated CTCF 

binding site revealed that this site is essential for the canonical WNT-mediated gating of 

MYC. Normally ascribed an insulator function, this non-canonical feature of CTCF was 

essential for the recruitment of ELYS/AHCTF1 to the OSE, thereby effectuating its 

anchoring to the nuclear pore. In addition, this report shows that CTCF is essential for 

the WNT-mediated activation of the CCAT1 gene.  

In Paper III, the role of the OSE transcript CCAT1 in the gating mechanism was further 

analyzed. siRNA-mediated knockdown of CCAT1 eRNA expression revealed its dual 

function. While it promotes MYC transcription in the nuclear interior, it impedes the 

nuclear export of its derived mRNAs. We speculate that the CCAT1 eRNA likely indirectly 

alleviates transcriptional pausing of MYC transcription. Conversely, transcriptional 

pausing is proposed to promote the migration of the MYC gene to the nuclear pores to 

provide a key switch in the nuclear export pathways of MYC mRNAs.  

In summary, this work has identified two new models of MYC expression regulation in 

cancer cells, thereby providing opportunities for designing new pharmaceutical 

strategies targeting pathological expression of this central oncogene during cancer 

evolution.  
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Introduction 
The work of this thesis describes evidence of a new molecular mechanism governing the 

nuclear export of MYC transcripts into the cytoplasm. 

Producing these data during these years of my doctoral education has been not always 

easy and the journey that brought me to this moment has been divided into several 

stages. When I had to think about a title that could summarize my results, the first word 

that came to my mind was “odyssey”. 

Perhaps my subconscious thinking of my trip to reach this milestone, in combination 

with my southern-Italian heritage, has played an important role in choosing this word, 

but after a deep reflection, I thought “odyssey” would perfectly describe the gene gating 

mechanism of MYC transcripts. 

To begin this journey that discovered the secrets of gene gating that regulates the MYC 

expression, I will start describing the world in which this odyssey takes place. 

The sea in which MYC sails is complicated and full of dangers. It’s a very crowded and 

dynamic world, with many kingdoms (nuclear periphery and nuclear pores, transcription 

condensates, speckles, etc.), that will be described below in more detail, and powerful 

enchantresses, first among all CTCF that, like Circe, is able to change the shapes of what 

it touches and rule on the 3D nuclear architecture. 

After that, I will talk about the different stages of the transcription journey, from its 

initiation and elongation, with all the regulatory mechanisms behind them, to the 

termination and the defense mechanism against the enemies that want to degrade the 

transcript before it is able to reach the final destination.   

Two of the most dangerous monsters in this world, probably more dangerous for us 

readers who want to find a meaning in the story, than for MYC itself, are plasticity and 

stochasticity, the Scylla and Charybdis of the nucleus that would do their best to 

change the route of the trip and wave the sea. 

Finally, I will talk about the main character of the story, that is of course MYC, one of the 

most studied oncogenes, upregulated in a vast type of cancers and, that, as for the 

Homeric Ulysses, is still surrounded by an aura of mystery. As I will describe it later, what 

exactly is the function of MYC oncoprotein in cancer cells is not yet well-understood. 

Whereas MYC binds almost all promoters, the effect on the transcription of its target 

genes is rather moderate, even though MYC remains an essential player in the 

oncogenesis process. Another common feature between Ulysses and MYC is 
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astuteness: MYC is able to resist many drug treatments by regulating the cellular drug-

export mechanisms that will get rid of them.  

Essentials for the success of the journey are a good boat and nice fellows: the 

oncogenic super-enhancer upstream of the MYC locus, active only in cancer cells, is a 

perfect scaffold for the transcript to travel with, and the eRNA CCAT1, a very friendly 

mate involved in the upregulation of MYC and in many cancerogenic processes, is 

essential to accomplish this adventure.  

As the help of some Gods was crucial for Ulysses to navigate, in the same way, the WNT 

signaling pathway, from the above, overlooks many aspects of the life of a cancer cell 

and helps MYC in its gating. 

I hope that after having read the description of the world and of the characters of this 

odyssey, you would also be excited in knowing more details of this great adventure, as I 

was, when I observed them for the first time, and as I’m still now while trying to describe 

this story.  
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1 Literature review 

1.1 The crowded world of the nucleus: the 3D nuclear architecture 

In the highest taxonomy rank, all organisms are divided into 3 domains: Bacteria, Archaea 

and Eukaryota. Humans, together with all animals, fungi, plants, and other unicellular 

organisms like amoeboids belong to the Eukaryote domain. The common denominator 

between them is the possession of a nucleus (from ancient Greek, eukaryote, “good 

kernel”), in which the genetic material is protected and separated from the other cellular 

compartments and functions. 

It is generally thought that the nucleus is similar among all eukaryotes since the Last 

Eukaryotic Common Ancestor, but recent studies of nuclear membranes in different 

types of organisms have shown that the nucleus, as we know it today, has not only 

appeared recently in the evolution1 but also that the nuclear membranes have evolved 

together with the nuclear pore complexes (NPCs)1–3.  

The nucleus is a quite crowded environment: it contains all the genetic material 

structured in a complex 3D architecture (Figure 1A) and all the enzymes and molecules 

needed for essential nuclear functions like DNA duplication, repair and RNA transcription 

and maturation. Containing all these elements in a relatively small space is what 

probably makes the nucleus such a special organelle in which unique features like 

compartmentalization and liquid-liquid phase separation have evolved to allow more 

complicated but also energetically more sustainable functions to exist4.  

1.1.1 Nuclear Compartmentalization 

If we color cell nuclei with a simple DAPI (4′,6-diamidino-2-phenylindole) staining, that 

binds adenine-thymine -rich regions of the DNA, it is possible to distinguish areas with 

different fluorophore absorption that seem to form compartments within the nucleus. 

Whereas DAPI staining is mainly used to visualize nucleoli, more advanced microscopy 

techniques have enabled the detection of many more compartments (Figure 1A): 

speckles and paraspeckles, splicing hubs, Cajal bodies, histone locus bodies, 

transcription factories, etc. Each of these structures, which do not have a surrounding 

membrane, has specific functions and is formed by specific components.  
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Figure 1: The crowded nuclear environment 

(A) The nucleus is mainly occupied by DNA, which can reach 2m in length in every single human cell. To be able to be 

contained in the much smaller nuclear space, the DNA is organized in a strictly regulated architecture. (B) Firstly, the DNA 

is rolled around histone proteins to form nucleosomes, which agglomerate to shape chromatin fibers. Within the same fiber, 

DNA can form loops to connect regulatory elements, like enhancers (in orange in A), to gene promoters (in blue in A) and 

regulate transcriptional activity. (C) Fibers, in turn, fold to form chromatin domains, or TADs that reduce the probability of 

interactions between specific elements. (D) TADs of similar structure assemble in chromatin compartments: A-type 

compartments are formed mainly by less compact euchromatin, and B-type compartments consist of dense 

heterochromatin. Furthermore, each individual DNA fiber forms a chromosome, visible during mitosis, which during 

interphase occupies a specific space within the nuclear volume, forming the so-called chromosome territory that 

extensively intermingles with other chromosome territories. Nuclear envelope and architectural proteins, like CTCF, are 

necessary for a correct 3D nuclear organization. In the DNA-free space, RNA molecules and proteins aggregate in nuclear 

bodies or compartments. 

Modified from The Self-Organizing Genome: Principles of Genome Architecture and Function, Cell 2020 18328-4, 

https://doi.org/10.1016/j.cell.2020.09.014 

One of the most diffuse hypotheses explaining nuclear compartmentalization is based 

on the physical concept of phase separation and condensation: normally a molecule A 

and a molecule B would randomly mix with each other to maximize the entropy of the 

system, but if A has a higher affinity to similar other A molecules, the non-covalent 

interactions between A molecules will be energetically favorable. If those interactions 

happen at multiple independent sites of A, the avidity (the sum of the strength of 

multiple non-covalent molecular interactions) of such molecules will increase, allowing, 

when a critical concentration threshold is passed, the self-interacting A molecules to 

form a separated phase from B molecules, a condensate. This process is called 

concentration-dependent- phase separation4. From a biological perspective, these 

types of multivalent weak interactions can happen between the intrinsically disordered 

regions (IDRs) of proteins that allow them to interact simultaneously with other proteins, 

DNA, or RNA molecules5. 

To have a biological functional condensate, the molecules within the separated phase 

have to be able to dynamically form and destruct weak interactions as in a liquid-type 

of state, a phenomenon called liquid-liquid phase separation (LLPS)4–7. Those 

condensates will have distinct properties and physical states (liquid, solid or gel-like) 

than their surrounding4–7. 
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In their review, Sabari et al.5 claim that biological condensates have 3 main features: 

compartmentalization, the ability to separate proteins involved in a specific process 

from other activities that happen in the surroundings, selective partitioning, by which the 

condensates are able to select molecules only essential for its function and “expel” 

others even if they were produced within them, and concentration, that is the 

production of higher concentration of molecules involved in the condensate’s 

processes. 

It is important to highlight how in the field the terminology is still not properly uniform, 

and the terms condensates, compartments, phase separation, and liquid-liquid phase 

separation are often interchanged and mixed. More precisely, phase separation is a 

specific thermodynamic behavior that results in the formation of condensate, the LLPS 

is a specific subtype of phase separation that forms liquid-type of condensates which 

in turn are one, but not the only, speculated formation mechanism of nuclear 

compartments4. 

One of the first studies to observe the LLPS nature of a nuclear compartment, the P 

granules of Caenorhabditis elegans, was done by Brangwynne et al. 8 that show the 

dynamics of formation and disruption of those granules and their ability to undergo 

fission, division, and fusion. 

 

An important component for phase separation and condensation to happen in a cell is 

the presence of a confined environment, such as, e.g., the nucleus, or the presence of 

“sticky surfaces” that can recruit molecules in specific territories, such as the nucleoli or 

the nuclear periphery with Lamin proteins, nuclear pore complexes, SUN- domain 

proteins, and non-coding RNAs acting as “Velcro”4,9,10 that can bind diffusible molecules 

and be the seeding point of nuclear compartment formation. 

The advantages of forming compartments within the nucleus are many: they allow for 

the concentration of enzymes or transcription factors that would otherwise be difficult 

to accumulate just by diffusion in a specific space; they mediate contacts between 

chromatin fibers, e.g., between enhancers and promoters that would be otherwise 

linearly far away from each other; they facilitate co-transcription of specific regions; 

they permit to couple different processes like transcription and splicing, and they seem 

to be very important in helping transcription factors to find their targets4,5. This was 

brilliantly shown by the work of Brodsky et al.11, which describes how IDRs of transcription 

factors are necessary and sufficient to localize the majority of the promoter targets. 

Transcription factors (TFs) thus often bind common DNA motifs with high-affinity, but, 

nonetheless, they occupy specific sets of promoters. By only affinity and diffusion it 

would take several hours for a transcription factor to find the target. To solve this 

problem, Brodsky and co-authors11 suggest that first the IDRs, of which TF are enriched 
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in, place the TF in a specific DNA region, compartment, surrounding the target. Once 

there, the TF DNA Binding Domain can then recognize with high-affinity the DNA motive, 

stabilizing in this way the binding11. 

Apart from the above-mentioned principles, the formation of several very specialized 

nuclear compartments is supported by the chromatin that works as a scaffold, folding 

the genome in a dynamic and specific 3D architecture12. It is important to highlight how 

all these structures are really dynamic, and they cannot be thought of as static stable 

organizations.  

1.1.2 3D Genome organization  

1.1.2.1 The formation of A and B compartments 

The physical organization of the genome within the nucleus has been examined with 3D-

DNA-FISH (Fluorescent In-Situ Hybridization), a microscopy-based method that allows 

targeting genomic regions with fluorescent oligo probe, and Hi-C variants that enable 

the identification of all-to-all cross-linked chromatin fiber contacts in large and small 

cell populations or single cells following chromatin digestion, ligation and sequencing 

steps.  

3D-DNA-FISH has visualized that interphase chromosomes occupy specific volumes 

within the nucleus called chromosome territories13 (Figure 1A) (also reviewed in Lemaître 

and Bickmore, 201514) that extensively intermingle with each other at their boundaries15.  

 

Hi-C assays have confirmed the existence of chromosome territories by documenting 

high interaction frequencies between regions in cis, i.e. within the same chromosome, 

compared to trans interactions bridging distinct chromatin fibers on different 

chromosomes.  

Importantly, Hi-C has uncovered that chromatin, at megabase scale, is divided in 2 

compartments: A compartment, which is composed of gene-rich, high accessible 

regions with active transcriptional histone marks, and B compartment, which consists of 

compact, less accessible chromatin regions with repressive transcription marks. Regions 

belonging to the same type of compartment are more frequently in contact with each 

other and tend to compartmentalize16 (Figure 1A and 1D).  

Innovative approaches have thus elucidated the role of b-actin in regulating the 

communication and switches between these 2 compartments: b-actin knockdown thus 

increases general chromatin decompaction by facilitating a decrease in H3K9me3 and 

an increase in H3K4me3 levels and, as consequence, deregulated gene expression17. b-

actin levels don’t influence only local chromatin arrangements but also reversibly 

change nuclear 3D architecture by affecting the DNA-binding of the chromatin 

remodelers BAF/BRG1 that generally oppose the function of the Polycomb Repressive 
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Complex (PRC). PRC, together with heterochromatin protein 1-alpha (HP1a) is, in turn, 

involved in initiating the phase-separation processes to establish A and B 

compartments17,18. Moreover, switching from B to A compartment seems to be driven 

more by the transcriptional activity and gain in chromatin accessibility at long-range 

regulatory elements, probably guided by b-actin-mediated H3K27ac, than by a change 

in chromatin interactions19.  

Observing Hi-C data at higher resolution within A and B compartments, Dixon et al.20 

have observed that the genome is organized in what they call Topological Associated 

Domains (TADs) (Figure 1A and 1C): large, megabase-sized, evolutionally and, to a great 

extent, cell-type conserved local chromatin domains displaying 2-4 fold higher 

interaction frequency within the domain than between domains, which provide a 

framework for enhancer-promoter interactions (Figure 1A and 1B). The boundaries of 

such domains are enriched in chromatin architectural proteins like CTCF (Figure 1C) and 

the cohesin complex, tRNAs, housekeeping genes, and SINE (short interspersed nuclear 

element) retrotransposons, which have an essential role in their formation and 

preservation. TAD are divided into sub-TADs that tend to limit the activity of an 

enhancer or super-enhancer to a specific genomic region21. Although the formation of 

TADs is not well understood, the role of architectural proteins, such as CTCF and 

cohesin is well-established22. 

1.1.2.2 CTCF: the “Circe enchantress” of the nuclear architecture 

CTCF, the CCCTC-binding factor, is considering the master regulator of chromatin 

architecture and genome organization23. It is an evolutionary conserved transcription 

factor that harbors 11 zinc fingers, of which zinc fingers 4-7 are essential for the 

distribution of CTCF within the genome and bind the core-DNA binding motif22,24,25 in a 

methylation-sensitive manner26.  

Initially, it was discovered as a transcriptional regulator of the chicken c-myc27, and later 

as an insulator of chicken b-globin gene where it is placed between the gene and its 

enhancer element to block enhancer-promoter interaction28. Since then, it has become 

evident that CTCF can thus work as transcriptional activator, repressor and insulator by 

binding directly to gene promoters and enhancer or insulator elements22. More recently, 

CTCF was discovered to act as chromatin architectural protein and establish short- and 

long-range chromatin fibre interactions between various regulatory elements, 

demarcate TAD boundaries and isolate enhancer-promoter interactions within sub-TAD 

compartments20,29 (Figure 1C). 

How CTCF carries out its regulatory roles is not clear22. For the insulation function, it is 

thought that CTCF can bend the DNA element it binds to and organizes a specific 3D 

chromatin configuration that prevents the access of enhancer elements to the target 

promoters, if placed in between. In the case of the Igf2/H19 imprinting control region, 
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CTCF bound to the maternal Igf2/H19 imprinting control region thus blocks the access of 

upstream enhancer elements to the Igf2 gene and simultaneously maintains DMR1, a 

silencer element targeting Igf2, in an active state to repress Igf2 expression30. Moreover, 

the various functions of CTCF can be further boosted by the combinatorial use of its Zn-

fingers to bind DNA as well as its RNA and protein-interactors in a site-specific 

manner23. CTCF has thus been shown to be able to both promote histone 

deacetylation31 and the recruitment of Pol II and other transcription factors to facilitate 

the formation of transcription condensates32,33.   

Its role in the formation of TAD boundaries is less well-understood22,33,34. Bioinformatic 

analyses have thus revealed that the formation of the loop base is facilitated by 2 CTCF 

binding sites in a convergent motive orientation with respect to the interior of the loop35 

(Figure 1C). The reason for such specific orientation, that would be difficult to explain if 

the anchor sequences found each other only by diffusion mechanisms, can be better 

understood in the context of the loop extrusion model36. This model is used to explain 

features of genome architecture, including TAD formation and enhancer-promoter 

interactions36. According to the model, cohesin, a DNA binding multisubunit ATPase 

belonging to the family of structural maintenance of chromosomes (SMC) protein 

complexes, would initially form a small loop entrapping the DNA sequences in cis inside 

a ring structure formed by its 3 subunits36. The loop is proposed to grow until the 

extruding cohesin complex interacts with 2 CTCF molecules bound at the convergent 

CTCF binding sites, brought together in cis by this loop extrusion mechanism36. This 

model is able to explain why CTCF and cohesin are both found on loop and TAD 

boundaries and why cohesin accumulates at CTCF sites36. 

Surprisingly, acute removal of CTCF effects only marginally the mean levels of 

transcriptional activity, despite the alteration of the 3D nuclear architecture37. Although 

the transcription of some genes seems to be more affected than others by CTCF 

depletion38, this observation raised the question that looping might not always be 

essential for enhancer-promoter interactions and CTCF might only modulate their 

existence22. In contrast to this observation, mutation of a CTCF binding site at a TAD 

boundary was sufficient to cause developmental defects 39, despite that the lack of 

CTCF binding only slightly altered the contact frequencies of enhancer-promoter 

contacts over TAD boundaries39. Moreover, reduced levels of CTCF have been shown to 

alter the cell-to-cell variability of gene expression40. In addition, the effect of CTCF on 

TAD-boundary strength might be locus-specific. Gong et al.41 have thus shown that 

multiple CTCF sites are enriched at TAD boundaries with higher boundary strength, and 

that super-enhancers are, in general, insulated by such strong boundaries. Finally, 

altered transcription and disrupted 3D genome organization are typical features of 

cancers22. Some of those alterations have been linked to mutations in the CTCF gene or 

in some of the CTCF binding sites22.  
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Post-translation modifications and interactions are also known to affect CTCF 

functions: its Poly(ADP-ribosyl)ation by PARP1 is, for example, required for its insulator 

function at the H19 imprinting control region42, whereas its direct interaction with PARP1 

is needed for the positioning of circadian genes to the nuclear lamin43. In addition, 

noncoding RNAs can strengthen or disrupt CTCF binding to chromatin, and lncRNAs are 

thought to fine-tune the DNA binding ability of CTCF at specific genomic loci22.  

Although experimental evidence for the role of chromatin fibre interactions between 

distant regulatory elements and TAD organization is well established, it is less clear how 

such events on the primary chromatin fibre relate to the compartmentalized 

architecture of the 3D nucleus33. 

1.1.3 Nuclear periphery 

The periphery of the nucleus is the region in proximity to the nuclear envelope. The 

envelope, is not only a delimitation structure that protects the nucleus from 

cytoplasmic activities, but it also plays a crucial role in many nuclear activities, from 

gene regulation to RNA transport and nuclear export, nuclear architecture and DNA 

duplication. The nuclear membrane is constituted of 2 individual lipid bilayers, the outer 

nuclear membrane, which is in continuation with the cytoplasmic endoplasmic 

reticulum, and the inner nuclear membrane, which contains several transmembrane 

proteins. The 2 layers are separated by a perinuclear space of around 50nm in human 

cells44, and connected by nuclear pore complexes that work as gatekeepers of the 

nucleus. The inner nuclear membrane is connected with an intricate set of intermediate 

protein filaments called lamins. In mammals, there are 4 types of lamin proteins: lamin A 

and lamin C (A-type lamins), produced by alternative splicing of the LMNA gene, and 

lamin B1 and lamin B2 (B-type lamins) which are the products of the LMNB1 and LMNB2 

genes, respectively. Alternative splicing of LMNA and LMNB1 produces lamin C2 and 

lamin B3, which are germ-cell-specific isoforms. While A-type lamins are expressed 

asynchronously only in differentiated cells, B-type lamins are expressed early during 

embryonic development and they continue to be expressed in mature adult cells 

(already reviewed in 1988 by Larry Gerace and Brian Burke45). 

Many diseases have been linked to malformation or mutation in the lamins, as reviewed 

by Muchir and Worman46, including the premature aging syndrome called Hutchinson-

Gilford progeria syndrome47. 

1.1.3.1 Lamina Associated Domains  

The lamina is essential for shaping the 3D architecture of chromatin: it works as a 

scaffold to dynamically attach specific regions of DNA to form the so-called Lamina 

Associated Domains or LADs. Since the first microscopy observation of chromatin, it 

was obvious that in interphase, the genome is divided into a more dense and compact 
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structure called, heterochromatin, and into a more open architecture called 

euchromatin. Already with basic electron microscopy techniques in the early 70’, it was 

observed that heterochromatin is mainly localized at the periphery of the nucleus, in 

contact with the lamin48 (also reviewed by Lemaître and Bicknore14). This observation has 

been confirmed with many more sophisticated and modern techniques, including three-

dimensional structured illumination microscopy (3D-SIM), that have been able to add 

more details to the pictures: the LADs are not uniform all around the nuclear envelope, 

but the area around the NPCs is generally chromatin-poor49. The high density of 

heterochromatin is the consequence of highly compact DNA domains formed by the 

deposition of histones carrying transcriptional silencing marks, such as di- or tri-

methylated lysine 9 or lysine 27 of histone 3 (H3K9me2, H3K9me3, H3K27me3)50. 

Euchromatin is instead more open and accessible to transcription factors thanks to 

histones that are enriched with active transcription marks like tri-methylated lysine 4 of 

histone 3 (H3K4me3) or the high acetylated tails of histone 3 and 451.  Those are just 

some of the most well-established of the large amounts of modifications and their 

combinations histone tails can carry. The various modification combinations of histones 

form a much more complicated and yet not well-understood language, which is 

dynamically deposited, erased, read, and interpreted by many players within the 

nucleus, a language generally known as histones code52.  

In the last decades, many methods have been developed to study the specific genome 

sequences that form hetero- or euchromatin in a cell type-, differentiation stage- and 

environmental signaling-dependent manner. The Chromatin Immunoprecipitation-

sequencing (ChIP-seq) assay, for example, enables the immunoprecipitation of an 

antibody against, in this context, a histone modification and the chromatin around it that 

would be sequenced53, DNase-seq, in which the DNase I hypersensitive sites, 

nucleosome-free chromatin regions that are subjected of DNase I cleavage, would be 

able to be sequenced54; and ATAC-seq (Assay for Transposase-Accessible Chromatin 

using sequencing) where hyperactive Tn5 Transposases is used to tag with adaptor for 

next-generation-sequencing open chromatin region55. Another method used to study 

more specifically the LADs is the DNA adenine methyltransferase identification (DamID), 

in which a protein of interest, for example, LaminB, is fused with a DNA-

methyltransferase that methylates in position 6 any adenine on the DNA region in which 

the target protein will bind. Since the methyl6adenine is not a natural DNA modification 

in eukaryotes, the chromatin regions in which the target protein will bind could be easily 

detected by methylation-sensitive restriction enzyme digestion, sequencing and 

bioinformatic analysis56. 

Since LADS are mainly occupied by heterochromatin, they also largely overlap with the 

so-called LOCKs, Large Organized Chromatin K9-modifications57, regions of the 

chromatin enriched by H3K9me2. Wen et al.57 have thus shown that H3K9me2 LOCKs 
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represent 30% of the entire genome of mammalian cells, are evolutionally conserved, 

acquired during development in a tissue-specific manner to coordinate cell type-

specific gene repression, and are perturbed in cancer cells. LOKCs seems also to play an 

important role in the reconstruction of LADs after cell division acting as “a 3D 

architectural mitotic guidepost58”.  

Later studies have shown that LADs could be divided into 2 categories: constitutive 

LADs that are A/T rich-regions, gene-poor, more evolutionally conserved, and work as 

the “skeleton” of the nuclear architecture59; and facultative LADs that are more cell 

type-specific and richer in genes, which act by constraining in a transcriptional silent 

space developmental genes that have to be inactivated in differentiated cells60,61.  

A recent study has uncovered LOCKs with active marks, which are prominent during 

early differentiation and can also be used to distinguish undifferentiated cells from 

differentiated ones, and LOCKs with silencing marks other than H3K9me2, such as 

H3K9me3 and H3K27me362. An interesting sub-group of LOCKs are the bivalent LOCKs 

prominently present in undifferentiated cells. Bivalent LOCKs carry both active, H3K4me1 

or H3K4me3, and repressive, H3K27me3, marks similarly to bivalent genes marked by 

both H3K4me3 and H3K27me3, protecting the underlying DNA promoters from DNA 

methylation during long-term silencing63. The bivalent LOCKs tend to overlap with 

Topologically Associated Domains (TADs)62, are bound by chromatin architectural 

proteins such as the transcription factor CTCF62, and in differentiated cells, they are 

replaced by only the silencing H3K9me3 mark62. 

LADs form a dynamic environment, which can have functions beyond repressing gene-

poor domains and developmentally regulated chromatin regions. An interesting 

contribution of LADs to the expressivity of the genome in adult cells is the formation of a 

temporary silencing platform for specific genes in certain circumstances: Zhao et al.43 

have observed, for example, that several circadian clock-regulated genes move, in a 

transcriptionally active state, from the center of the nucleus to the periphery where they 

acquire silencing marks and become temporally transcriptional inactive before being 

released back to the nuclear interior in a rhythmic manner, under the control of CTCF 

and the DNA repair protein PARP1. Interestingly, repressed circadian genes are released 

to the nuclear interior while being marked by H3K9me2, despite that in other cellular 

contexts the acquisition of H3K9me2 and H3k9me3 marks have been sufficient to 

reposition a locus to the nuclear periphery and to delay replication timing64–67.  

A recent study has also observed a role for lamin A/C in splicing68. Tammer et al. have 

thus shown how the outcome of the splicing is influenced by the genome architecture: 

at the nuclear periphery where genes tend to have a lower GC- and higher AT-content, 

errors in alternative splicing might result in exon skipping68. Whereas in the nuclear 



 

12 

interior, which is enriched in GC-rich genes, splicing errors are linked to intron 

retention68. 

Another very interesting recent discovery by Caballero et al.69 is that the inner nuclear 

membrane protein Lem2 coordinates, in yeast, the RNA degradation of meiotic 

transcripts and non-coding RNAs by interacting with and targeting exosome subunits to 

the nuclear periphery. 

These examples clearly show not only the dynamics of the nuclear periphery but also 

the importance of the 3D nuclear architecture, which is essential in all aspects of gene 

duplication and regulation.  

1.1.3.1 Nuclear Pores 

The nucleus is connected to the cytoplasm by one of the most complicated protein 

macromolecular complexes in the cell called Nuclear Pore Complexes (NPCs). NPCs 

consist of more than 1000 subunits and have a mass of around 110MDa70. They localize 

at around 800Å wide-pores formed by the fusion of the outer and inner nuclear 

membranes70. One of the features that distinguish NPCs from other cellular channels is 

the ability to protect the nucleus from free diffusion of large molecules and at the same 

time allow transport of cargo in their native folded state70. The passive diffuse barrier is 

created by the phenylalanine and glycine-enriched (FG) IDRs repeats. This allows 

molecules lower than 40kDa to passively diffuse across it, while bigger cargos need 

facilitated transport, achieved by nuclear transport factors, to efficiently cross the 

barrier70. 

Since their first discoveries in 195971 by electron microscopy, the structures of NPCs 

have been intensively studied by X-ray crystallography, proteomics, and structural 

biology methods, and recently also by Artificial Intelligence-based structure 

prediction72. Those studies have shown that each NPC is composed of around 30 

nucleoporins or Nups (the exact number seems to be cell-type dependent), some of 

which surround symmetrically the transportation channel, forming a core of three 

cylinders: one within the nuclear envelope and one each in the outer and inner nuclear 

membranes. This core works as a scaffold for the asymmetrical binding of the 

cytoplasmic and nuclear nucleoporins which form, respectively, the cytoplasmic 

filaments and the nuclear basket73. The structure of the nuclear pore and that of each 

Nups are evolutionarily conserved, despite poor sequence conservation. This feature 

has brought some authors to suggest that proto-NPCs have been the first form of the 

nuclear envelope, and that the current nuclear membrane was a later addition1. Nup133 

and Nup153 are the main Nups responsible for the NPC reassembly after cell division74,75: 

Nup133 seems to be essential for the reconstitution of the NPC basket and to recruit 

Nup107 and ELYS (or AHCTF1), while Nup153 is responsible to recruit Nup98, Nup62, and 

Pom121. ELYS seems to be the only nucleoporin with an AT-hook-DNA-binding domain76. 
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Like other components of the nuclear periphery, also the NPCs are very dynamic entities 

involved in many other processes than only being a transport channel of transcripts and 

molecules between the nucleus and cytoplasm. Actually, many nuclear Nups are mobile 

and have been found inside the nucleus in contact with specific chromatin regions. 

Nup98, for example, has been shown to not only bind enhancer regions of Hox genes 

and ecdysone-inducible genes in Drosophila but also to be responsible for the 

stabilization and transcriptional memory of enhancer-promoter loop and their anchoring 

to the NPC77. Other 2 independent studies78,79 have also observed similar behaviour in 

different mammal cells: Nup98 and Nup153 have been found connected to super-

enhancer regions to the locus control region of b-globin. Their absence is also 

responsible for a drastic change in the transcriptional activity of SE-regulated targets. 

Both Nup98 and Nup153 contain many IDRs that could help in forming phase-separated 

compartments between super-enhancers and their target genes77,80. In Drosophila, 

Nup98 seems to interact in the interior of the nucleus with highly acetylated and 

transcriptionally active chromatin, while a small percentage of Nup98 interactions 

happen at NPCs, at the nuclear membrane, with short, transcriptionally inactive regions81. 

In addition, Nup98 works as a chromatin architectural protein, similarly to CTCF that also 

physically interacts with Nups. Indeed, Nup98 is abundant at TAD and sub-TAD domain 

boundaries, suggesting its involvement in their formation82,83. In addition, Nup93 is a 

component of the inner-ring sub-complex of the NPC and seems to interact with both 

inactive Polycomb Response Elements84 (PRCs) and H3K27ac-enriched active 

chromatin region79,84.   

Other components of the NPCs, like TREX-2, Nup210 and Nup153, are also involved in 

transcription regulation: TREX-2 binds to and regulates the assembly of the mediator 

complex85, and promotes the formation of tissue-specific transcription complexes, 

whereas Nup210 induces genes needed for differentiation86,87, and Nup153 promotes the 

silencing of developmental genes by mediating the recruitment of the PRC188. Whereas 

ELYS ChIP peaks overlap with that of other Nups, they seem to be more robust than the 

peaks detected in Nup98, Nup93, and Nup9777,84; potentially indicating that the binding 

of other Nups to chromatin are mediated by ELYS. Of interest, ELYS is able to bind 

directly to nucleosomes89 and is responsible to recruit activating chromatin remodeler 

complexes like PBAP (Polybromo-containing Brahma-associated proteins) when 

recruited to a genomic locus by another Nup90. The extensive interactions of Nups with 

genomic loci have models proposing that LADs might be interspaced with domains near 

the NPCs of active developmental or inducible genes90. 

Nucleoporins seem to be also sensitive to environmental stress signals, such as Nup133, 

which is downregulated in mice by hyperoxia91. 
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1.1.4 The Nuclear Interior 

From the nuclear periphery to the nuclear interior there is an increase in gene-dense 

chromatin regions14. For that reason, the interior of the nucleus is mainly a 

transcriptionally permissive and dynamic environment, in which a huge amount of 

transcripts need to be transcribed, processed, and exported. Recent studies have 

shown that many of those functions happen within specialized nuclear compartments or 

bodies4,7,12. 

1.1.4.1 Transcriptional condensates 

The concept of transcription factories is quite old and comes from observations by 

electron microscopy and immunostaining of clusters of stable RNA-Polymerase II (Pol II) 

in specific regions of the nucleus92. A recent in-vivo study with super-resolution 

microscopy has confirmed the existence of such entities, but it also documented their 

dynamic nature which enables rapid cellular responses to external stimuli93. Another 

essential component of RNA transcription, the Mediator Complex, also forms large 

dynamic condensates when recruited by transcription factors to large or clustered 

enhancer elements, such as the so-called super-enhancers94. The Pol II and Mediator 

condensates interact with each other and seem to be involved hierarchically in different 

phases of the transcription process94. The main role in the creation of the transcription 

factor/mediator condensates is played by the Activation Domains of transcription 

factors, which are enriched in IDRs95. IDRs are essential for the selective occupation of 

super-enhancer-associated genes, as shown by Zamudio et al.96 for the canonical WNT-

signalling transducer b-catenin. Indeed, b-catenin is recruited on cell-type specific 

super-enhancer/mediator condensates also in the absence of the domain responsible 

for the interaction with TCF/LEF family DNA-binding WNT effector TFs, needed to bind 

DNA96. The combination of the condensate-mediated concentration of the signaling 

factors and the DNA-binding ability is, according to the authors, required for the 

specificity and the high level of gene activation during signaling cascades, such as 

WNT96. 

Recent studies have also shown an important role of nuclear actin in the formation of  

Pol II transcription condensates, especially in response to environmental cues, such as 

serum deprivation or interferon-g: under these stimulations, dynamic polymerization and 

depolymerization of nuclear actin promote long-lasting, larger, and more dynamic Pol II 

condensates, enabling an increase in the basal initiation transcription rate97. 

1.1.4.2 Splicing condensates, Speckles and Paraspeckles 

The phosphorylation of the Serine 2 of the carboxyl-terminal tail domain (CTD) of Pol II is 

the event that initiates the elongation phase of the transcription at promoters 

containing Serine 5 phosphorylated paused Pol II98. Recent discoveries have shown that 

CTD phosphorylation is also responsible for switching the preference of the Pol II from 
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clusters of Mediator transcriptional condensates towards the splicing condensates, 

enriched of splicing factors, the IDRs of which, together with the IDRs of the 

phosphorylated Pol II, drive the condensate formation99.   

It has been observed that highly-transcribed Pol II genes and their pre-mRNA are 

organized around particular nuclear compartments called speckles (reviewed in Lamond 

and Spector100). Those are nuclear bodies enriched in splicing factors and RNA involved 

in the splicing process4,100. They are generally free of DNA and mainly work as a supplier 

of splicing factors to the transcription site100,101. The inner core is composed of arginine-

rich mRNA splicing factors like SRSF1 and SRSF2 and other kinases and phosphatases 

needed for the splicing, while chromatin and pre-mRNAs are localized at the 

periphery4,100. The distance between transcription condensates and speckles is 

regulated and follows an “economy of scale” by which the higher transcription rate, the 

shorter the distance between the 2 bodies. In this way, highly-transcribed genes are 

also subjected to higher co-transcriptional splicing without the need to modify the 

overall concentration of splicing factors in the cell4,102.  

Recently, splicing and DNA-repair mechanisms have been linked, and the two processes 

seem to be interconnected103. In that regard, speckles could also be important 

compartments storing factors for DNA-repair mechanisms104. 

Another compartment that visually resembles speckles but the function of which is still 

not clear is the paraspeckle105. Paraspeckles are condensates formed mainly by 2 

proteins, the essential paraspeckle protein SFPQ (Splicing Factor Proline and Glutamine 

rich), and NONO (Non-POU domain-containing octamer-binding protein), as well as the 

long-non-coding RNA NEAT1 (Nuclear Paraspeckle Assembly Transcript 1)105,106. 

Paraspeckles, and specifically NONO, have been linked to many diseases and 

cancers106,107. In a recent review, McCluggage and Fox argue that paraspeckles can work 

as global sensors of cell stress and help to move the cells between different states: from 

stress condition to homeostatic or between two different differentiation or 

programming states106. 

1.1.4.3 Other compartments: nucleoli, histone locus bodies, and Cajal bodies  

One of the first nuclear bodies ever observed are the nucleoli, essential compartments 

responsible for ribosome biogenesis. As reviewed by Lafontaine et al.108, they contain 

small nucleolar RNAs (snoRNAs), ribosomal DNA, and protein like RNase needed for the 

process108. It is divided into three liquid-like phases: the center is a fibrillar compartment 

containing the ribosomal RNA (rRNA) transcription molecules, which is surrounded by 

the dense fibrillar components where the rRNA is processed, and finally the granular 

compartment where the ribosomes are assembled108. The separation into three distinct 

phases probably is needed to ensure that each biogenesis phase is completed before 

each intermediate product is moved to another compartment4. 
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Other very specialized nuclear bodies are the histone locus bodies and the Cajal bodies. 

In the first, the histone mRNA biogenesis occurs, a process quite different from the 

classical mRNA transcription, since histone mRNAs need snRNA like U7 and regulatory 

proteins to be processed, and are generally not polyadenylated4. An exception are the 

replication-independent histones variants or histones that work as replacement variants 

in non-dividing long-lived cells that have been shown to be polyadenylated109.  

Cajal bodies are responsible instead for the maturation of snRNAs, which process 

requires special modifications like methylation and pseudouridylation. They contain 

snRNAs, small Cajal body RNAs (scaRNAs), and proteins like coilin4. ScaRNA2 is involved 

also in DNA-repair pathways, giving Cajal bodies a role in this important process110 and a 

possible connection to speckles. 

The creation of these really specialized nuclear sub-compartments enables cells to 

concentrate molecules that otherwise would easily diffuse within the nucleus, e.g., 

ncRNAs, and to increase the rate of identification between regulators and targets4,5, 

especially in cases of low-expressed regulators, such as scaRNAs4.  

1.2 The stages of the odyssey: from RNA transcription to export 

As discussed above, the majority of nuclear functions happen within specialized, 

dynamic subcompartments or condensates4,7. In many of the sub-compartments, RNA 

molecules are the main products that need to be produced and/or modified, carried out 

by enzymes and factors recruited to the compartment4,111. To be able to perform all its 

functions, a cell thus needs to read and interpret the information deposited in its 

genome112. That is the main role of the transcription that produces transportable 

complementary RNA units. If those units will be later translated into proteins, they are 

called messenger RNAs (mRNAs), otherwise, they belong to the big family of non-coding 

RNAs (ncRNAs)113.  

Eukaryotes have 3 RNA Polymerases114: Pol II is responsible for all mRNAs and the 

majority of ncRNAs. Pol I is involved in the transcription of large ribosomal RNAs, while 

Pol III is needed for transfer RNAs (tRNAs) and other small non-coding RNAs115. Although 

the molecular mechanisms of Pol II transcription are well-characterized116, it still 

fascinates scientists how specific transcription programs can be executed and distinct 

chromatin loci be recognized by the transcription machinery in a such crowded and 

complex environment like the nucleus117,118. 

1.2.1 Transcription Initiation 

The first phase of the transcription is the initiation, where Pol II and other factors bind 

the gene promoter forming the preinitiation complex responsible for melting the DNA 

strands and initiating the synthesis of short transcripts that generally are aborted until 
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they don’t reach the minimum size that allows the transcription complex to enter in the 

second phase119. 

1.2.1.1 Transcription Factors 

The deposition of the Pol II complex on the promoter is regulated by transcription 

factors, the main factors responsible for the execution of very specific and highly 

regulated transcriptional programs118. 

To better understand the function of TFs, is useful to divide them into 4 categories as 

suggested by Pope and Medzhitov in their review117: Class A TFs regulate housekeeping 

genes, or ubiquitous constitutively expressed genes that are expressed similarly in all 

cell types and are responsible for essential functions of the cell life120. The promoters of 

these genes are generally nucleosome-free and enriched in unmethylated CG, forming 

the so-called CpG islands121. Class B TFs are responsible to activate or repress the 

transcription of primary response ubiquitously inducible genes upon specific cellular 

signals122. Stress, inflammation, or specific metabolic conditions will activate a signaling 

pathway, like NF-kB, Toll-like receptors, and ROS (Reactive Oxygen Species) sensors, 

which cascades will terminate in the activation of specific TFs belonging to this class 

and to the activation or repression of their target genes117,122. Class C TFs, on the other 

hand, are not generally expressed in the cells, and their expression and induction are 

often the results of the activation of the primary response genes by Class B TFs117,122. 

Their targets are secondary response inducible genes.  

Subclass C1 TFs induce their targets after being activated by a broad range of signals in 

most types of cells, e.g., c-MYC, c-Fos, and JunB117,122. Their targets are secondary 

response ubiquitously inducible genes, and their main function is to act as amplifiers of 

specific transcription programs123.  

Subclass C2 TFs are activated in most cell types, but only by specific signaling 

pathways117. Their targets are a small group of secondary response ubiquitously 

inducible genes, and their main role is to control the specificity of the signals. Some 

members of this class are, e.g., E2F family of TFs that are activated by mitogenic signals 

and control cell-cycle genes124. Subclass C3 contains TFs that are expressed under 

specialized signals unique to a specific type of cell. Their target genes are indeed 

secondary response cell-type-specific genes, that generally require chromatin 

remodeling before being able to be activated125. Finally, Class D TFs are mainly involved 

in cell differentiation and cell-type specific expression programs117. Their targets are 

generally cell-type specific constitutive genes, so they are not in need of signals to be 

activated. They are generally responsible to activate cell-type specific enhancers for 

class B and class C TFs117,126. However, it is important to keep in mind that the categories 

above are only illustrative, and TF expression, more than simply an on/off mode, should 

be described as a continuum with peaks if certain conditions are in place12,117 (Figure 2B, 

page 27). 
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How TFs could rapidly find their target is still under debate. One of the hypotheses is 

termed the facilitated diffusion127, by which first, TFs identify genomic neighbourhoods at 

high speed by 3D rapid diffusion. This step is followed by the slowly identification of the 

high-affinity targets within the neighbourhoods. Whereas the IDR domains are mainly 

responsible for the first rapid scan and to localize the correct region, the DNA-binding 

domains are responsible for finding the specific DNA sequence11,118. 

1.2.1.2 Enhancers and Super-enhancers 

TFs play important roles in the regulation of enhancers126,128, which are by definition “DNA 

sequences able to activate gene expression over large genomic distance, independent 

of sequence orientation”129 and regulate cell type- and differentiation stage-specific 

gene expression130. Although the first sequence with this characteristic was found in 1981 

in simian virus 40 genome - an element able to increase human b-globin transcription 

independently of the relative position to the gene promoter131 - it is still very difficult to 

provide a precise molecular definition to enhancer elements129. Typically, an active 

enhancer element is nucleosome-free, therefore sensitive to DNase I treatment, and is 

enriched in TF binding sites, transcriptional co-activators, Mediator complex binding, 

and in activating chromatin modifications such as H3K27 acetylation129,132,133. They thus 

share many features with promoters, and while many enhancer elements can act as 

promoters, some promoters can function as enhancers for other genes134. Although the 

differences between enhancers and promoters are not well defined, promoters tend to 

be enriched in H3K4me3135. However, the identification of enhancers based only on 

chromatin features does not seem to be sufficient, because many of these 

characteristics have been found also in candidate enhancers that don’t stimulate the 

expression of a reporter gene in-vivo129. Other common enhancer-binding proteins are 

the chromatin architectural and looping factors CTCF and the cohesin complex136, 

master regulators of the 3D genome organisation23. CTCF, with or without the cohesin 

complex137, is thus strictly required for a sub-set of CTCF-dependent -enhancer-

promoter loops138,139, and regulates boundary strength at 80% of the TAD domains138,139. 

How enhancer-target promoter interactions are specified during differentiation, is, still 

an unsolved question. The traditional view that enhancers establish stable contacts with 

target promoters via the Mediator complex that works as a bridge by binding TFs loaded 

at both extremities of the loop129 has been challenged by new observations140. 

Experiments based on live-imaging microscopy have shown that, upon activation, the 

diffusion rate and thus the mobility of both enhancers and promoters drastically 

increases, suggesting that the observed higher interactions frequencies between the 2 

entities are rather due to an increased number of stochastics encounters than the 

formation of a stable enhancer-promoter complexes140. Interestingly, another study has 

documented, by super-resolution 3D DNA-FISH and chromosome conformation capture 

techniques, that activation of the Sonic hedgehog pathway correlates with a higher 
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enhancer-target promoter distance as a consequence of the assembly of a large 

chromatin-bound protein complex and the catalytic activity of poly (ADP-ribose) 

polymerase 1 (PARP1)141. As the authors of the study describe, PARP1, which is generally 

known to be involved in DNA-repair mechanisms142, has recently been linked to 

transcription regulation143, the insulator properties of its binding partner CTCF42, while 

the product of PARP1, PAR chains, have been seen as possible seeds that promote phase 

separation by liquid de-mixing144. Indeed, Pol II, the Mediator complex and other 

transcriptional co-activators, and chromatin-remodeling proteins, such as BRD4, are all 

enriched in IDRs4. A current model136 thus proposes that transcription hubs might be 

pre-assembled, similarly to condensates, onto enhancers and later loaded onto the 

target promoter once that is transiently looped to the enhancer via structural proteins 

like LDB1 (LIM domain-binding protein 1) and YY1 (Yin Yang 1). Such a loop is then 

envisaged to become larger and more dynamic136. Such a scenario would also explain 

how the same enhancer can co-activate genes that are 200nm distant from each 

other136,145. 

In 2013, a special sub-group of enhancers were discovered in murine embryonic stem 

cells146 and human cancer cells147, termed super-enhancers (SEs). In both cases, super-

enhancers have been defined as large cluster of enhancer units highly enriched in 

master developmental TFs in the first case, and oncogenic TFs together with BRD4 in the 

second, as well as high levels of Mediator occupancy146,147. Common feature of SEs and 

oncogenic SEs (OSEs) is the ability to robustly increase the transcription rate of a 

specific set of target genes: development-related, cell fate-specifying genes in case of 

SEs and oncogenes in case of OSEs148,149. Since then, super-enhancers have been 

observed in many different cell types149, but a clear structural definition has not been 

made, because many of their features overlap with those of classical enhancers. It is still 

under debate if super-enhancers should be considered a separate entity or a subclass 

of enhancers, and how they are related to other transcription-controlling regions such 

as stretch enhancers and Locus Control Regions (LCRs), as reviewed by Pott and Lieb150. 

Current literature highlights several common features of super-enhancers (reviewed 

in148,150), which suggests that these large regulatory regions are more than just the sum of 

their individual enhancer units150: apart from their large size that usually extends beyond 

10kb, SEs and OSEs are enriched one magnitude more than normal enhancers in cell-

type specific or developmental-specific TFs, Mediator Complex, Pol II, chromatin 

remodeling proteins, like BRD4, and H3K27ac, H3K4me2, and H3K4me1 histone marks and 

display increased chromatin accessibility148,150. OSEs cancer-specific are enriched at 

oncogenes to ensure robust expression of cancer-relevant genes. Both SEs and OSEs 

are moreover enriched in disease-associated variants and disease-associated SNPs 

(single-nucleotide polymorphisms)149. Several SEs can overlap with other large-scale 

regulatory elements like LCRs, and both SEs and OSEs are much stronger activators of 
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transcription than regular enhancers, an ability that is very sensitive to the down-

regulation or inhibition of TFs and BRD4151. Finally, SEs and OSEs tend to be located near 

CTCF binding sites that provide a “porous barrier” to demarcate SE range152. Moreover, 

CTCF binding within SEs is linked with their hierarchical organisation and the emergence 

of hub enhancer units within SEs153.  

Another characteristic that distinguishes SEs from classical enhancers is that enhancer-

RNAs (eRNAs) produced within SEs tend to be similar to lncRNAs in that they are 

generally long, complete, spliced, and polyadenylated, as opposed to the short, 

bidirectional, capped eRNAs generated within regular enhancers154.  

1.2.1.3 Enhancer-RNAs 

Although eRNAs mark enhancers and SEs/OSEs, they are discussed in a separate 

paragraph due to their emerging importance in the regulation of enhancer functions155. 

eRNAs are thus RNA transcripts produced bidirectionally or unidirectionally by Pol II on 

active, H3K4me1- and H3K27ac-enriched enhancers or SE/OSE regions156. The majority of 

eRNAs produced within regular enhancers are short, unspliced, nuclear, non-

polyadenylated, 5-capped, and more sensitive to exosome degradation than normal 

mRNAs154 – a feature that led to models arguing that they might be only the noisy 

consequence of Pol II recruitment134. As opposed to regular enhancers, a subset of SEs 

and OSEs produce long-enough eRNAs to become polyadenylated that can work 

similarly to lncRNA157.  

Several models have been proposed to provide explanations for the evolution and 

function of eRNAs. Based on the results of Parakal et al.158 showing that the lncRNA Lockd 

doesn’t have any function in cis or in trans, Espinosa 159 has thus speculated that 

lncRNAs evolved from simple eRNAs that, by chance, obtained regulatory trans activity 

that has been advantageous for the cell/organism and therefore selected upon during 

evolution.  

Several lines of evidence support a regulatory role for eRNAs. For example, the 

expression of eRNAs tends to precede the expression of target genes and their level 

correlates with that of their targets160,161: downregulation or exogenous overexpression of 

certain eRNAs thus results in inhibition or stronger activation of the target gene160,162. 

How eRNAs perpetrate their action is not yet very clear, but several observations and 

hypotheses have been made. 

An important mechanism involves the ability of certain eRNAs to bind cohesin subunits 

to thereby facilitate the formation and the stabilization of enhancer-promoter 

chromatin loop163. Similarly, eRNAs have been described to activate the kinase activity of 

the Mediator complex towards H3 serine 10 phosphorylation and to facilitate the 

chromatin localisation of Mediator subunits to thereby affect chromosome folding161. 
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Moreover, eRNAs can interact directly with histone acetyltransferase CPB/P300 that 

increases the level of activating H3K27ac around enhancers and promoters164. In 

addition, it has been proposed that similarly to other nascent RNAs, eRNAs might be 

able to bind the Polycomb Repressive Complex 2 (PRC2), a transcriptionally repressive 

chromatin remodeling complex, to antagonize its binding to chromatin and thereby 

reduce the repressive H3K27me3 mark165. 

As we discussed for other nuclear compartments, RNA molecules have a key role as a 

scaffold for the creation of LLPS condensates4. In the same way, eRNA might work to 

create phase-separated enhancers, as illustrated by Arnold, Wells and Li166.  

Finally, a surprising observation suggests that eRNAs could work as spatiotemporal 

decoys, regulating the transcription elongation phase by binding of the RNA recognition 

motif of the E subunit within the NELF (Negative Elongation Factor) complex that is 

responsible to induce Pol II pausing167. NELF thus binds Pol II and nascent transcripts to 

pause the transcription process until the phosphorylation of the Pol II CTD and of NELF 

itself by the positive transcription elongation factor p-TEFb - a step needed for the 

initiation of the elongation phase98. eRNA might modulate this process, facilitating the 

release of NELF by recruiting it on itself, resulting in a largely and more precisely timed 

response compared to the basic transcription167.  

On the note, also other non-coding RNAs have been shown to play a role in the 

regulation of transcription initiation: Dueva and collogues, have, for example, observed 

how single-stranded RNA can promote the opening of chromatin by attenuating the 

histones’ electrostatic interactions via a rapid, passive, and sequence-independent 

mechanism. RNA removal has thus caused histone precipitation in-vitro, which has 

rapidly re-dissolved upon adding RNA to the solution. Further supporting this new 

principle, an interaction has been verified between histone H2B and LINE1 (Long 

Interspersed Nuclear Element 1) RNA168.  

Given the role of eRNAs in the function of regular enhancers, SEs and OSEs, it is not 

surprising that the expression of many eRNAs have been documented to be perturbed 

in tumors149,169 and linked with oncogene expression and tumor development134. An 

example is represented by the eRNA transcribed within the oncogenic colorectal super-

enhancer regulating MYC, termed Colon Cancer Associated Transcript 1 (CCAT1)162,170. 

Recent analyses of, the clinical utility of eRNAs has revealed their importance in 

predicting prognosis and providing potential novel therapeutic targets171. 

1.2.2 Transcription elongation and RNA maturation 

A fundamental step in the transcription process is the phosphorylation of the serine 2 of 

the CTD domain of Pol II by the cyclin-dependent kinase 9 (CDK9) subunit of p-TEFb98. 

This reaction is thus needed to induce structural conformational changes in the enzyme, 
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which allows the continuation of transcript elongation98. During the initiation phase, Pol II 

is often paused as a consequence of several challenges that need to be addressed 

before continuing, as reviewed by Gonzalez et al.172. These challenges include: obstacles 

in chromatin conformation, specific DNA sequences like AT-reach regions that form 

weak DNA-RNA hybrid that stall and promote backtracking of Pol II, correction of 

transcription errors, presence of negative regulating factors, such as DSIF and NELF, and 

DNA-damage172. Without elongation inputs, Pol II pausing can lead to transcription 

backtracking, arrest, or termination173. The loading of elongation factors like p-TEFb, TFII, 

and SPT6 is thus needed to induce the transcription elongation phase98. Furthermore, 

Shao and Zeitlinger174 have shown that Pol II pausing regulates new transcription initiation 

frequency on the same gene, and they speculate that this mechanism could regulate 

the bursting frequency (rapid loading of Pol II transcribed protein) of transcription by 

maintaining open conformation and, at the same time, allowing enhancer-promoter 

contacts to fine-tune the total transcription rate. In addition, certain TFs can regulate 

specifically transcription elongation instead of initiation98. Loss of c-MYC in murine 

embryonic stem cells, for example, reduces the elongation ability of Pol II and the total 

level of phosphorylated-serine 2-Pol II without interfering with its recruitment on 

promoters or the level of phosphorylated-serine 5-Pol II, probably via affecting the 

activity of p-TEFb, to which it is able to bind175. 

Transcription elongation has been reported to be strictly linked with transcript 

maturation98,176. In order to be functional and exported into the cytoplasm, pre-mRNAs 

need to receive a 7-methylguanosine cap to their 5ʹ-end, need to be spliced, i.e. their 

introns need to be removed and the exons ligated, sometimes they also need to 

undergo editing, by, e.g., deamination of adenosines and cytosines, and their 3’-end has 

to be cleaved and linked with a poly-adenosines tail. As reviewed by Bentley176, 

elongation and mRNA maturation are strictly coupled mechanisms that influence each 

other: slow elongation, for example, can favour alternative splicing and induce specific 

RNA folding. On the contrary, slow splicing can slow down elongation and regulate the 

transcription rate. However, many questions remain without explanation, such as what 

determines if the splicing happens co-transcriptionally or post-transcriptionally and can 

the signaling pathways influence such mechanisms? 

1.2.3 Transcription termination, mRNA degradation, and transport 

1.2.3.1 General mechanisms regulating transcription termination, mRNA degradation 
and nuclear export 

When the Pol II complex reaches the end of a gene, the 3’-end cleavage and 

polyadenylation complex (CAP) is recruited177. The cleaved and polyadenylated 

transcript will form an R-loop that invades the DNA duplex causing the slowdown of the 

transcription and the release of the transcript from the transcription complex177,178. The 
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Pol II complex will continue the transcription also after the release of the transcript until 

close chromatin conformation will signal the release of the complex from the DNA 

helix177. Alternative polyadenylation sequences, transcription errors, or DNA breaks are 

some of the causes of premature termination, a mechanism that might control 

transcription in case of cellular stress or virus infection and in cancers, as reviewed by 

Proudfoot177. 

Short, unspliced, and unmodified transcripts are targets of the co-factors of 3′–5′ exo- 

and endo-nucleolytic RNA exosome that is responsible for their degradation (reviewed 

by Schmid and Jensen179). One of the first checkpoints where the exosome apparatus 

intervenes is during transcription pausing or pre-termination near the transcription start 

site180. Here, factors involved in the decapping of RNA - by the recruitment of exosome, 

and the 5’-3’-exonuclease XRN2 - are responsible to degrade the nascent transcript still 

connected to the Pol II complex181. A common cause of transcription pre-termination is 

the presence of cryptic polyadenylation sites that cause premature cleavage and 

polyadenylation179. Generally, the effects of those sites are dampened by the U1 

snRNAP182, allowing the transcription to continue. If the transcription is terminated due to 

low levels or inefficient U1 activity, unspliced and not properly polyadenylated 

transcripts are produced, which are efficiently degraded by the exosome similarly to the 

promoter upstream transcripts183,184. While the co-transcriptional degradation processes 

are well characterised, it is less well understood how the immature transcripts that 

escape the transcription site are degraded185,186. Some of them are possibly degraded in 

the cytoplasm, whereas others are probably decapped and targeted by XRN2179,185. 

Importantly, even fully mature transcripts are subjected to nuclear decay, as shown by 

observations that the zinc finger ZFC3H1 that recognizes polyA interacts with the 

exosome co-factor MTR4 (also known as SKIV2L2 or MTREX) to form the polyA-tail 

exosome targeting (PAXT) connection186. As a consequence, nuclear RNA decay targets 

all RNAs, although there are some mechanisms in place to escape it179. An example is 

provided by lncRNAs that can form compartments or complex secondary structures or 

bind to RNA-binding proteins (RBPs) or chromatin to get protected from the exosome179. 

Coding transcripts, on the other hand, escape rapid decay by being exported out the 

nucleus and by forming ribonucleoprotein complexes (mRNPs) with RBPs that will 

temporarily protect them from decay187. Indeed, nuclear export and decay seem to 

strictly balance each other: MTR4 and ALYREF (Aly/REF export factor), an mRNA nuclear 

export adaptor, compete to bind the cap-binding complex (CBC) to, respectively, 

recruit the transcript to the exosome for the degradation or to the NPCs for nuclear 

export188. ALYREF is generally more abundant in the nucleus than MTR4 that is mainly 

localized in the nucleoli. Moreover, as ALYREF binds efficiently only spliced and mature 

transcripts, a combination of kinetic competition and binding affinity is what defines the 

destiny of a transcript188. 
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To be efficiently exported into the cytoplasm, mature transcripts have to be “marked” 

by a series of proteins to form a complete mRNP187. As reviewed by De Magistris187, at the 

begging of transcription, during the capping, the first export protein to be attached is 

UAP56 - a member of the Transcription Export Complex (TREX), which binds the CBC. 

UAP56 is an ATPase helicase that is required for structural rearrangements and for the 

assembly/disassembly of RNPs189. UAP56 also recruits THO and ALY, the other 2 

members of the TREX complex187. ALY, which seems to be also involved in the splicing 

process together with other splicing complex factors like SRSF3 and SRSF7, is needed 

for the recruitment of NXF1/NXT1, the fundamental component of RNPs that is 

responsible to dock the transcript to the NPC by binding the FG domain of the 

nucleoporins187,190. Whether or not the binding to nucleoporins happens at the nuclear 

membrane or in the nuclear interior to mobile nucleoporins, is still debated187,191. It is, 

however, clear that a complete NPC with nuclear basket, inner circle, and cytoplasmic 

filaments is needed for the mRNA nuclear export to happen187. 

Interestingly, snRNAs and rRNAs seem to have a slightly different nuclear export 

mechanism, similar to the one used by proteins containing nuclear export signals192. This 

mechanism requires the binding of the karyopherin protein Crm1 and the small GTPase 

Ran193. 

An alternative export mechanism, which inspired the work of this thesis, was proposed 

by Blobel in 1985 and defined as the gene gating principle194. 

1.2.3.2 The Gene Gating principle 

In his opinion paper about the gene gating hypothesis194, Günter Blobel starts from the 

assumption that all cells have identical 3D chromatin structures, similarly to metaphase 

chromosomes194, and that those structures are destroyed and remade in cells 

undergoing cell-cycle progression and differentiation194. He then proposes that fixed 3D 

positions of DNA fibers within the nucleus would provide the signal enabling the 

reassembly of those 3D structures when needed194. More precisely, protein-coding 

active genes would be positioned close to specific NPCs in a way that all cells at the 

same cell cycle and differentiated state would have a specific gene or set of genes in 

the proximity of an NPC with fixed 3D coordinates. Apart from this structural 

perspective, Blobel also speculates that all transcripts of a gene or set of genes might 

be linked to specific NPCs for the nuclear export of their products, and thus they need 

to be actively gated to those NPCs to couple transcription and nuclear export, creating 

structural and functional asymmetry in eukaryotic cells194. 

Although Blobel`s idea, which has been quite futuristic for that time, collides with our 

current knowledge about the highly dynamic nature of the nuclear environment, it can 

be still considered partially valid according to recent discoveries77,195,196: in 

Saccharomyces cerevisiae, and to some extent also in Caenorhabditis elegans, it has 
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observed that certain inducible genes that regulate for example stress response or are 

under developmental control need to be relocated to NPCs to be transcriptional 

activated (reviewed by Burns and Wente196). In Drosophila, Nup98 is frequently found on 

promoters and enhancer elements, which seems to be involved in transiently stabilizing 

the loop between them77. Before the results presented in this thesis, in mammals 

including humans nucleoporins have mainly been linked to architectural functions, 

transcriptional activation or repression, and export mechanism without evidence for an 

active gene gating mechanism to NPCs197. However, a gating-similar mechanism 

facilitating the rhythmic recruitment of circadian genes to LADs for gene repression has 

been proposed43. 

Considering the size and the complexity of mammalian nuclei compared to that of other 

lower organisms198, gene gating mechanisms could thus have evolved with different 

functions or different mechanisms that make their observation more elusive.  

1.3 Plasticity and Stochasticity: Scylla and Charybdis of the Nucleus 

In a such complex environment as the nucleus, in which essential and highly regulated 

cellular activities take place, such as cell type- and differentiation state-specific gene 

transcription, one could expect an extremely ordered and stable environment, similar, if 

not identical, in all cells of the same type194. However, dynamicity is a well-described 

phenomenon7 in the nucleus where compartments are constantly created and 

disassembled and interactions formed and released136.  

Adaptation to environmental change thus requires dynamic transcription patterns and 

underlying dynamic nuclear processes enabling the cell to respond to signaling, 

metabolic and mechanical pathways responsible to communicate environmental 

changes to the nucleus12,199,200. While inducible TFs are generally among the first 

responders to signaling cascades117, the integration and modulation of the signals over 

time is facilitated by mechanisms evolved to write, erase and read heritable and 

reversible chromatin and DNA modifications200. In this way, chromatin itself has been 

proposed to be considered as a digital-to-analogic converter that transforms on and off 

signals into continuous waves, the amplitude and intensity of which could be adjusted 

over time, as postulated by Badeaux and Shi201 (Figure 2B).  

With this strategy, evolution has thus selected upon a system in which the same DNA 

sequence could give rise to alternative gene activity states, which mechanisms are 

nowadays defined as epigenetics200. This term was introduced for the first time by 

Waddington202, who also proposed a landscape model for epigenetic mechanisms 

during development and introduced the concept of developmental plasticity: cells with 

higher differentiation potential would have the possibility to choose from several 

developmental paths to follow, but once the decision is made towards a path, i.e. 

differentiation towards a specific mature cell type, they would no longer be able to go 
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back, similarly to a ball rolling down on a slope decorated with well-defined canals as a 

consequence of gravity203,204. The robustness of the process against perturbations is 

termed canalisation, which refers to the epigenetic force that doesn’t allow a 

differentiated cell, which contains the same DNA sequence as the progenitor, to return 

back to the previous developmental stage or trans-differentiate into other cell types. 

The model has been during the years modified to include recent observations on the 

ability of heritable and reversible chromatin states and 3D nuclear architectures205 to 

balance phenotypic plasticity and canalization, as well as discoveries like inducible 

pluripotent cells206. A more modern definition of the concept of plasticity includes also 

the ability of the cells to respond to external stimuli by changing their state, as opposed 

to robustness - an ability to be able to keep the current state despite internal or 

external perturbations12. 

Current observations on 3D nuclear structures and activity, including single-cell studies, 

have documented the highly plastic and dynamic nature of this environment (Figure 2): 

TADs and chromatin domains slightly differ between cells of the same type207, alleles of 

the same genes can have different transcriptional states208, and transcription on the 

same site works generally in burst instead of a continues mode209,210 (Figure 2B). This 

heterogeneity and plasticity within the same cell or between a population of cells of the 

same-type will contribute to a faster response to external stimuli compared to cells 

locked into permanent states12,211. 

Heterogeneity is also linked with another fundamental principle of the epigenome: 

stochasticity12,212,213, resulting from the probabilistic nature of chromatin 

compartmentalization, transcription, or any other nuclear activity, while regulation 

mechanisms are in place to increase or reduce such probability12,212 (Figure 2C). 

Incorporating stochastic principles in chromatin-based processes and nuclear functions 

makes it easier to understand the relationship between genome structure and genome 

function (Figure 2A): genome function alone is thus not enough to shape genome 

structure and genome structure itself cannot totally modulate genome function, but 

certain functions increased the probability to form specific structures and certain 

structures increase or decrease the probability of certain functions to take place12. At 

the same time, the features observed in a cell population have to be considered the 

ones with the highest probability to happen in each cell, rather than unique and 

common to all the cells213(Figure 2C). 

Although plasticity and stochasticity are fascinating principles, they make the trip to 

understand the molecular mechanism of gene transcription and regulation very 

complicated and hostile. Special approaches and precautions, like single-cell analysis or 

deep-sequencing, need thus to be applied when embarking in this adventure214.  
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Figure 2: Plasticity and stochasticity of the genome 

(A) The regulation of both the structure and the function of the genome follows probabilistic behaviors, which underlies the 

plastic nature of certain cellular phenotypic features. Structure and function are strictly connected to each other: open 

chromatin status poised the chromatin locus for transcription initiation by facilitating the association of transcription 

factors, and transcription itself promotes chromatin decondensation. (B) The chromatin structure has a more probabilistic 

modulator function than deterministic binary switch behavior. The expression level of a specific gene in individual cells of a 

cell population was thus shown to be heterogeneous rather than following a 50% “on” or “off” scheme, indicating the 

probabilistic nature of the expressivity of the genome. The success of a transcriptional program was thus proposed to be 

the result of many productive events in equilibrium with the probability of as many unproductive reverse events. (C) The 

probability of stable interaction with chromatin remodelers is in equilibrium with their transient transition while they diffuse 

through the nucleus (Probability 1). The success of the first productive event increases the chance of the second one, i.e. 

the maintenance of an open chromatin state (probability 2), but the unproductive event of a return to the compact status 

can still take place. In the same way, the open chromatin increases the probability of association of early transcription 

factors (Probability 3), which in turn increases the chance of the recruitment of the RNA Pol II (Probability 4) and of the 

transcription activation (Probability 5). But all those events are in equilibrium with opposite unproductive intermediates: 

disassociation of early transcription factors, loss of late transcription factors, or dissociation of RNA Pol II. This probabilistic 

nature is what generates the stochastic and plastic nature of gene activation, and, in a similar way, of other cellular functions. 

From The Self-Organizing Genome: Principles of Genome Architecture and Function. Cell 183, 28–45 (2020), 

https://doi.org/10.1016/j.cell.2020.09.014. 

1.4 The war against cancer 

New single-cell studies and mathematical approaches that take into consideration the 

plasticity and stochasticity of biological processes have slowly started to change the 

dogma of the somatic mutation theory of cancer, i.e. that mutations and/or expression 

change in oncogenes and tumorsupressor would be the only needed and sufficient 

causes of tumor formation and progression215.  

It is, indeed, clear now, that cell populations in general possess a certain heterogeneity 

that is not linked only to genetic variations12,212,216. Such heterogeneity can result either 
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from non-genetic phenotypic heterogeneity among an isogenic group of cells harboring 

stable phenotypic states or from phenotypic plasticity that allows cells to adopt 

transiently different phenotypic states217. Epithelia-mesenchymal transition, drug 

resistance, cell proliferation, and formation of primary tumors and metastases are all 

heavily dependent on phenotypic plasticity and not always explainable by only 

phenotypic heterogeneity217.   

In the original Waddington landscape model adapted to describe tumor development, 

new genetic mutations would create phenotypic heterogeneity, i.e. new valleys, thereby 

increasing the entropy of the system, and enabling the emergence of new paths for the 

balls to run into as cancerous states205,217. On the other hand, phenotypic plasticity 

increases the entropy, the noise, of the system by allowing the balls to enter in transit 

paths that they normally would not be able to enter, and thereby make their behaviour 

much more dynamic217,218. If environmental or other signals would, later, reduce the 

entropy of the newly created valleys, they might become the new dominant states217. 

This type of behaviour is selected upon in nature to allow cells to rapidly respond to 

changes in the surrounding environment, but, at the same time, it was proposed to 

stochastically enable cells to enter into possible cancerous states217. 

Phenotypic heterogeneity generally increases during aging, where somatic mutations 

and epimutations tend to accumulate in the cells of an individual219,220. Although this 

phenomenon has been long considered to be a contributing factor to aging itself, no 

strict evidence has yet been produced, even if new observations with advanced 

technologies are still pointing in that direction219. Epimutations and perturbed epigenetic 

plasticity emerging during the aging process might thus represent an underlying 

mechanism contributing to the observed increased cancer risk221 during aging220,222. 

At the molecular level, epigenetic regulation is considered to be one of the main 

mechanisms underlying both plastic heterogeneity during development and 

pathologically increased plasticity in cancer: genetically identical cells can thus have 

distinct reversible and heritable epistatus that can cause differences in, for example, the 

transcriptional noise or busting frequency of specific genes215,217. Pathologically increased 

phenotypic plasticity in cancer has been proposed to be linked to stochastic erosion of 

LOCKs223,224 that overlap with large hypo-methylated blocks225 observed in cancer and 

upon cancer predisposing stimuli and aging, which carry the most “variably expressed” 

portion of the cancer genome involving genes with cancer-relevant functions226. Such 

heterogeneity, arising from stochastic variations in unstable, plastic epigenetic states, 

has thus been proposed to drive cancer evolution under changing selection pressure226. 

Another source of pathologically increased phenotypic plasticity in cancer was 

proposed to be linked to the intrinsically disordered proteins, enriched in intrinsically 

disordered regions215. These factors were thus proposed to cause “conformational noise” 
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in different cells and, depending on the local conditions, create complexes with several 

different partners or condensates of different types4,215. 

Finally, also the tumor microenvironment appears to contribute to an increase in 

phenotypic plasticity of the tumor cells215 by, e.g., increased variability of tumor-

associated cells that can activate pro- or anti-cancer signaling or by influencing the 

oxygenation and vascularization of the tumor215.  

Alterations in the level of the MYC oncogene or the activity of the WNT signaling 

pathway are two of the most common features in cancer cells227,228 - both of which have 

an essential role in increasing phenotypic plasticity229,230 and giving cancer cells 

evolutionary advantages227,228, allowing tumor maintenance and progression227,228. 

1.4.1 MYC: the Odysseus of the Cancer epic 

1.4.1.1 MYC and its role in tumor development 

One of the most common deregulated genes in the majority of cancer types are MYC 

genes227, coding for a family of 3 transcription factors MYC, MYCN, and MYCL, of which 

the first one is probably the most studied227. The causes of pathological MYC 

expression231,232 include chromosomal translocations, copy number changes, genetic 

mutations, epigenetic alterations, but also deregulation of many signaling pathways 

impinging on MYC expression, such as WNT. As a versatile TF, MYC is essential to 

promote cancer growth and maintenance123,227,231,233, as its inhibition in tumours with 

altered MYC expression generally causes tumor regression233. Apart from effects on cell 

proliferation, the underlying mechanisms include inducing cellular senescence234, 

modification of the tumor microenvironment including involution of the vasculature235, 

and reactivating immune recognition236. 

Structurally, the oncoprotein MYC has, at its carboxy-terminal, a highly-conserved helix-

loop-helix and a leucine zinc-finger domain that allow recognition of Enhancer-box (E-

box) sequences and dimerization with other proteins containing the same domain, like 

MAX that is essential for MYC function237, or MIZ1 that, complexed with MYC, works as a 

transcriptional repressor of MYC targets238. 

In addition, MYC contains other six high-conserved sequence regions called boxes, 

which are able to form a complex with a high number of different proteins influencing in 

MYC stability, chromatin remodeling and modification, promoter affinity, and chromatin 

association231. This feature helps MYC to recognize specific targets, as exemplified by its 

interaction with WDR5 at certain promoters239. 

What makes MYC such a challenge to target in cancer is that it seems to affect -

activate or repress231 - a huge number of heterogeneous set of genes, genes transcribed 

by all three RNA-Polymerases, including tRNAs, genes belonging to different 

transcriptional programs, cell-adhesion, cell-cycle, mitosis, apoptosis, translation, and 
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many other231. Importantly, however, more surprising is the fact that the effect of MYC on 

its target’s expression is generally below two-fold231. Several models have tried to explain 

how MYC could be such a powerful agent without drastically perturbing the expression 

of its targets. One model is built on evidence showing that MYC regulates a specific set 

of genes, in spite of binding to a large fraction of the genome238,240. Another model, 

instead, views MYC as a global transcriptional amplifier that increases the overall 

transcription rate of its already active enhancer and promoter targets123,241,242 – an 

interpretation that could explain the different tumor type-specific effects of MYC on 

gene expression123,241. In line with this model, apart from recruiting chromatin remodeling 

factors and transcription factors, as well as promoting transcription condensate, recent 

studies have shown that MYC is able to recruit transcription elongation factors to 

regulate the passage of Pol II from non-productive to the productive mode and balance 

promoter-proximal pausing and the bursting frequency of the transcription 

process175,231,243. Finally, a third model attempts to combine the first 2, proposing that the 

effect of MYC is promoter-affinity dependent, and promoters with higher affinity and 

higher amount of MYC are more affected by MYC binding244. 

Interestingly, an array of post-translational modifications has been identified to affect 

not only MYC stability, DNA binding, and function, but also its sub-nuclear localization245. 

For example, MYC protein can be phosphorylated at serine 62 upon growth stimuli, 

which facilitates its dimerization with PIN1. Its interaction with PIN1, in turn, causes the re-

distribution of MYC to the basket region of the nuclear pore complexes, where it recruits 

histone acetyltransferase GCN5, leading to the upregulation of the transcription of the 

genes involved in proliferation and migration pathways246.  

Finally, the challenge in targeting MYC in cancer is compounded by its ability to increase 

chemoresistance by upregulating the ATP-binding cassettes (ABCs), cytoplasmic 

membrane transporters involved in expelling drugs from the cells247. In a fascinating 

study on HER2+ breast cancer cells, it has been shown that the HER2 kinase inhibitor 

Lapatinib induces the tumorsupressor FOX2 that, unexpectedly, also upregulates MYC 

expression by recruiting histone methyltransferases and histone acetyltransferases to 

the MYC gene. MYC overexpression, in turn, increases the level of ABCs and the 

resistance of the tumor cells to the drug in a negative feedback loop248.  

To be able to target MYC for tumor treatment, it is essential not only to unravel the 

mechanism of its action but also to explore how pathological MYC expression is 

achieved in tumor cells232,249–251. Hypermethylation and hyperacetylation are some of the 

most common epigenetic changes observed at the MYC locus in cancer cells232. Other 

common mechanisms underlying the deregulation of MYC expression are mutations or 

epigenetic changes in its regulatory elements, enhancers, and super-enhancers232,250: in 

fact, one of the first evidence linking the development of cancer to modifications of DNA 
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regulatory elements was the demonstration of the recurrent translocation of the MYC 

locus to the immunoglobulin heavy chain enhancer region in Burkitt lymphoma251. 

MYC is indeed located on a ~2Mb “gene desert” region forming a single TAD in the band 

24 of the long arm of chromosome 8 (Chr8q24), within which MYC is surrounded by cell 

type-specific enhancers and super-enhancers delimitated in sub-TADs252. Alterations of 

these regulatory sequences are found in several types of cancers, and they are often 

the main cause of cancer growth251. 

1.4.1.2 Regulation of MYC expression: the roles of the OSE and CCAT1 ncRNA 

The “gene desert” area around MYC has for a long time been associated with cancer 

hallmarks and cancer-associated single nucleotide polymorphisms (SNPs), 

amplifications and translocations253–255. The molecular function of these genetic changes 

has only recently been understood, when scientists realized the presence of many 

regulatory elements such enhancers and, later on, super-enhancers in the region256. 

Some of those regulatory elements have physiological functions also in normal 

development, but they might become upregulated and altered in cancer cells to sustain 

high MYC expression257,258. An example is illustrated by the contribution of the 

hematopoietic enhancer cluster to not only the physiological transcriptional regulation 

of MYC in mouse and human hematopoietic stem cells and progenitors, but also, in its 

altered form with more prominent chromatin accessibility, to the high level of MYC 

transcription needed for the maintenance of leukemia cells in mice257. 

There are several other regions that can acquire cancer-specific genetic or epigenetic 

mutations and become active enhancers or super-enhancers without any known 

function during normal development251,252,259, as illustrated by the emergence of prostate, 

breast, or colorectal cancer super-enhancers regulating MYC. Those alterations promote 

loop formation between the newly-formed oncogenic enhancers (OE) or oncogenic 

super-enhancers (OSE) and MYC promoter, causing its transcriptional upregulation252. 

Complicating the picture, such regulatory loops between MYC and its enhancers might 

require a CTCF-occupied enhancer docking site250. Schuijers and collogues250 have thus 

shown that a region proximal to the MYC promoter and its OSEs interact to form loops 

between the regions located far apart on chromosome 8250. A CTCF-occupied region 

proximal to the MYC promoter, which is generally hypomethylated in cancer, has thus 

turned out to be important for the formation of such long-distance interactions, working 

as an enhancer-docking site for MYC regulation250. According to the authors, other 

oncogenes might be regulated in a similar way, and epigenetic editing could inactivate 

those enhancer-docking systems250. 

Many studies have observed an eRNA transcribed from the colorectal super-enhancer 

region 515kb upstream of the MYC locus254,260–264. Initially, the spliced and poli-



 

32 

adenylated lncRNA has been identified as a highly specific, easily detectable biomarker 

for colorectal cancer and other tumors260. As it is not expressed in normal cells, it was 

named Colon Cancer Associated Transcript-1 (CCAT1)260.  

Later results have shown that CCAT1 is an eRNA262 containing 2 exons and is transcribed 

in 2 forms: a long version, CCAT1-L of 5200bp that is localized to the nucleus and 

associated with chromatin, and a short form, CCAT1-S of 2600bp that is mainly 

cytoplasmatic and is probably derived from the long-form, since its expression is 

strictly correlated with that of the long-form262. CCAT1 is transcribed from a 150kb long 

super-enhancer located 515kb upstream of the MYC locus, with which it forms a loop262. 

The same authors have also observed that the down-regulation of CCAT1 causes 

downregulation of MYC mRNAs, and that only its overexpression in cis, achieved by 

TALEN technology, and not in trans, where it is overexpressed by the transfection of an 

expression plasmid, causes upregulation of MYC262. Moreover, in an engineered cell line 

for increased CCAT1 expression, CCAT1-L has been shown to accumulate at the site of 

its transcription and bind CTCF to increase its presence in the OSE, and thus 

consequently modulate super-enhancer – MYC promoter looping262. In summary, Xiang 

and colleagues have for the first time shown that CCAT1-L might promote tumorigenesis 

of colorectal cancer by upregulating MYC expression, a process that likely involves its 

ability to modulate CTCF binding to the super-enhancer which it is transcribed from 

and, in this way, modulate the looping between this regulatory region and the MYC 

locus262. 

Following this study, CCAT1 has been linked with proliferation, invasion, migration, drug 

resistance, and survival in several types of cancers including gastric cancer, lung cancer, 

breast cancer, and many others as reviewed by Liu et al.265. 

Other than promoting super–enhancer-promoter loops, CCAT1 has been shown to form 

a complex with transcription factors and activate other super-enhancers in trans, as 

shown by Jiang and collegues266: in squamous cell carcinoma, the master transcription 

factors TP63 and SOX2 drive CCAT1 expression, which, in turn, forms with them a 

complex that binds and activates an EGFR super-enhancer, leading to the activation of 

two signaling pathways, i.e. that of MEK/ERK1/2, and PI3K/AKT, that jointly promote tumor 

development266.  

Furthermore, CCAT1 overexpression in esophageal squamous cell carcinoma has been 

shown to recruit Polycomb proteins, such as the PRC2 complex, and SUV39H1 to 

regulate histone methylation at SPRY4 and, in doing so, promote tumor growth and 

migration267.  

Finally, in the cytoplasm, CCAT1 seems to work as sponge RNA for miR-7, a microRNA 

that downregulates HOXB13 to thereby facilitate tumor survival and metastasis267. The 

function of competitive endogenous RNAs, or sponge RNAs, seems to be one of the 
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most common functions of CCAT1 in many different types of tumors, a mechanism that 

promotes many tumors' survival mechanisms265. 

Super-enhancers and their eRNAs are generally the targets of developmental signaling 

pathways that regulate their transcriptional activity and chromatin state268. The 

oncogenic colorectal super-enhancer has, e.g., 4 binding sites for TCF4, the terminal 

transcription factor of the WNT cascade, one of the essential upregulated pathways in 

many tumors169. 

1.4.2 WNT signalling in tumor development 

WNT is one of the most commonly altered signaling pathway in malignant tumors228. First 

discovered to regulate developmental processes in mice and Drosophila269, WNT has 

been intensively studied, as it controls transcription activities of essential genes 

involved in the cell cycle, stemness, differentiation, proliferation, and morphology270.  

In mammals, there are 19 WNT genes with individual as well as overlapping functions 

during development, which can activate 3 distinct pathways269: the canonical b-catenin-

dependent pathway, the WNT/PCP (Planar Cell Polarity) pathway involved in the 

organization of the plane of cells within a tissue, and the protein kinase C (PKC) WNT-

dependent pathway that is responsible to increase the intracellular level of Calcium 

(Ca2+) and the activation of its downstream effector228,269. 

Whereas the two non-canonical, b-catenin-independent, pathways are not well-

characterized despite their links to cancer metastasis228, much more data have been 

accumulated for the “canonical” b-catenin cascade and its links to several cancer 

types228,271.  

In absence of WNT ligands, in the “off-state”, b-catenin is thus phosphorylated by two 

kinases, first by CK1, followed by GSK3, in its N-terminal that contains a series of 

serine/threonine motives269,270. CK1 and GSK3 are part of the destruction complex (DC) 

together with Axin that works as a scaffold and directly binds b-catenin and APC269,270. 

Phosphorylated b-catenin interacts with F-box-containing protein E3 ubiquitin ligase  

b-TrCP that, in turn, ubiquitinates b-catenin and promotes its proteasomal 

degradation270. In epithelial cells, b-catenin plays a major role also in adhesion junctions 

via acting as a binding partner of several cadherins, but this function is independent of 

the signaling one269,270. 

When WNT ligands bind the cellular transmembrane receptor Frizzled, i.e. in the “on-

state”, another component of the DC, Disheveled (Dvl), interacts with the receptor, 

causing the DC complex to re-localize to the cellular membrane269. Re-localization of the 

DC complex to the cell membrane induces a change in its activity, and, as a 

consequence, the accumulation of un-phosphorylated b-catenin269. Although how 

exactly this happens is not yet clear, one model proposes that ubiquitination is blocked 
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at the cell membrane, causing the DC complex to get saturated with phosphorylated b-

catenin, and allowing free b-catenin to accumulate in the cytoplasm269. Alternatively, the 

b-catenin inhibitory domain of APC might play a role in downregulating b-catenin 

phosphorylation269. Finally, the WNT ligands can co-binding the co-receptor LRP, which 

causes receptor phosphorylation and interaction with the DC complex as well as the 

inhibition of GSK3, thereby promoting b-catenin stabilization270. 

When free to accumulate, b-catenin translocates into the nucleus where it binds to the 

transcription factor family TCF/LEF and transforms them from transcriptional repressors 

to transcriptional activators270 of genes containing WNT Response Element (WRE) 

motives269. In the “off-state”, TCFs are bound to Groucho, and together, by recruiting 

histone deacetylases, repress genes by establishing compact chromatin269,272. The b-

catenin/TCF complex is further regulated by competitors, such as ICAT or Cby273,274 that 

will impede the formation of the complex, and also by TCF/LEF isoforms produced by 

alternative splicing that lack b-catenin binding domain and will therefore compete for 

the binding of WRE without the transactivation power of b-catenin275. In addition, the b-

catenin-TCF complex can be stabilized by other factors, such as RNF14, which seems to 

be also crucial for the survival of colon cancer cells276. 

To achieve its role as a transcriptional activator, b-catenin can interact with many other 

co-factors, including Pontin52 that co-bind at the same time the transcription factor 

TBP277; the acetyltransferase CREB, role of which seems to be promoter-specific278; Brg-1, 

a component of mammalian SWI/SNF and Rsc chromatin-remodeling complexes279; the 

Mediator complex subunit MED12280, and many other as reviewed by Söderholm and 

Cantù269. Recent observations have, furthermore, emerged showing that b-catenin can 

also interact with developmental- or cell type-specific transcription factors that can 

cooperate or compete with TCF4 to supply b-catenin a DNA-binding domain269,281. 

Although these discoveries collide with the definition of “canonical” WNT signaling, they 

can be used by the cell to regulate very specific transcriptional programs269,281. This 

would also justify the observation of tissue-specific b-catenin effects282. 

Considering the heterogeneity of co-factors that b-catenin can bind to, it is not 

surprising that deregulation of these pathways can have enormous consequences on 

development and are linked to numerous types of cancers228,270,271,283, especially a 

subtype of colorectal cancer that lacks the subunit of the destruction complex APC228. 

This causes the continuous stimulation of WNT signaling and the upregulation of genes 

including MYC249 that are essential for tumor maintenance and growth227,231. 
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2 Research aims 
The role of the nuclear architecture in the regulation of transcriptional programs during 

development and in cancer cells is extensively studied5,221,284, although many details of 

the picture are still missing. For example, the classical model of enhancer-mediated 

transcriptional regulation by loop formation is not always able to properly describe what 

has been observed by advanced technologies36,37. Moreover, very little is known about 

how enhancer-promoter contact frequencies and functional outcomes relate to 

structural hallmarks of the nuclear architecture. Super-enhancers and eRNAs have thus 

often been linked to a variety of functions besides the regulation of target gene 

transcription166,169, and the role of the oncogenic super-enhancers has not yet been 

completely understood149,252. Despite the increasing amount of evidence showing the 

direct and functional binding of certain mobile nucleoporins to chromatin at regulatory 

elements, such as developmental super-enhancers and oncogenic super-enhancers, in 

mammalian cells79,81, before the work presented in this thesis, the gene gating 

mechanism has been proved to exist only in lower organisms194,196. Interestingly, our 

group has previously observed that the circadian genes that rhythmically visit the 

nuclear periphery remain active at the lamina for several hours before gradual 

transcriptional attenuation43, suggesting that they might land at a transcriptionally 

permissive environment, such as the nuclear pores. Focusing on MYC, one of the most 

commonly deregulated oncogenes in many types of tumors227 that displays circadian 

expression in many different model systems285–287, we have thus aimed at exploring the 

following questions: 

• How are enhancer-promoter interactions integrated in the sophisticated 

landscape of the 3D nuclear architecture? More specifically, does the gene-

gating phenomenon exist in human cells at the MYC locus (Paper I) and what are 

the underlying molecular mechanisms (Paper II)? 

• What is the role of the OSE eRNA, CCAT1, in the regulation of MYC transcription 

and gating (Paper III)?   
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3 Materials and methods 
The methods described in the papers included in this thesis can be divided into 2 main 

groups: technologies that analyze a cell population and single cells, respectively. As 

discussed later, both approaches are essential to generate a complete overview of the 

observations described in the papers that includes an assessment of features, such as 

plasticity and stochasticity.  

In this paragraph, some of the methods used to achieve the results presented in this 

work will be described in general terms with the purpose of highlighting the principles 

and the advantages or disadvantages associated with each technique. Detailed 

protocols can be found in the material and methods sections of each individual paper.  

3.1 Cell culture 

The human colon cancer cell line, HCT116, is frequently used as a model system for colon 

cancer, while human colon epithelial cells or HCECs, were used as reference of a normal 

system.  

HCT116 cells were donated kindly by Professor B. Vogelsten (Johns Hopkins Medical 

Schools and Sydney Kimmel Comprehensive Cancer Center) and maintained in a McCoy 

5A Modified Medium containing GlutaMAX, 1% Penicillin/Streptomycin, and 10% Fetal 

Bovine Serum at 37°C and 5% CO2. This cell line has a trisomy of chromosome 8 and an 

altered WNT pathway, with an autocrine loop and a mutation of b-catenin that impedes 

its degradation288,289. 

The HCECs were purchased from Sciencell and maintained in Colonic Epithelial Cell 

Medium. 

The CTCFBS mutated clones E3 and D4 were generated by the electroporation of 

ribonucleoprotein of spCas9 and specific guide RNA, and donor DNA, as illustrated in 

Paper II. The clonal selections were made by seeding single cells in multiwell plates. 

The use of cell lines gives the advantage of having a controlled, more homogeneous 

environment, easier to manipulate and control. However, these conditions do not 

represent a complete simulation of events within an organ or organism. Thus, the three-

dimensional perspective with the organization of different cell types and their exposure 

to microenvironmental cues are not recapitulated. For the future, the use of organoid or 

3D-culture and biopsies from patients will provide an important step for a closer 

approximation of in-vivo conditions to further validate the discoveries of this work. 

To avoid any side effects influencing cell viability, for example, the treatment of cells 

with drugs were optimized to generate the most profound effect with the lowest 

possible dose and incubation. For BC21, which inhibits b-catenin/TCF4 complex, it was, 
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moreover, important to maintain the presence of the drug also following cell lysis to 

avoid reformation of the complex during the extraction procedures. 

siRNA transfections were performed by using the lipofection approach and included the 

optimization of the amount of siRNA, lipofection reagents, and incubation time to 

achieve the highest possible effect on targeted RNA expression. For transcription 

products retained in the nucleus, such as the eRNA CCAT1, longer treatment for 72h was 

necessary to achieve efficient downregulation. 

3.2 Single-cell methodologies 

In recent years, many technologies have been developed to transform classical 

molecular biology techniques, like western blot or qRT-PCR, into single-cell versions. 

However, this scaling-down approach generally requires advanced protocol and 

expensive instrumentations. Importantly, they don’t offer any information related to the 

cell or nuclear architecture. Conversely, a majority of single-cell methods described in 

this work are based on fluorescence microscopy, which has the benefit of allowing the 

visualization of spatial intensity features within single cells.  

3.2.1 Nodewalk 

This methodology was optimized by our group and described in detail in other 

publications214,290. Even though it is not a single-cell technique, it represents an 

ultrasensitive 3C (Chromatin Conformation Capture)- based technique able to 

quantitate chromatin fiber interactions in as little as 7 cells. Briefly, ligated DNA 

fragments, corresponding to interacting chromatin fibers, after a tagmentation process 

made by a modified Tn5 transposase, are converted into RNA molecules by in-vitro 

transcription using primers complementary to the adapter sequence and containing T7 

RNA polymerase promoter and Illumina P5 sequences that will be added to the 

converted product. Following these steps, it is possible to use any primers against the 

desired target (bait) to be able to sequentially identify its interactors by sequencing. 

This principle of “walking” on the interactors can be used to build a highly 

interconnected network of chromatin fiber interactions. 

In Papers I and II, the MYC and the OSE alleles were used as baits to analyze their 

interactomes.  

3.2.2 3D DNA- and RNA-FISH 

The RNA/DNA fluorescent in-situ hybridization techniques are essential for the 

determination of the position of DNA loci and their derived RNA transcripts in relation to 

the nuclear architectures, in single cells14,291. These approaches are straightforward in 

that they are based on oligonucleotide probes containing modified fluorescent 

nucleotides that hybridize to the complementary target within fixed cells. The 
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formaldehyde fixation of living cells ensures that 3D structures are recapitulated despite 

their permeabilization using detergents. 

The main difference between the RNA- and DNA-FISH techniques is that the former 

does not depend on a denaturation step. The authenticity of the RNA-FISH was 

additionally tested by RNase treatments. To further ascertain that the RNA-FISH signal is 

correct, the same sample was denatured at 80°C for 40 minutes in a solution containing 

50% formamide. This step not only removes the DNA:RNA hybrids constituting the RNA 

FISH signal but also separates the DNA strands to enable detection of the distribution of 

the individual template generating the identified transcript within the nuclear 

architecture. Here, we used small PCR-made fluorescent probes complementary to 8-

10kb regions of MYC promoter and gene body, CCAT1 or the OSE, in combination with 

labeled Bacterial Artificial Chromosomes (BACs) complementary to the same region. 

This approach further ensured the authenticity of the FISH signal by allowing the 

identification of any off-targets. 

The hybridization time, denaturation conditions and concentration of the probes were all 

optimized to significantly reduce off-targets and background signals while producing 

optimal signal-to-noise ratios. 

3.2.3 ISPLA and ChrISP 

To be able to visualize possible interactions or close physical proximities within single 

cells, we relied on the in-situ proximity ligation (ISPLA)292 and chromatin in-situ 

proximity (ChrISP)293 assays. These techniques represent very powerful methodologies 

since they allow the screening of potential in-situ proximities between 2 targets. While 

ISPLA identifies proximities between two proteins, the ChrISP technique allows the 

visualization of the proximity between two chromatin loci or between a chromatin locus 

and a protein with a resolution down to 162Å (»16,2nm)293. They thus complement the 

information generated by the biochemical Co-Immunoprecipitation (Co-IP) and 

Chromatin immunoprecipitation (ChIP) techniques by providing information of its spatial 

distribution within the cell.  

For ISPLA, the epitopes of the two proteins representing candidates for interactions are 

targeted by primary antibodies produced in two different hosts, one mouse, and one 

rabbit. Following washes, the primary antibodies are recognized by secondary 

antibodies containing oligonucleotides, R+ (priming anti-rabbit), and M- (non-priming 

anti-mouse). Those oligonucleotides are complementary to backbone and splinter 

oligonucleotides that will be able to anneal to them only if they are in sufficiently close 

proximity to each other. The annealed complex is then stabilized by introducing a 

ligation step that generates a circular DNA molecule that enables detection by a rolling 

circle amplification reaction. The hybridization of fluorescently labelled small detection 

oligonucleotides complementary to the amplified splinter allows the visualization of the 
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proximal targets. It is important to keep in mind that the stereochemistry of all players 

and the occupancy of the epitopes with the ISPLA secondary antibodies might impede 

the visualization of the two primary targets.  

The optimization of the primary antibody concentrations is essential to guarantee no 

saturation of the signal and a good signal-to-noise ratio, as well as no background. As a 

negative control, we routinely use omission of either the primary antibodies or the M- 

mouse antibody.  

In ChrISP, the first step is to proceed with a DNA-FISH protocol to hybridize the 2 targets 

with digoxigenin- or biotin-labeled probes that represent the epitopes of the primary 

antibodies. If the aim is to examine the proximity between a protein and a chromatin 

locus instead of two chromatin loci, one of the primary antibodies will be targeted 

against the digoxigenin-labelled DNA-FISH probe and the other against an epitope of 

the protein of interest, such as a histone modification, NUP or a transcription factor. The 

steps following the addition of the primary antibodies follow closely the ISPLA protocol. 

The main difference is that the ligated circular DNA is not amplified. Instead, it is 

visualized by the fluorescently labeled splinter. This omission of the rolling circle 

amplification is essential since densely packed chromatin impedes the efficiency of the 

rolling circle amplification and thus generates a bias in data.   

In both cases, the staining of the cells with DAPI or other cytoplasmic/nuclear staining 

markers facilitates the analyses of the distribution of the proximity signals within the 

cellular architecture 

3.2.4 Fluorescent Widefield Microscopy 

To visualize all the fluorescent signals described, we used widefield fluorescence 

microscopy represented by a Leica DMi8 inverted microscope equipped with a 

DFC9000 camera and a Thunder Imaging System. To attain the most optimal resolution, 

a HC PL APO 63X oil objective with a numerical aperture of 1.4, one of the highest 

available in the market, was selected.  

Compared to a confocal system, the widefield microscopy294 provides much more 

flexibility, in terms of the number of fluorophores that could be imaged together (this 

system was designed to be able to simultaneously collect 6-7 fluorophores), higher 

acquisition speed, less photobleaching since it is based on a LED-illumination system, 

less-parameters to optimize and generally cheaper294. The resolution is independent of 

the type of system, since it is a pure physical property linked to the magnification and 

numerical aperture of the objective (and the refractive index of the medium for the axial 

resolution), and to the wavelength of the fluorophore, that is, the same objective and 

same fluorophore would give exactly the same resolution in both confocal and widefield 

microscopy.  
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The reason why confocal is very often preferred is because it gives a better signal-to-

noise ratio, since it is able to remove the out-of-focus light thanks to the pinhole 

technology294.   

The Thunder technology incorporated in the system used for this work resolves the 

problem by applying a computational clearing (patent by Leica Microsystems) that 

removes the out-of-focus light without altering the information of the pictures or 

introducing artifacts295 and, at the same time, allowing to benefit of all the advantages of 

a widefield system. 

To be able to have 3D information, optical sections were acquired using LAS X (Leica 

Application Suite X, Leica Microsystems) software-optimized z-axis intervals that avoid 

under- or over-sampling (Nyquist Sampling). 

3.3 Cell population methodologies 

When RNA, DNA, fixed protein/DNA complexes, etc are extracted from a cell population, 

the obtained results represent a snapshot of events happening within the cell 

population. At the same time, the data does not distinguish whether the specific 

observed events are equally happening in all the cells, or if they are happening with 

much higher frequencies in small subsets in the population. Nonetheless, they 

constitute indispensable techniques to be able to analyze overall changes within a 

population following specific treatments or culturing conditions. 

3.3.1 Nascent RNA and Export Assay 

The key methodology that the majority of the work described in the thesis is based on is 

represented by the dynamics of the nuclear export of newly synthesized RNA to the 

cytoplasm. 

To this end, we pulse-labeled cultured cells with 5’-Ethynyl-Uridine (EU) to partially 

replace uridine in newly transcribed RNA. This moiety will later allow covalent bonding to 

an azide-containing molecule like biotin that can be used to specifically purify labeled 

RNA. This principle is possible thanks to the extraordinary power of the click-it 

chemistry296, which was awarded the Nobel Prize in Chemistry in 2022. Streptavidin 

magnetic beads are successively used to pull down the biotin-EU-labeled newly 

synthesized RNA that, following conversion into cDNA, can be analyzed for specific 

transcripts by quantitative Real-Time Polymerase Chain Reaction (qRT-PCR). 

To distinguish newly synthesized RNA from the total RNA pool, the timing of the EU 

labeling is critical. Transcription is generally a fast process that is completed within 

minutes, so to be able to catch such a phenomenon, the EU labeling must negotiate the 

transport of the nucleotide into the cell, its conversion into triphosphates before the EU 

molecules have the potential to reach the nucleus and the transcriptional process. We 



 

42 

have determined that to encompass these events and yield RNAs that have not yet 

been exported into the cytoplasm, the labeling period should last for only 30 minutes.   

Following the 30 minutes pulse, excess EU in the medium is washed away to chase the 

labeled RNA for periods of up to 1 hour. During this period, the newly synthesized mRNA 

will exit the nucleus in a manner reflecting nuclear processes, such as gene gating. At 

this point, the cells are harvested and the cytoplasmic and nuclear compartments 

purified using the Thermo Fisher Scientific PARIS kit that allows differential lysis of 

plasma and nuclear cell membranes by nonionic detergents. 

RNA extracted from the cytoplasmic and nuclear fractions are then subjected to the 

click-it reaction, the biotin pull-down, the cDNA retrotranscription, and the qRT-PCR. 

This approach enables the quantification of the amount of newly synthesized RNA in the 

nucleus and in the cytoplasm and thus the calculation of the export rates. These are 

usually defined by determining the ratio between cytoplasmic and nuclear levels of EU-

labeled RNA representing products from individual genes. 

To account for possible contamination between the two fractions, the export rate 

formula is integrated with calculations that estimate the presence of MYC intronic 

sequences in the cytoplasmic fraction and the presence of the mitochondrial CYTB 

transcript in the nuclear compartment, respectively. 

To control the efficiency of the entire purification protocol, an in-vitro transcribed EU-

labeled luciferase mRNA is added as a spike-in tracer before the click-it reaction and 

used to normalize the recovery of the EU-labeled RNA in qRT-PCR data before applying 

the export rate formula.  

Comparing total RNA and nascent RNA expression and export rate, it is possible to 

obtain a detailed picture of the effect of a specific treatment or condition on the 

transcription and nuclear export process of a specific target. To normalize overall levels 

of mRNA expression, we generally use mRNA levels from the housekeeping TBP gene. 

However, to normalize nascent RNA levels representing transcription rates, we instead 

use 18S rRNA levels as a reference. The reason is that the nascent TBP RNA levels are too 

low to faithfully represent a normalizing factor.   

3.3.2 CoIP and ChIP 

Co-immunoprecipitation (Co-IP)297 and Chromatin immunoprecipitation (ChIP)298 are 

biochemical techniques used to study protein-protein and protein-chromatin 

interactions, respectively.  

For the Co-IP the starting point is the cell lysate (or the purified nuclear fraction if the 

target is a nuclear protein). However, the conventional ChIP technique requires that the 
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protein-chromatin interaction is first fixed with formaldehyde before purifying the 

nuclear compartment.  

The basic principle for the two methods is otherwise similar in that an antibody against 

an epitope of the selected target is mixed with the lysate and incubated to allow the 

binding. Following that, the mixture is incubated with immunoglobulin magnetic beads to 

capture the antibody-protein complex on a magnetic rack.  

For the Co-IP analyses, the purified complex is analyzed by Western Blots using an 

antibody against the predicted interaction partner. Alternatively, the purified complex 

can be analyzed by mass-spectrometry to identify all possible interactors. 

Conversely, for the ChIP analyses, the purified complex is first subjected to reverse-

crosslinking to separate the protein from the chromatin followed by the purification of 

the DNA. Using specific primers individual regions of interest can be tested for their 

ability to interact with the protein of interest by q-PCR. Following comparisons to the 

input material and no-antibody control, the calculated percentage of recovery indicates 

the amount of target protein that binds the specific DNA region of interest. Additionally, 

the purified DNA can be analyzed by next-generation sequencing to observe genome-

wide interactions with the protein target of choice (ChIP-seq).  

The optimization of antibody concentration, the stringency of the washing procedure, 

fixation protocol conditions (for ChIP) represent essential steps to guarantee 

reproducible results. Moreover, it is important to include controls to avoid 

misinterpretations. In both cases, a no-antibody control, or immunoglobulin G (IgG) 

control, where the lysate is mixed with a no-antibody or IgG-control antibody, is needed 

to check non-specific background signals.  

For Co-IP, it is important to use Western Blot to quantify also the recoveries in 

comparison to input material, which serves to determine the intensity of interactions. 

For ChIP, it is important to include in the q-PCR analysis primers for sites where the 

target is not supposed to bind, such as alpha-satellite DNA.  

Both techniques benefit from the use of positive controls that are usually represented 

by proteins known to interact with the target (in the Co-IP) or primers for a region 

known to have a strong binding with the target (in the ChIP). 

3.3.3 Simple Western analyses 

To quantitatively identify protein epitopes in purified Co-IPs, a Simple Western (Wes 

and Jess instruments, Protein Simple, Bio-Techne) methodology has been optimized 

and implemented299. 
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Compared to classical Western blot methods, this technology allows the use of very low 

input amounts and antibodies – thus a particularly useful feature for Co-IP samples. 

Moreover, it is fully automated, except for the preparation of the plate, more sensitive 

and much faster, to allow runs of a full experiment from electrophoresis to antibody 

incubation and chemiluminescence reading in a little bit more than three hours. 

It is a capillary-based technology: the sample, buffers, and primary and secondary 

antibodies are loaded manually in a specific plate that is later loaded into the instrument 

together with a capillary cartridge. Here, completely automatically, the separation matrix 

and then stacking matrix are aspirated in each capillary followed by electrophoretic 

separation of the samples. Next, UV light is applied to fix the proteins to the wall of the 

capillaries with the matrix being washed out prior to the immunoblotting and 

chemiluminescence steps. The results are shown as electropherograms and virtual blot-

like image, on which it is possible to calculate molecular weight and signal intensity (as 

the area under the peak at a specific molecular weight position). 

The technology allows also for multiplexing, using a combination of chemiluminescence 

and fluorescence channels, re-plexing, and normalization with total protein using 

specific kits.  

Once the optimization of the concentration of the input material and of the primary 

antibody has been implemented, the Simple Western technology is a powerful method 

to quantify precisely and rapidly, with less error-prone steps, and low amounts of 

proteins in lysates. 

3.4 Further notes 

On some occasions, it has been necessary to combine single-cell and cell population 

methodologies. This is exemplified in Paper III, which describes the need to grow cells on 

a cover slip submerged in six-well-plates. Following treatments, the cells on the cover 

slip were fixed for RNA/DNA FISH analyses, while the remaining cells in the wells were 

isolated for subsequent determination of treatment efficiencies (by qRT-PCR, for 

example). In this way, the treatment was uniform to all the cells within the same time 

period in the same well. 

3.5 Statistical analysis 

Most of the statistical analysis was performed on at least 3 biological replicates. In DNA-

FISH experiments, the distance of each allele was considered an independent 

experiment and the measures of the biologically independent replicas were pulled all 

together to calculate the statistics. A normality test was used to control the data 

distribution and decide the appropriate statistical analysis: when it passed, an unpaired 

two-tailed t-test was performed to calculate the p-value; otherwise, a nonparametric 
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Kolmogorov-Smirnov unpaired t-test was used. For fold change analysis, in Paper III, it 

was considered to be more appropriate to use a one-sample test by which it is possible 

to compare the hypothetical value of the controls (100%), with the mean of at least 

three independent biological replicas. 

3.6 Ethical Considerations  

No ethical permits were required for the work in this thesis, since neither animal nor 

patient material has been used. 

Nevertheless, some ethical considerations, such as the type of reasoning often used by 

researchers and the problem of the background theories, are important to discuss. 

Induction is the most common reasoning modality used by scientists working in 

empirical sciences like biomedicine and molecular biology, contrary to the scientists 

involved in formal sciences, like mathematics and physics, which use mainly a deductive 

type of reasoning.  

In induction reasoning, if all the premises are fulfilled, the conclusion is considered 

verified and true; it goes from specific to generalized conclusions. If, for example, a 

specific behavior has been observed in a specific cell line, it is generally thought that all 

cell lines of the same type, with the same condition, would have the same behavior. 

Statistical analysis would only be used to assess the statistical significance of the 

behavior observed in that cell line, but not how generalized that behavior is. The 

induction reasoning is very common in biology and alternatives are not really possible: 

scientists think that biological processes such as DNA replication and transcription, are 

the same in all cells of the same type, in all humans when the same conditions have 

been met. To determine if that is an absolute truth is, however, impossible. Those 

conclusions are based on the fact that previous studies have shown that cells with 

certain features are all similar between them, but again, also in that case an induction 

reasoning was applied: that form a circle with no end, which is the main problem of this 

type of reasoning.   

The work in this thesis, however, has also contributed to show that plasticity and 

stochasticity are basic components of any biological system, making it almost 

impossible to use induction reasoning for biological observations. 

Having said that, current methodologies and technologies don’t allow ignoring the 

induction reasoning, but scientists can and should always acknowledge in their work the 

limitations of such type of generalized thinking. At the same time, it should be limited by 

strengthening as much as possible the premises of their conclusions and by including 

assays that take into account the roles of plasticity and stochasticity in their 
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observations. That is possible by employing single-cell methodologies and personalized 

medicine approaches. 

Another common problem in empirical sciences is the background theories: researchers 

base their own observation on the fact that previous ones have been accepted by the 

community and because of that they form a type of absolute truth300. That has been 

true for example with the “fundamental dogma of biology: one gene, one transcript, one 

protein”, thanks to which for years non-coding DNA has been called junk DNA, while now 

we know how much important and how many functions such type of DNA have. If the 

fundamental dogma would not so hardly be impressed on the scientists' minds, the 

discoveries related to ncRNAs might have been done much earlier. 

Another example is the trust researchers have in instruments, like microscopy, and basic 

methodologies, like fixation procedures: for years it has been believed that chromatin 

forms the famous 30nm fiber, and only recently has such a model been discarded, and 

the 30nm fiber is now mainly considered an in-vitro artifact301. It is, thus important for 

researchers to always have a critical mind and question their own and others' works.  

Another ethical consideration related to the work here presented is personalized 

medicine302,303. To approach a specific disease of a specific patient as unique could be 

the game changer for curing complex diseases like cancer: analyzing the heterogeneity 

of the cancer cells in that patient and finding certain features, like for example the 

overexpression of CCAT1 or a higher percentage of cells with active MYC gating, instead 

of other deregulation processes, could help in designing more specific and beneficial 

treatment. 

Research in new technologies and methodologies that would reduce the cost and the 

logistics to adopt more universally personalized medicine should be favored in order to 

find the molecular mechanism underlying cell heterogeneities and justify the use of 

personalized approaches. 
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4 Results 

4.1 The MYC gene is gated in human colon cancer cells (Paper I) 

4.1.1 The OSE and MYC interact with different components of the NPC  

For gene gating to take place, enhancer - gene complexes have to be recruited to the 

nuclear pores194 – a step that likely involves the binding of NUPs to chromatin. To 

determine if the enhancer interactome impinging on MYC and MYC itself was bound to 

NUPs we compared the network of MYC interactors identified by the Nodewalk 

technique to NUP153, one of the mobile nucleoporins, genome-wide binding data79. 

These results showed that Nup153 bound not only the MYC promoter region but also 

other MYC interactors representing enhancer regions flanking MYC locus, including one 

of its most frequent interactors, the colorectal super-enhancer. Surprisingly, no overlap 

was found between NUP153 and MYC interactors representing constitutive LADs, 

pointing to the possibility that MYC transiently interacts with these regions when in the 

proximity of NPCs at the nuclear periphery. 

To explore whether MYC was physically recruited to the NPCs, we first explored whether 

it contacted also “stable” components of the NPC. To explore if NUP133, a “stable” 

nucleoporin belonging to the NPC ring, would bind regulatory regions at the MYC locus 

and its enhancers, we performed ChIP qPCRs covering key enhancer and promoter 

elements. Surprisingly, we observed no binding on the MYC promoter, but an enrichment 

of NUP133 binding on a region corresponding to the colorectal super-enhancer, one of 

the most frequent interactors of MYC harboring a CTCF binding site. This oncogenic 

super-enhancer (OSE) emerges during cancer development and is present in HCT116 

colon cancer cells but not in the primary human colon epithelial cells (HCEC). 

Importantly, also the NUP133 binding in this region appears to be cancer-specific, as we 

couldn’t find NUP133 occupancy on OSE correspondent region in HCEC. 

To confirm that the binding of NUP133 to the OSE takes place at the nuclear periphery, 

we have applied the ChrISP assay to quantitate the proximity between the OSE locus 

and NUP133 within the nuclear architecture with a modified protocol that includes 

tyramide signal amplification. In this way, we could not only confirm that NUP133 binds 

mainly to the OSE and only in HCT116 cells but not in HCEC, but also that such 

interaction happens primarily near the nuclear periphery. 

In summary, we showed a division of work between the MYC promoter and the OSE in 

their interaction with the NPC components: while MYC primarily binds NUP153, a mobile 

component of the nuclear basket of the NPC, probably already in the nuclear interior, 

the OSE, in cancer cells, bind the NPC ring, mainly at the nuclear periphery. 
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4.1.2 OSE and MYC travel together towards the nuclear periphery 

An essential step of the gene-gating process is the movement of the target locus and 

its enhancer to the nuclear periphery, and their engagement in productive interactions 

in proximity to the NPCs. To explore the distribution of OSE-MYC proximities, we have 

performed 3D-DNA-FISH with small probes targeting the MYC and the OSE loci and 

calculated their distances to the nuclear periphery corresponding to the edge of DAPI 

staining. The results showed that in HCT116, but not in HCEC, the OSE is generally closer 

to the periphery than MYC, and, interestingly, the difference (c value) between the 

distance of MYC to the periphery (b value) and the distance of the OSE to the periphery 

(a value) is drastically reduced as they approached positions near the periphery (c value 

near 0; c=b-a), suggesting that the OSE-MYC proximities are highest at the lamina. To 

confirm this possibility, we performed ChrISP analysis between the OSE and MYC 

regions, which showed the highest accumulation of positive signals at a distance starting 

from 0,5µm to the periphery. 

To test if this phenomenon was specific to the OSE, we performed a similar ChrISP 

experiment between MYC and another enhancer (EnhD) that does not bind NUPs, is 

more proximal to MYC, and strongly interacts with MYC in Nodewalk analysis. 

Surprisingly, in this case, the positive ChrISP signals highlighting the proximity between 

MYC and EnhD, where primarily located in the nuclear interior.  

To correlate these data with the transcriptional activity of the MYC gene, we performed 

RNA-FISH with probes specific for MYC intron 1 or for the entire MYC gene (exons + 

introns). We observed that while the unspliced form was mainly localized at the nuclear 

interior, there were two peaks in splicing events, one at the nuclear interior and one at 

the nuclear periphery. 

All together these results suggest that while EnhD is involved in the transcriptional 

activation of MYC in the nuclear interior, the OSE is, probably primarily involved in 

tethering the active MYC alleles to the NPC when it is located in the proximity of the 

nuclear periphery. 

4.1.3 MYC gating increases the cytoplasmic concentration of MYC transcripts 

To assess the possible function of the recruitment of MYC to NPCs, we analyzed by 

qRT-PCR the total and nascent amount of MYC transcripts in both HCT116 and HCEC. 

Surprisingly, the data showed that, as expected, the total MYC mRNA accumulation was 

higher in HCT116 than HCECs. However, the level of nascent transcripts, as analyzed by 

5’-ethynyl uridine (EU)-labeling and pull-down, was lower in cancer cells than in the 

normal counterparts, suggesting that the higher MYC expression in HCT116 is not caused 

by increased transcription compared to HCEC.  
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To explore the potential contribution of the gating process to higher MYC levels, first we 

explored if proximity to NPCs in HCT116 cells would accelerate the nuclear export rate of 

MYC transcripts compared to HCECs. To examine the nuclear export rate of newly 

synthesized MYC transcripts, before extracting the EU-labeled newly synthesized RNA, 

cells were fractionated to cytoplasmic and nuclear fractions, and the two fractions were 

analyzed separately over a time course of 1 hour (Figure 3A). We observed that the ratio 

between cytoplasmic and nuclear fractions of newly synthesized MYC transcripts at 1 

hour after chase was approximately 5-fold higher in HCT116 cells compared to HCECs, 

indicating an increased nuclear export rate in the cancer cells (Figure 3B).  

 

 

Figure 3: MYC gating increases the export rate of MYC transcripts in the cytoplasm of cancer cells 

(A) shows the scheme of the pulse-chased experiment used to calculate the export rate of MYC transcripts from the 

nucleus to the cytoplasm: following incubation with ethenyl-uridine for 30 minutes, the cells were chased for 0, 15, 30, or 

60 minutes, as indicated in (A). Following harvesting, the nuclear and cytoplasmic compartments were fractionated, and 

the newly synthesized EU-labeled RNA extracted and purified. (B) shows the results presented as ratios between newly 

synthesized MYC mRNA detected in the cytoplasm and nucleus, respectively. HCT116 = colon cancer cell line; HCEC = normal 

colon epithelial cells.  The data clearly indicates that MYC-gating increases the export rate in cancer cells, while this principle 

is not active in normal cells. 

Modified from: WNT signaling and AHCTF1 promote oncogenic MYC expression through super-enhancer-mediated gene 

gating. Nat Genet 51, 1723–1731 (2019), https://doi.org/10.1038/s41588-019-0535-3. 

To explore how an increased export rate in cancer cells would contribute to higher total 

cellular MYC levels, we analyzed the total, cytoplasmic and nuclear decay of MYC 

mRNAs by blocking the transcription elongation by Actinomycin D treatment. 

Importantly, while we observed no difference in the decay of MYC mRNAs between 

HCT116 and HCEC, in both cell types the results showed a much faster decay in the 

nucleus than in the cytoplasm.  

In light of these observations, we hypothesized that the OSE-mediated gating of MYC in 

cancer cells results in increased nuclear export rate of MYC transcripts to the 

cytoplasm, escaping in this way the faster decay in the nucleus and allowing the 

accumulation of MYC mRNAs in the cytoplasm. Importantly, modeling experiments 

confirmed that the increased nuclear export rate of MYC transcripts over time can 

solely explain the difference in total MYC mRNA levels between HCT116 cells and HCECs. 

A B 
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4.1.4 AHCTF1 and b-catenin regulate the OSE-mediated gating of MYC  

AHCTF1 (or ELYS) is an essential nucleoporin for re-assembling the NPCs after cell 

division and the only one with a specific DNA-binding domain76,90. With these properties, 

we hypotesized that AHCTF1 might be involved in the OSE-mediated recruitment of 

MYC to the NPCs. 

To verify this possibility, we used siRNA strategy to knockdown AHCTF1 and we 

observed that both the export rate of newly synthesized MYC transcript and the binding 

and well as proximity between the OSE and NUP133 were drastically reduced in the 

absence of AHCTF1, while the total transcriptional rate and the OSE-MYC polarized 

orientation at the nuclear periphery (c-value) were nearly unchanged. These data led us 

to conclude that AHCTF1 is needed to anchor the OSE to the NPC ring. 

To investigate further the potential factors regulating the gating of MYC, we considered 

that WNT signaling is one of the pathways generally upregulated in cancer cells and 

responsible for MYC upregulation. Moreover, HCT116 cells have an autocrine WNT3a loop. 

In addition, we have also observed the presence of 4 TCF4-binding sites in the OSE in 

close proximity to the NUP133 binding site. To explore the hypothesis that WNT could be 

involved in the regulation of MYC gating, we treated HCT116 cells with BC21, a drug that 

specifically targets the WNT canonical pathway by inhibiting b-catenin-TCF4 complex 

formation304. Using ISPLA, we showed that not only b-catenin and TCF4 are in close 

proximity with AHCTF1, but also that such proximity is counteracted by BC21 treatment. 

Co-immunoprecipitation data have confirmed a similar trend, but with BC21 affecting 

the TCF4-AHCTF1 complex, indicating that b-catenin might mediate the indirect binding 

of AHCTF1 and TCF4. The b-catenin-mediated AHCTF1 binding was, moreover, essential 

to anchor the OSE to NUP133, as shown by the reduced ChrISP proximity signal between 

NUP133 and the OSE upon BC21 treatment. 

We have also analyzed the binding patterns of these factors on the most prominent of 

the 4 TCF-binding sites, WRE520: b-catenin, AHCTF1, and NUP133 all have a strong 

binding to this site according to ChIP results, and their bindings are reduced upon BC21 

treatment. After verifying that BC21 treatment affects both the newly synthesized MYC 

mRNA nuclear export rate to the cytoplasm and total MYC mRNA accumulation, but not 

the transcription rate of MYC, we conclude that b-catenin, and therefore WNT signaling, 

regulate MYC levels post-transcriptionally, via mediating the biding of AHCTF1 to the 

OSE and, in doing so, controlling the OSE-mediating gating of active MYC to the NPCs 

(Figure 4). 
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Figure 4: OSE-mediating MYC gating 

In the presence of an oncogenic super-enhancer (OSE) and an active WNT pathway, as represented in HCT116 colon cancer 

cells, the MYC gene is gated to the nuclear pore complex at the nuclear periphery in an ELYS-dependent mechanism. In this 

way, the transcripts can escape the faster nuclear degradation rate and accumulate in the cytoplasm by fast export through 

the nuclear pores. Moreover, there is a “division of labor” between gating and non-gating enhancers, the latter of which 

tends to increase MYC transcription in the nuclear interior. In the absence of the OSE, like in the normal HCEC cells, or in 

the presence of BC21 or ELYS knockdown, the export rate is drastically reduced and MYC transcripts are subjected to the 

more rapid nuclear decay.  

From: WNT signaling and AHCTF1 promote oncogenic MYC expression through super-enhancer-mediated gene gating. Nat 

Genet 51, 1723–1731 (2019), https://doi.org/10.1038/s41588-019-0535-3 

4.2 A non-canonical CTCF function regulates the OSE-mediated MYC 
gating (Paper II) 

4.2.1 The OSE possesses a CTCF-binding site 

To investigate further the molecular mechanism of the gating of MYC transcripts in 

HCT116 cells, we focused our attention on CTCF, the master regulator of 3D-nuclear 

architecture that is involved in enhancer-promoter loop formation, the regulation of 

MYC levels250,305 and the recruitment of circadian genes to the lamina43. Indeed, the OSE 

has a CTCF binding site (CTCFBS) located within the CCAT1 eRNA - a region that showed 

high-frequency interaction with the MYC gene in Nodewalk assays. 

To study the role of CTCF in the gating mechanism, we mutated the specific binding site 

by CRISPR-Cas9 technology and chose 2 clones, D3 and E4, for the follow-up 

experiments. We validated the efficiency of the mutations by CTCF ChIP, and verified 

the absence of any off-targets by bioinformatic tools and CTCF ChIP-seq analyses.  

4.2.2 CTCF binding to the OSE confers a growth advantage to HCT116 cells 

To evaluate the effect of the mutated CTCFBS on cell proliferation, we co-cultured WT 

and D3 or WT and E4 cells for 2 weeks, and documented the growth advantage of WT 

cells compared to either of the 2 mutated clones. Taking into consideration our previous 

results and the role of WNT-signaling in the gating process, we examined any possible 
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connection between the CTCF binding site and b-catenin/TCF4 binding at the OSE. 

Treating the cells with BC21 thus drastically reduced the growth advantage of WT cells 

over the mutant clones, indicating that CTCF binding to the OSE in cancer cells gives a 

growth advantage, likely by providing a platform to integrate the effects of the canonical 

WNT-signaling pathway.  

4.2.3 CTCF regulates the nuclear export rate of MYC transcripts 

To assess if the removal of CTCF from the OSE would interfere with the OSE-mediated 

gating of MYC and the nuclear export of MYC transcripts, and how these effects would 

be connected with the role of b-catenin in the gating process, we repeated in the D3 

and E4 clones the export assay in the presence or absence of BC21. We observed an 

intense reduction of the nuclear export rate of MYC transcripts in the two mutant clones 

compared to the WT cells. However, BC21 did not reduce further the export rate of MYC 

transcripts in the mutant clones, indicating that the effect of WNT was mediated by the 

CTCFBS. In line with the effect of gating on total MYC mRNA accumulation, the total 

amount of MYC transcripts was also reduced in the mutant clones, but not the 

transcriptional rate of MYC, as measured by newly synthesized RNA quantification.  

We repeated the same experiments with similar results also for the FAM49B gene that, 

according to Nodewalk analysis, is also an interactor of the OSE and its protein is 

functionally connected with MYC. 

In summary, we conclude that CTCF binding to the OSE confers a proliferative 

advantage by increasing the nuclear export rate of MYC transcripts.  

4.2.4 Both CTCF and b-catenin are needed to efficiently recruit AHCTF1 to the 
OSE 

To understand further the mechanism of MYC gating, we scrutinized in further details 

the relationship between CTCF and the previously identified players in this process: b-

catenin, AHCTF1, and NUP133. 

By using co-immunoprecipitation analysis, we could conclude that CTCF interacts with 

all three components, but we also observed a very high recovery of AHCTF1 in CTCF-

CoIP, higher than the recovery of CTCF itself, indicating the possibility that a 

subpopulation of CTCF molecules interacted with oligomers of AHCTF1. Moreover, 

AHCTF1 interaction with CTCF seemed to be also influenced by b-catenin, since BC21 

treatment reduced both the recovery of AHCTF1 in the CTCF-CoIP experiment and the 

binding of it to the CTCFBS, as quantified by ChIP. 

This data suggests a possible collaboration between CTCF, b-catenin and AHCTF1 in the 

OSE-mediated gating of MYC. 
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To further explore whether the effects of the CTCFBS mutation on the recruitment of 

AHCTF1 to the OSE is caused by the lack of CTCF binding to the OSE, we knocked down 

CTCF by siRNA strategy and analyzed the binding of AHCTF1 to the CTCFBS. Similarly to 

the situation in the two mutant clones, D3 and E4, we observed reduced binding of 

AHCTF1 to the OSE, suggesting that indeed it was CTCF that collaborated with b-catenin 

for the recruitment of AHCTF1 to the OSE. 

To explore the role of AHCTF1 in the distribution of the OSE and MYC within the nuclear 

architecture, we performed 3D-DNA-FISH analyses of these regions in siAHCTF1-treated 

HCT116 cells. The results confirmed that the OSE requires AHCTF1 to complete its last 

0,7µm travel toward the nuclear periphery. Interestingly, CTCF-AHCTF1 and CTCF-

NUP133 ISPLA signals indicated that the proximity between these factors peaked around 

1µm from the periphery – raising the question whether AHCTF1 and NUP133 might be 

loaded onto the OSE at this sub-nuclear position to facilitate its recruitment to NPCs. 

Moreover, this process required b-catenin, since BC21 treatment reduced the ISPLA 

signals. Finally, as controls we showed that BC21 didn’t impact the recruitment of CTCF 

on the OSE CTCFBS, neither did the mutated CTCFBS in D3, or E4 affect the binding of 

TCF4 and b-catenin to the OSE. 

All these data strongly advise for a model in which both CTCF and b-catenin binding to 

the OSE is needed to efficiently recruit and stabilize AHCTF1 on the OSE to allow the 

latter to reach the NPC at the nuclear periphery. 

Interestingly, although in the D3 and E4 clones, both the number of OSE and MYC alleles 

at the periphery and the coordination between their recruitment to the periphery 

(indicated by the c value approaching 0) are reduced, Nodewalk analysis showed no 

difference in OSE-MYC interaction frequencies, excluding the possibility that CTCF is 

directly involved in the loop formation. Indeed, several interaction points were 

discovered between MYC and the OSE region outside the context of the CTCFBS, 

potentially mediated by factors other than CTCF. CTCF might thus have only an indirect 

role in mediating OSE-MYC proximity by enabling their recruitment to the more 

crowded environment of the nuclear periphery. 

4.2.5 CCAT1 expression correlates with the recruitment of the OSE to peri-
nuclear positions  

Recent publications have shown that, in an engineered cell line with high CCAT1 

expression, CCAT1 seems to mediate the OSE-MYC interactions, in part by recruiting 

more CTCF to the OSE, and facilitates MYC expression. In our HCT116 model system, we 

observed only the presence of the long form of CCAT1, CCAT1-L, which is localized 

exclusively in the nucleus. 
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As opposed to previous findings in an engineered cell line262, a combination of CCAT1 

RNA-FISH and 3D-DNA-FISH analyses with small probes covering the OSE and MYC loci 

was not able to show any correlation between CCAT1 expression, which peaks proximal 

to but not precisely at the nuclear periphery, and the OSE-MYC proximity, peaking 

around 0,6µm from the nuclear periphery and at the lamina. On the contrary, we have 

found a correlation between high CCAT1 RNA FISH signals and the proximity of the OSE 

allele DNA-FISH signals to perinuclear positions, approximately 1µm from the periphery, 

indicating a possible function of CCAT1 in giving directionality of the OSE movement 

towards peri-nuclear positions. 

As CCAT1 transcription and expression required a functional CTCFBS, as shown by the 

qRT-PCR in WT and CTCFBS-mutant clones of total and newly synthesized transcripts, 

we explored whether or not WNT-signaling, which exerts its effect in collaboration with 

the CTCFBS, plays a role in CCAT1 expression. Indeed, BC21 treatment reduced CCAT1 

expression, but only in WT cells and not in the CTCFBS-mutant clones, indicating that its 

effect impinges on the CTCFBS. 

Data accumulated to this point supported a model in that WNT-and CTCF-induced 

CCAT1 expression facilitates the recruitment of the OSE to perinuclear positions (0,7-

1,5µm from the nuclear periphery), where the OSE and MYC regions acquire polarized 

orientation with the OSE being closer to the periphery, and CTCF together with b-

catenin facilitate the loading of AHCTF1 and NUP133 onto the OSE – factors that are 

necessary to recruit the OSE-MYC complex to NPCs and the gating of MYC transcripts. 

At the same time, the CCAT1 expression is drastically reduced at the lamina, indicating 

that it does not participate in the final steps of the anchoring of OSE-MYC complex to 

NPCs. This process is reduced or absent in HCECs or in mutant clones where CTCF is 

unable to bind efficiently the correspondent CTCFBS within the OSE, or in case of WNT-

pathway inhibition (Figure 5). 

Figure 5: Model showing the role of the CTCFBS in the MYC-gating 

mechanism 

Following random and possibly also directed movements in the interior of the 

nucleus, the OSE reaches a position near the nuclear periphery. In parallel, WNT 

induces the expression of CCAT1, in concert with the CTCF binding site 

neighboring the TCF4 binding site. At this position AHCTF1 is recruited to the 

OSE in a manner mediated by both CTCF and the b-catenin/TCF4 complex. This 

step is essential for the ability of the OSE to reach the nuclear pore. During this 

transit at a position much closer to the nuclear periphery (<0,7 µm), CCAT1 

expression is reduced, concomitant with the juxtaposition of the MYC and OSE 

regions. The entire process requires a functional CTCF binding site within the 

intron of the CCAT1 gene. 

  

Modified from: Canonical WNT signaling-dependent gating of MYC requires a 

noncanonical CTCF function at a distal binding site. Nat Commun 13, 204 (2022), 

https://doi.org/10.1038/s41467-021-27868-3. 



55 

4.3 CCAT1 antagonizes the OSE-mediated gating of MYC (Paper III) 

4.3.1 Knockdown of CCAT1 reduces MYC transcription but increases the export 
rate 

Since it was difficult to conclude if the effects of CCAT1 expression on the gating 

mechanism in the CTCFBS-mutated clones were direct or a consequence of the lack of 

CTCF binding, we explored the effects of knocking down CCAT1 by siRNA for 72h. 

As expected, according to other reports in the literature, MYC expression was reduced. 

We have also observed a reduced transcriptional rate, quantified by qRT-PCR of EU-

labeled newly synthesized MYC mRNAs. Interestingly, also CCAT1 nascent RNA was 

reduced, suggesting a dual effect of the siRNA: degrading the target by RNA interference 

mechanism and affecting its transcription rate. 

What was unexpected, however, was that the nuclear export rate of MYC transcripts 

was drastically increased in the CCAT1 knock-down cells (Figure 6A), contrasting the 

previously suggested role of CCAT1 in the gene gating process.  

These results thus pointed to a complex function of the CCAT1 eRNA: it amplified the

expression of MYC, but at the same time, antagonized the gating mechanism. 

Figure 6: CCAT1 interferes with gated MYC mRNA export by promoting MYC transcription 

CCAT1 interferes with gated MYC mRNA export by promoting MYC transcription. The knockdown of CCAT1 expression by 

siRNA significantly increases the nuclear export rate of MYC transcripts, as quantified by the newly synthesized RNA export 

assay (A), while reducing MYC transcription, as exemplified by RNA-FISH images in (B), quantified in (C). Moreover, is 

possible to visualise in (B) that CCAT1 promotes the formation of transcriptional condensates at the perinuclear position. 

Following knockdown of CCAT1 expression these condensates disappear while increasing the frequency of less actively 

transcribed MYC alleles on the nuclear periphery (arrow). In (B), MYC exon= red, MYC intron= purple DAPI= blue 
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4.3.2 CCAT1 promotes the formation of MYC transcript condensates 

To verify how the expression and distribution of MYC transcripts within the nuclear 

space was affected by the siCCAT1 treatment, we performed an RNA-FISH with specific 

probes for the CCAT1 eRNA, MYC exons, and MYC introns. Taking into consideration our 

previous result showing that CCAT1 expression signal was almost completely excluded 

within 0,7µm from the nuclear periphery, we expected to find two different populations 

of MYC alleles: one CCAT1 eRNA-dependent population in the interior of the nucleus and 

one CCAT1 eRNA-independent group at the nuclear periphery. 

We indeed found that in control cells MYC exon RNA-FISH signals were much stronger at 

the interior of the nucleus, whereas when CCAT1 expression was attenuated, the 

remained MYC exon signals were mainly located at the nuclear periphery (Figure 6B). Of 

interest, CCAT1 and MYC RNA FISH signals were often not in close proximity, indicating 

an indirect role of CCAT1 eRNA in MYC transcription, potentially by sponging 

transcriptional repressor miRNAs. 

The MYC exon signals, moreover, appear to form agglomerates (Figure 6B), the number 

and size of which are CCAT1 expression dependent (Figure 6C), indicating the possibility 

of this ncRNA of being a seed for the formation of transcriptional condensates. 

Interestingly, the MYC transcript clusters devoid of intron signal often protruded 

towards the nuclear periphery, suggesting that a part of them could be a stock for a 

following gene-gating-independent nuclear export. It was also possible to observe cells 

with all three MYC alleles active, two distant and one proximal to the periphery - a 

scenario that could be explained by the co-presence in the same cells of both gated 

and not gated nuclear export mechanisms of MYC mRNAs (Figure 6B, left panel). 

Summarizing these unexpected results, we concluded the CCAT1 eRNA functioned as a 

switch between gating-dependent and independent export mechanisms: in the nuclear 

interior, its expression promoted MYC transcription and the formation of transcriptional 

condensates that are not-subjected to the gating mechanism, while its absence allowed 

the OSE-MYC complex to reach the nuclear periphery and participate in gene gating. 

4.3.3 CCAT1 eRNA prevents OSE and MYC from reaching the nuclear periphery by 
promoting transcriptional elongation 

To check the role of the CCAT1 eRNA in the movement of the OSE and MYC regions 

toward the nuclear periphery, we performed the 3D-DNA-FISH analysis in the siCCAT1-

treated cells. We thus observed an increased accumulation of both OSE and MYC alleles 

at the nuclear periphery in the absence of CCAT1 eRNA (Figure 7A). Moreover, we 

noticed an increased number of OSE and MYC alleles per cell within 0,6µm from the 

periphery in the treated cells, indicating that a subpopulation of cells was more 

responsive to CCAT1 expression. 
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Figure 7: Blocking transcription elongation increases the migration of the OSE and MYC alleles to the nuclear periphery 

The knockdown of CCAT1 (A) and CDK9 (B) expression increases the accumulation of MYC and OSE alleles at the nuclear 

periphery. Talen together, these results indicate that the CCAT1 eRNA impedes gating of MYC by antagonizing the inhibition 

of transcriptional elongation.  

A previous report of our group showed that a pan-cyclin-dependent kinase (CDK) 

inhibitor, Flavopiridol, facilitated the movements of circadian genes to the nuclear 

periphery43. As CDK9 is a component of the positive transcription elongation factor 

complex, P-TEFb, which is responsible for inducing transcriptional elongation by 

phosphorylating and inhibiting the negative transcription elongation factors and by 

phosphorylating the RNA Pol II CTD on serin-2. Knockdown of CDK9 by siRNA treatment 

showed, similarly to what was observed in siCCAT1-treated cells, a shift towards the 

nuclear periphery of both MYC and OSE regions (Figure 7B). Although we don’t have yet 

data showing an influence of the export rate in siCDK9-treated cells, this observation 

suggests that a block in transcription elongation promotes the migration of the MYC and 

OSE loci to the periphery. Hence, the CCAT1 eRNA might work by promoting 

transcriptional elongation in the nuclear interior and, in doing that, inhibiting the gating 

process. 

In summary, we have observed that the CCAT1 eRNA works as a switch between gating-

dependent and –independent nuclear export mechanisms. By increasing the 

transcriptional burst rate, with transcriptional condensate formation, and promoting 

transcriptional elongation in the nuclear interior, the CCAT1 eRNA thus likely prevents the 

migration of MYC and OSE loci to the nuclear periphery, an essential event for the 

gating-mechanism, and, in this way, counterbalances the gating-dependent nuclear 

export rate of MYC transcripts.  
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5 Discussion 
This thesis describes the discovery that gene gating, previously identified only in fungus 

and lower animals, exists also in human cells and, by inference, in other mammals. 

Importantly, the results also document that this principle contributes to the pathological 

proliferative advantage of cancer cells via the gating of active MYC alleles to the nuclear 

pores in a manner mediated by a distal oncogenic super-enhancer in HCT116 colon 

cancer cells.  

The MYC locus is surrounded by enhancer regions that are activated in lineage-specific 

manners. While these are normally under strict control to prevent expression overshoot, 

the emergence of oncogenic super-enhancers changes the balance. In this thesis, I have 

focused on a region >500kb distal to MYC that is not active in normal cell counterparts, 

but has acquired oncogenic super-enhancer properties in colon cancer cells.  

5.1 Stochastic versus directed movement  

The heterogeneity of the number of MYC alleles at the nuclear periphery shown in  

Paper I suggests that the gating is a dynamic feature with a constant recycling of gated 

alleles to and from the interior of the nucleus. The results shown in Papers I and II 

suggest that the movement to the nuclear pore likely is at least partially directed. 

Although this is against current dogmas, there are precedents for such a principle196,306. 

In addition, our lab has previously shown that the synchronization of circadian gene 

expression involves rhythmic movements of circadian genes to and from the nuclear 

periphery43, although the contribution of directed vs stochastic elements to these 

movements have not been directly visualized. However, this report was the fundament 

for exploring the possibility of circadian gene gating - that is, circadian genes reach the 

nuclear pore in active states to enhance the amplitude of cytoplasmic mRNA 

oscillations templated by circadian genes. This idea was supported by the observations 

that MYC expression can be under circadian control285–287 and the physical interaction 

between OSE and MYC is under circadian control (Vestlund et al, unpublished). 

Moreover, it has been shown that nuclear actin and myosin play a role in the directed 

movement of chromatin regions away from the nuclear periphery in response to 

transcriptional activation307. There was therefore support in the literature that the OSE 

would reach the nuclear pores, at least partially, independent of diffusion. 

The most surprising result of Paper I was that the OSE appears to be dragging the active 

MYC gene towards the nuclear pore, and not the other way around, and that the entire 

process was dependent on the b-catenin function. This information put the canonical 

WNT signaling pathway in control of the gating of MYC. Subsequent analyses revealed 

part of the underlying mechanisms, which involve the recruitment of b-catenin and the 

nucleoporin AHCTF1 to the OSE, but not to MYC. Very importantly, it could be 
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documented that the movement of the OSE towards the final 0,7µm stretch to the 

nuclear pore required the AHCTF1 function (Paper II). It thus appears that at least a 

portion of the chromatin movement of the OSE from an interior position to the nuclear 

periphery/pores might be directed and under control of WNT-dependent deposition of 

AHCTF1 to the OSE.  

5.2 The non-canonical role of CTCF in the gating process: the AHCTF1-
b-catenin connection 

Given the dogma that CTCF binding sites are at the bases of chromatin loops, it was 

surprising that the mutant OSE allele was able to maintain strong physical interactions 

with MYC despite its inability to interact with CTCF (Paper II). This is in line, however, with 

more recent work documenting that enhancer-promoter interactions can be unaffected 

by knockdown of CTCF expression37,38, thus questioning the generality of the CTCF- 

chromatin looping link.  

Another surprise was that when the WNT signaling pathway converging on the OSE has 

been abrogated, it has resulted in loss of several features including facilitated nuclear 

export of MYC mRNAs and loss of CCAT1 eRNA expression. This observation prompted 

an analysis of the link between b-catenin and CTCF. Paper I shows that a drug, BC21, that 

inhibits the interaction between b-catenin and TCF4, results in reduction of nuclear 

export of MYC mRNAs, hinting at the possibility that b-catenin and CTCF complemented 

each other. A complicating factor was that the interaction between CTCF and b-catenin 

was very weak, suggesting the involvement of yet another factor. We screened a 

number of nucleoporins for their ability to interact with CTCF and found that AHCTF1 

was the most promising candidate. Indeed, knockdown of its expression resulted not 

only in reduction of nuclear export rates of MYC mRNAs, but also inhibited the ability of 

the OSE to reach the nuclear periphery/pore. The interpretation that AHCTF1 interacts 

with the CTCF binding site has been confirmed by knocking down CTCF expression and 

examining the mutant HCT116 cells by ChIP (Paper II). These observations have not, 

however, explained the link to b-catenin until we have shown that the binding of AHCTF1 

to the OSE requires the b-catenin-TCF4 interaction (Paper II).  

The role of AHCTF1 in gene gating highlights another fundamental contribution of this 

study: nucleoporins as chromatin organizers. Considering the original gene gating theory 

from Blobel194, in which NPCs were essential for defining 3D nuclear coordinates for 

specific chromatin loci in yeast194, and the hypothesis by which NPCs are one of the 

most ancient forms of nuclear envelope1, this alternative function of nucleoporins could 

have been essential during evolution to establish and/or maintain nuclear 

compartments before the appearance of other structures, such as LADs. 

NPCs could also play a role in maintaining specialized compartments, different from 

LADs, at the nuclear periphery: Smith and collegues308 have observed the presence in 
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mice of what they called KODs, H3K9me2-Only Domains, rich in tissue-specific 

H3K9me2-enriched enhancers with very low lamin B interactions. These enhancers 

possess inactive or poised markers, and they are located in A-type of open chromatin 

compartments. According to the authors, the KODs could facilitate enhancer-promoter 

interactions and regulate spatiotemporal transcriptional programs. AHCTF1 and other 

nucleoporins have been shown to promote chromatin decompaction in Drosophila309, 

indicating a possible role in the formation of the KODs domains. That could also explain 

why the proximity between MYC and the OSE is directly proportional to the distance to 

the periphery, as shown in Paper I. 

Of note, the model cell line, HCT116, harbors an autocrine WNT signaling loop, and its 

mutated b-catenin cannot be degraded288,289, to cause a constant activation of the 

pathway. New evidence has shown that b-catenin targets, other than being cell-specific, 

are also time-dependent310, opening the question if the OSE is one of the few targets 

which b-catenin binds continuously to, or if it is an early or late target, and consequently 

if the gene-gating mechanism would be always activated or not. Another possibility is 

that CTCF would be first needed to bind the OSE to keep its immediate environment 

free from repressive marks311. This in turn would promote the formation of the  

b-catenin/TCF4 complex, which in turn would collaborate with CTCF to recruit AHCTF1 

to the OSE. Since the WNT pathway is frequently altered in several types of cancer228, 

the emergence of gene gating could be a consequence of prolongated exposure to 

nuclear b-catenin.  

The overall view of the gene gating principle is based on extraction procedures to 

represent merely snapshots of key events and are therefore likely to be restricted to cell 

subpopulations. Such dynamics are poorly understood, although our lab has observed 

that the processing of lamin A might have a role to play. Thus, by inhibiting Farnesylation 

of prelamin using Lonafarnib and hence rendering it inaccessible for its further 

processing within the nuclear membrane, the binding of AHCTF1 to the OSE was 

increased several-fold. Since both AHCTF1 and prelamin A bind to the OSE (Lim et al, 

preliminary results) we envisage that prelamin A is involved in the formation of the 

AHCTF1-containing complex at the OSE-specific CTCF binding site. According to this 

reasoning, its processing might disrupt the AHCTF1-OSE interaction, thus enabling the 

gated MYC alleles to return to the nuclear interior.  

5.3 The CCAT1 eRNA paradox 

The role of CCAT1 in gating was initially considered straightforward due to the results 

obtained using HCT116 cells lacking a functional CTCF binding site within the CCAT1 

intron. Thus, the mutant cells displayed both a loss of gating and loss of WNT activated 

CCAT1 eRNA transcription, as shown in Paper II, suggesting a clear connection. However, 

since CCAT1 eRNA RNA FISH signal drops around 1µm from the nuclear periphery, any 
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effect on the gating process would occur at a distance from the nuclear periphery and 

thus be indirect. While knocking down CCAT1 eRNA expression/transcription produced 

the expected correlation with a concomitant loss of MYC transcription, the results of the 

nuclear export assays in Paper III complicated this interpretation. Thus, the several-fold 

higher rate of nuclear export of MYC mRNAs in cells with attenuated CCAT1 eRNA 

expression was hardly consistent with promoting the gating process.  

An important clue to this enigma was provided by the RNA-FISH analyses showing that 

MYC transcription was most prominent at a distance from the nuclear periphery in 

control cells. As opposed to these large clusters of MYC mRNAs, probably representing 

ongoing re-initiation of transcription, in the siCCAT1-treated cells (Paper III) we have 

observed considerably weaker MYC RNA-FISH signals that localized almost exclusively 

at the nuclear periphery. This observation gave rise to the idea that the increased rate of 

MYC transcription in the presence of CCAT1 expression would counteract the migration 

of the MYC alleles to the nuclear pores, which are surrounded by repressive 

heterochromatic structures enriched in LMNA/B-binding chromatin. Since MYC 

transcription is indeed regulated at its elongation312, we considered the possibility that 

the gating mechanism would benefit from a delayed release of this elongation block, i.e. 

taking place only when approaching the nuclear periphery. In line with this supposition, 

we have recollected that the inhibition of transcriptional elongation by Flavopiridol has 

speeded up the mobility of circadian genes to reach the nuclear periphery43. It is 

noteworthy therefore that inhibition of the expression of CDK9, which is a component of 

the P-TEFb complex that alleviates inhibition of transcriptional elongation by 

phosphorylating, among other factors, Serine 2 of Pol II, has significantly increased the 

migration of MYC to the nuclear periphery. Experiments are ongoing to explore whether 

reversible inhibitors of the CDK9 function increase the nuclear export rates of MYC 

mRNAs. 

Irrespective of these considerations, it is far from clear how the CCAT1 eRNA is able to 

counteract MYC gating by increasing its transcriptional rate. Candidate possibilities 

include the ability of the CCAT1 eRNA to sponge a subset of miRNAs targeting the 

stability of mRNAs encoding functions antagonistic to transcriptional elongation, for 

example. Alternatively, the ability of the CCAT1 eRNA to interact with a range of protein 

factors, such as CHTOP that is a key export factor as well as AHCTF1 (BioGrid), might 

compete out those factors from intended targets, such as the primary MYC transcript, 

and thus impede MYC gating and facilitated nuclear export rates of derived mRNAs.  

Even these speculative scenarios might prove too simplistic. Another unexpected 

outcome of Paper III is that the CCAT1 eRNA regulates the expression of distal (>170kb 

downstream) CCAT2 gene. Similar results were obtained for PCAT1 (not shown), another 

non-coding RNA gene which is >150kb upstream of CCAT1. Both of these non-coding 

genes have been connected to cancer development261,313,314. It thus appears that the 
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CCAT1 eRNA regulates the expression of other genes over large distances perhaps by 

promoting phase separations by analogy to other non-coding RNAs4,315–317. Very 

importantly, this effect of CCAT1 eRNA is lost in the mutant HCT116 cells lacking a 

functional CTCF binding site in the first intron of the CCAT1 gene. Hence, either the long-

range function of CCAT1 eRNA depends on the integrity of this CTCF binding site, and/or 

the mutant cells experienced a crisis during clonal expansion to disconnect its 

functional relationship with the CCAT1-CCAT2-PCAT1-MYC gene cluster. In support of 

the former interpretation, our lab has observed that CTCF quantitatively binds CCAT1 

eRNA (Nikosjkov et al, preliminary result), suggesting that the CCAT1-specific CTCF 

binding site keeps newly produced CCAT1 eRNA close to its template. Since CTCF can 

form oligomers and simultaneously bind several proteins22, such a complex might 

facilitate the formation of OSE-specific condensates or microspeckles that govern the 

transcription over large regions including that of the CCAT1-CCAT2-PCAT1-MYC cluster.  

5.4 Is the gating of MYC in HCT116 cells a unique or a widespread 
phenomenon? 

Focusing on a model system was essential to identify the gating principle and the 

involved players and their interactions. However, this approach suffers from the 

possibility that it is a highly specialized and uncommon process in other cell lines or cell 

types. Against this backdrop, we have observed that the facilitated mRNA export 

pathway typical of gating applies not only to the MYC and FAM49B gene products, but 

also to mRNAs produced from the key regulators themselves including CTCF, CTNNB 

and AHCTF1 to mention a few, in HCT116 cells (Sumida et al, preliminary result). Ongoing 

experiments attempt to decipher genome-wide patterns of nuclear export rates using 

the SLAM-seq (thiol(SH)-linked alkylation for the metabolic sequencing)318 technique. 

Moreover, preliminary results show that MYC mRNA export is facilitated in the MCF10A 

cell line similar to HCT116 cells (Sumida et al, preliminary result). Finally, and perhaps 

most importantly, our lab has preliminary results documenting that the OSE region is in 

direct physical proximity to the nucleoporin NUP133 when at the nuclear periphery in 

both cancer cells and invading endothelial cells in thin sections of breast cancer (Pei et 

al, preliminary result). This does not necessarily mean that the MYC gene is gated in 

such cells, although it fulfills one of the requirements. It will thus be important to pursue 

this link using breast cancer explants and examine if the nuclear export rate of MYC 

mRNAs is facilitated in breast cancer cells ex vivo. However, when combining this data 

with the results from the MCF10A cells, the picture emerging is in support of MYC being 

gated also in breast cancer. 

 



 

64 

5.5 Summary 

The results from this thesis support the existence of a novel version of gene gating in 

mammals. It involves the trafficking of gated alleles from the interior of the nucleus to 

the nuclear pores to facilitate the export of derived mRNAs and their escape from the 

rapid nuclear decay kinetics. This principle entails several steps and we are just starting 

the scratch the surface. Although the results generated so far are limited in scope in 

that they are primarily based on a colon cancer cell line, HCT116, they nonetheless 

suggest that gene gating is a feature of other cancers, in particular breast cancer, as 

well. Important questions for the future include whether gene gating plays a role in 

cancer evolution or primarily functions to manifest a proliferative phenotype, and 

whether mammalian gene gating is only a pathological phenomenon or a normal 

principle hijacked by cancer cells. Perhaps the best indication that gene gating might 

occur also in normal cells is provided by the IGH gene, which has the task to produce 

enormous amounts of derived cytoplasmic mRNAs in plasma B cells. Indeed, the IGH 

locus is positioned at the nuclear periphery of such cells in the mouse, mediated by a 

5’-flanked enhancer region319. 
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6 Conclusions 
The work of this thesis describes the discovery of the gene gating principle underlying 

pathological levels of MYC expression in human colon cancer cells, HCT116. This is the 

first time a gene gating mechanism, originally proposed in 1985194, has been described in 

mammals. 

The gating mechanism includes the following events (Papers I and II): 

• CTCF and the b-catenin/TCF4 complex bind to sites that are close neighbors 

within the Oncogenic Super Enhancer region; 

• By stochastic movements, the OSE reaches from an intra-nuclear position the 

perinuclear position, where AHCTF1 is recruited by the combined efforts of both 

CTCF and b-catenin/TCF4; 

• Concomitantly, the proximity between MYC and the OSE is reduced directly 

proportional to their distances from the nuclear periphery;  

• AHCTF1 promotes the recruitment of the OSE and MYC to the Nuclear Pore 

Complex; 

• At the nuclear pore, the nuclear export of MYC transcripts is facilitated to enable 

their escape from the faster nuclear degradation rate compared to that in the 

cytoplasm 

• The OSE is critical to this process, as its functional absence – such as in normal 

colon epithelial cells, or upon the attenuation of the binding of CTCF (siCTCF-

treated cells, or D3 and E4 CTCFBS-mutated clones), b-catenin (BC21-treated 

cells) or AHCTF1 (siAHCTF1-treated cells) to the OSE - impedes the gating 

mechanism. 

In Paper III, the role of the CCAT1 eRNA in the gating process is elucidated further. 

While the CCAT1 eRNA appears to promote the transcriptional elongation of MYC, 

possibly by forming condensates together with OSE-bound CTCF, it also impedes 

the migration of MYC to the nuclear pores and hence the nuclear export rate of MYC 

mRNA.  

In summary, the work of this thesis has generated data that profoundly compound 

our understanding of how pathological levels of MYC expression are attained. It 

raises the possibility that two opposing mechanisms - one that increases MYC 

expression despite reduced transcription by gene gating and another that 

antagonizes gene gating but increases MYC transcription - balance the cancer cell’s 

response to environmental cues.  
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7 Points of perspective 
The gene gating model described in this thesis opens a new perspective on how a gene 

can be post-transcriptionally regulated in the context of the 3D nuclear architecture.  

Although the mechanisms underlying the gating principle have been uncovered to a 

degree, several loose ends remain. For example, it will be important to explore what 

principle(s) drive the directed migration of the OSE and MYC to the nuclear periphery.  

Another fundamental question addresses whether or not the features regulating the 

inhibition of MYC transcription are directly linked to the migration process and whether 

such stalled RNA polymerase complexes are particularly sensitive to DNA damage. A 

possibility to be explored is whether the MYC protein is part of a feed-forward principle 

driving the gating of its own gene. Finally, it will be essential to uncover how the CCAT1 

eRNA is able to control the nuclear export pathways of the MYC mRNA and whether 

there is a link to DNA repair. Real-time live-cell imaging of chromatin movements in 

single cells, in response to rapidly acting drugs targeting actin polymerization, the 

elongation phase of transcription and aspects of the DNA repair machinery could help 

answer such questions. 

A fundamental question addresses to what extent the gating process that we have 

uncovered in a model system applies generally. For example, can it occur in normal cells 

under the pressure of producing vast amounts of proteins, such for the IgG gene? How 

general will the gating principle be in different stages of cancer development and in 

different types of cancer? Preliminary evidence suggests the existence of MYC gating in 

breast cancer cells. This observation is in line with that the WNT pathway and MYC 

expression are overactive in many types of cancer228,232, in particular in cancer stem-like 

cells320. More broadly and touched upon above, how many other genes are also gated? 

Again, preliminary results show that several of the key players in the gating process, 

such as CTCF, AHCTF1 and CTNNB are themselves gated to suggest a network of 

interdependent functions. It is thus most pertinent to identify genome-wide patterns of 

gene gating and how these can be recruited to promote cancer evolution and 

metastasis. These considerations impinge on the question to what degree 

environmental cues regulate processes in the nuclear architecture, such as the circadian 

cycle43. Will crosstalk between signalling pathways promote or antagonize gene gating? 

Finally, would mechanic stimuli199 be a factor to consider in the regulation of gene-

specific gating mechanisms?  

The MYC function has been historically very hard to target pharmaceutically due to the 

absence of pocket for high-affinity binding of inhibitors, even though new strategies 

have recently been developed to design drugs against the function of this common 

oncogene321. Nonetheless, the gene gating principle offers new perspectives in targeting 

pathological expression of MYC. Olaparib, a PARP inhibitor that indirectly inhibits  
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PARP1- CTCF interaction43 and interferes with the insulator function of CTCF42 by 

blocking its parylation, has been shown to be beneficial in breast and prostate cancer 

already322. 

A good amount of evidence accumulated by our group indicates that the side effect of 

Roscovitine323, which otherwise has been shown to be a potentially powerful cancer 

drug323, could be due to alterations in MYC expression due to the efficient inhibition of 

the gene gating mechanism by the drug. The availability of more potent derivates of 

Roscovitine and their use in targeting gene gating could help to revive the use of this 

drug in combination with other drugs targeting the WNT pathway, for example. The 

benefit of such a combinatorial approach might be to reduce the side effects while 

increasing their potency. 

In summary, the work of this thesis opens many doors for designing new drugs or re-

evaluating old ones! 
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