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1 Introduction
iMPACT, innovative Medical Proton Achromatic Calorimeter and Tracker, is a University of
Padova and INFN project, funded by the European Research Council. The project aim is to
design, develop and prototype an extremely fast and accurate proton Computed Tomography
Scanner, with the ultimate goal of enabling the realization of a clinically viable proton Com-
puted Tomography (pCT) system. Proton Computed Tomography is an extremely promising
technique able to reconstruct density maps (images) of the human body with minimal dose
release and high tissue density accuracy, a particularly critical feature in cancer hadron-therapy
treatment planning. Hadron-therapy is a leading edge technique where protons or heavy-ions,
instead of X-rays, are used to target and destroy the tumor within the human body. By exploit-
ing the peculiar energy deposition distribution such highly ionizing, heavy particles exhibit, it
is in fact possible to confine within a volume of few mm3 most of the energy released, hence
sparing the healthy tissues surrounding the tumor.
However, despite all its beneficial aspects, hadron-therapy is not yet widespread as other more
established procedures, such as X-ray therapy. One of the reasons is that the current X-ray
Computed Tomography (X-ray CT), currently used to produce body density maps, cannot
deliver maps accurate enough to exploit the intrinsic accuracy of the hadron treatment. To
precisely aim the hadron energy release with millimeter precision, it is in fact necessary to
possess very accurate knowledge of the density it traverse before reaching the tumor. The idea
standing behind the development of a pCT scanner is that using the same energy loss behaviour
for both the imaging process and the treatment would improve the performance of the latter,
the physical interaction process being the same. Currently, several pCT scanner prototypes
are being developed around the world; pCT scanner technology however is still far from being
applicable in a clinical environment, mainly due to the slow acquisition rates. The iMPACT
project therefore plans to develop a pCT scanner able to overcome such limitations, leading the
way toward medically sound apparatuses.
This thesis work begins by displaying both limitations and advantages of the hadron-therapy
technique; the pCT state-of-the-art is then reviewed, highlighting positive features as well as
constraints that limit its applicability. The current state of the iMPACT scanner, which em-
beds a tracker system and a calorimeter, is illustrated and discussed. The thesis then focuses
on the development of the calorimeter part of the scanner. The development of a Monte Carlo
simulation is presented together with a calibration procedure based on data collected at pro-
ton beam tests. Additional studies with proton data are presented with an outlook on future
developments.
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2 Hadron-Therapy
2.1 Protons and hadrons in cancer treatment
In present days, tumors are the main cause of death in developed countries and the second one
in developing countries [1]. Currently the most used medical procedures to cure these tumors
consist in surgery, chemotherapy and X-ray therapy, with the latter used in more than 40% of
the patients affected by localized malignant tumors [2, 3].
X-ray therapy relies on using MeV-scale photons to deliver ionizing radiation dose in organic tis-
sues; the deposited energy can damage the molecules inside cells, including the DNA, therefore
hindering cellular reproduction. In the ideal case the tumor volume is treated with the exact
dose necessary to eliminate all the cancerous cells, avoiding at the same time energy deposition
in the surrounding healthy tissues.
As can be seen in Fig. 1, however, the photon dose-depth profile reaches its maximum a few cm
under the surface, decreasing exponentially afterwards, due to photons absorption in the ma-
terial. This behaviour impairs the capability to accurately target a limited volume without
significantly affecting surrounding tissues, being this a particularly constraining limit in case of
deep-seated tumors treatment. X-ray treatments are often supplied targeting the tumor from
multiple directions, to spread the non necessary dose over a larger volume.
In Fig. 1 the dose-depth profile of protons (blue curve) and carbon ions (red curve) is also
shown, according to the Bethe-Bloch formula, Eq. 4. For both protons and 12C the energy
loss is inversely proportional to the square of their velocity, so the energy deposition presents a
sharp maximum, known as Bragg peak, located close to the end of the particle path, while the
energy deposition before the peak is rather low (about 20% of the maximum) and almost absent
after the peak. The depth can be adjusted to precisely match the tumor position by changing
the initial energy of the particles. The cancer treatment that relies on ion beams (principally
12C) is called hadrontherapy, or protontherapy if limited to protons.

Fig. 1: Comparison of the dose depth profile in water for carbon ions, protons and X-rays [3].

To uniformly cover a larger area (a process called tumor painting), protons or heavier ions with
different energies are used: the energies and the intensity of several beams are calibrated so that
the total dose deposited presents a plateau covering the volume of the tumor; this constant dose
profile is called Spread Out Bragg peak, or SOBP, as shown in Fig. 2. In this case the fraction
of the dose deposited before the SOBP is higher in respect with the single energy Bragg peak
(up to 50% of the maximum), depending on the number of beams used to paint the volume.



2.1 Protons and hadrons in cancer treatment 3

Fig. 3 shows a comparison of the planned dose map optimized to paint a tumor located close
to the center of a human head, with either photons or protons. While the largest fraction of
the photon beam is absorbed before reaching the tumor depth, damaging primarily healthy
tissues instead of the tumor itself, on the other hand a proton SOBP covers mainly the planned
volume, causing a low dose deposition in front of the tumor and leaving the volume behind the
peak almost unaffected, a particularly favorable characteristic in case of proximity of organs at
risk, such as brain or spinal tissues. In real treatments the beam is aimed at the tumor from
many different angles over a 180° span, further improving the benefits of the painting technique.

Fig. 2: Tumor painting concept: several proton beams with different energies (red) are summed
up to form the so-called Spread Out Bragg peak (blue) [3].

Fig. 3: Software-planned dose map on a human head in case of treatment with photons (left)
or protons (right) [4].

Robert Wilson was the first to suggest the use of proton beams in medical therapy, back in
1946 [5]: two years later studies begun on the physical and biological properties of proton using
the 184 inches synchrocyclotron at Lawrence Berkeley Laboratory (USA) [6]. Between 1954 and
1975 about 1000 patients were treated in Berkeley, using protons and heavier ions, mainly 20Ne.
Between 1975 and 1993 medical irradiations with 20Ne and 12C beams were administered at
the Massachusetts General Hospital. In 1994 the Heavy Ion Medical Accelerator (HIMAC) was
built at the National Institute of Radiological Science in Chiba (Japan), dedicated to carbon
beam therapy.
Nowadays, up to 65 centers are operating for both protons and carbon ions and more than
50 facilities are in realization or planning phase, mainly in Japan, China, USA and European
countries [7, 8]. At the end of 2013, a total of 105,743 patients have been treated with protons
only, and 13,552 with heavier ions [9]. Fig. 4 shows the growth during the last decades of the
number of hadron-therapy centers and treated patients.
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Fig. 4: Number of active hadron therapy facilities and treated patients, from 1987 to 2015. The
number of facilities providing heavier-than-proton ion beams and the corresponding patient
population are highlighted [10].

2.2 Relative biological effectiveness and oxygen enhancement ratio
Beyond the dose depth-profile characterized by the Bragg peak, another advantageous feature
of protons and ions over photons is their biological effectiveness, described by the relative
biological efficiency factor (RBE). The RBE is defined as the ratio between the dose deposited
by photons Dphot in respect with dose deposited by a given hadron Dhadr in order to cause the
same damage to the biological tissue:

RBE = Dphot

Dhadr
(1)

where the biological damage is evaluated by the fraction S of the number of cells that survive
after the deposition of a dose D; dose is defined as the absorbed energy per unit mass and in
the SI is measured in Gray (Gy), 1 Gray = 1 J/kg. The survival fraction S can be parametrized
by a linear-quadratic model:

S(D) = exp(−αD − βD2) (2)

where α and β are experimental determined parameters [11]. Fig. 5 shows the survival fraction
as a function of the dose for photons and a generic ion. Values of the RBE are around 1.5−2.1,
meaning that hadrons require an appreciably lower dose than photons to produce the same
biological effect. Ions with higher masses have usually higher RBE values, for example carbon
reaches a RBE of ≈ 3, and therefore are more effective than lighter ions, such as protons.
Another parameter affecting the efficiency of the treatment is the oxygen concentration: cells
with low oxygen content (hypoxic) are generally more radiation resistant than cells with normal
oxygenation (aerobic), so a higher dose is needed to kill them. Unfortunately the cancer cells
are generally hypoxic, due to their abnormal growth rate and oxygen consumption. The Oxygen
Enhancement Ratio (OER) is defined as:

OER = Dhypoxic

Daerobic
(3)

where Dhypoxic and Daerobic is the dose required to have the same survival fraction on hypoxic
and aerobic cells respectively. OER varies for different particles and depends on the linear
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Fig. 5: Survival fraction as a function of dose for photons and a generic ion. RBE is indicated
for 10% and 1% survival levels [2].

Fig. 6: Influence of the oxygen level on cell survival of human kidney cells for carbon ions with
different LET [2].

energy transfer (LET, the deposited energy per unit length, usually misured in keV/µm) of the
particle. Fig. 6 shows the survival fraction as a function of the dose for photons and carbon ions
with different LET values. X-rays have OER around 3, while protons and other ions present
lower OER: high LET 12C ions result in an OER ≈ 2, while ions heavier than 20Ne reach
an OER of about 1. Accordingly, hadrons proved to be more effective than photons for the
treatment of hypoxic cells, such as tumoral ones.

2.3 Proton range and range straggling
Protons travel along a roughly straight line through matter, continuously losing energy by
Coulomb inelastic interactions with atomic electrons; to a first order approximation the electron
mass is in fact too low to make a substantial change to the proton direction. Protons also
interact via Coulomb elastic scattering with the positive-charged atomic nuclei, which can
deflect the particle trajectory (the deflection angle probability is described by Rutherford’s
relation Eq. (12)). Nuclear scattering is also possible but less frequent (around 15% of 200
MeV protons undergo nuclear inelastic reactions along their path [3]); in this case a proton
overcomes the Coulomb nuclear barrier, interacting inelastically with the atomic nucleus; the
reaction can produce neutrons, secondary protons, γ-rays or light ions. The secondary protons
produced via nuclear interactions are responsible of about 10% of the total dose deposited by
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a 200 MeV proton beam [12].
The mean energy loss rate per unit length, or Stopping Power Sp (Sp = −LET), of a projectile
particle in a material via Coulomb interactions with electrons can be described by the Bethe
and Bloch formula [13,14], a quantum-mechanical extension of the Bohr calculation [15]):

Sp = −
〈
dE

dx

〉
= 4π
mec2

· nz
2

β2 ·
(

e2

4πε0

)2

·
[
ln
(

2mec
2β2

I · (1− β2)

)
− β2 − δ

2 −
C

Z

]
(4)

whereme is the electron mass, β is the projectile speed in units of c, z is the the projectile electric
charge, I is the mean excitation potential of the material, δ is the outer electrons shielding
correction, C is a shell-correction parameter and the electron density n can be calculated with:

n = NA · Z · ρ
A ·Mu

(5)

where NA is the Avogadro number, Z and A are the material atomic and mass number re-
spectively, ρ is the mass density of the absorbing material and Mu = 1 g/mol. At low particle
speed, namely E < 10 MeV/u, the particle charge has to be substituted by an effective charge
Zeff [16]:

z → zeff = z
[
1− exp

(
−125βz− 2

3

)]
(6)

to take into account the decrease of mean projectile particle charge due to ionization and re-
combination processes.
Equation (4) shows how the stopping power is strictly related to the absorbing material prop-
erties, most strongly on the material density. In fact, the factor Z/A varies less than 20% for
biologic materials; the dependence on the excitation potential is logarithmic, with I varying
from 19 eV for 1H to 820 eV for 208Pb; energy loss is instead proportional to the mass density,
whose values in a human body can cover a range of three orders of magnitude, from air in
the lung (0.0012 g/cm3) to cortical bone (up to 2 g/cm3). It is clear that precisely knowing
the tissues density distribution is essential to plan a proton-therapy treatment with sufficient
accuracy [12].
The projectile mean range, as shown in Fig. 7, is defined as the depth in a material at which,
on average, half the particles have stopped; in some cases only particles arriving near the end
of the path are taken into account, neglecting those removed via nuclear reactions.

Fig. 7: Fluence Φ of a proton beam in water as a function of depth z, normalized to 1 near the
end of the path [12].
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Considering the particles path strictly linear, therefore neglecting lateral scattering, the range
of a monoenergetic beam can be expressed as:

R(E) =

E∫
0

〈
dE′

dx

〉−1
dE′ (7)

where E is the energy of the beam; considering a linear path is an acceptable approximation
in most clinical situations, where the proton range typically spans between 1 mm (the typical
voxel size in medical imaging) to about 30 cm (the deepest site in the human body) [12].
Bragg and Kleeman, in 1905, identified an analytical expression that puts the particle range in
relation with its energy, for a given absorber material [17]:

R(E) = αEp (8)

where α and p are absorber and particle dependent parameters derived experimentally [18,19].
The energy-range relation is shown in Fig. 8 for typical ions used in hadrontherapy.

Fig. 8: Simulated range in water of different particles as a function of energy [2].

Range describes an average behaviour, while the stochastic nature of the single inelastic Coulomb
scattering, integrated over a wide number of collisions, leads to statistical fluctuations of the
energy loss rate, called energy straggling. This dispersion causes a spread of the particles range
around its mean value (range straggling) and therefore a broadening of the Bragg peak.
The energy loss ∆E of a particle passing through a layer of material is distributed according
to a probability density function f(∆E). This distribution was described by Vavilov [20] for
thin layers and Landau [21] for intermediate thickness layers; however in the limit of many
collisions (thick layers) the Vavilov and Landau asymmetric distributions can be approximated
by a gaussian with a mean value 〈∆E〉 and a variance (σstraggE )2, given by:

(σstraggE )2 = 4πzeffZe4n∆x
[

1− β2/2
1− β2

]
(9)

where n is the electron density, defined in Eq. (5), and ∆x the layer thickness (Bohr [22,23]).
Range straggling is related to energy straggling by the expression:

(σstraggR )2 =

E∫
0

(
dσstraggE′

dx

)(
dE′

dx

)−3
dE′ (10)
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The ratio between range straggling and range can be shown to be energy dependent (B. Rossi
[24]), and described by:

σstraggR

R
= f

1√
m

(
E

mc2

)
(11)

where m is the particle mass and f is a slowly varying function depending on the absorber.
The 1/

√
m dependence makes the relative range straggling smaller for heavier ions; e.g. for 12C

the relative range straggling is a factor 3.5 smaller with respect to protons [2].
Experimental values of range and range straggling for protons with varying energies in different
materials have been measured and tabulated by J. Janni [25]; for ∼ 200 MeV protons the
relative range straggling σstraggR stands between 0.9 and 1.2%. The range straggling establish
an intrinsic limit to the precision with which particle ranges can be predicted and measured.

2.4 Lateral dispersion
Protons and ions passing close to a nucleus are deflected by Coulombian interaction, as described
by Rutherford’s theory [26]. The differential cross section of a single scattering is:

dσ

dΩ = z2Z2r2
e

(
mec

4βp

)2
sin−4

(
θ

2

)
(12)

where θ is the scattering angle, Ω is the solid angle, re is the classical electron radius and p is
the particle momentum, therefore small deflections are much favored.
In a typical clinical case the thickness of the absorber is high enough so that the single scattering
limit is no longer acceptable. A complex Multiple Coulomb Scattering (MCS) theory was
proposed by Molière in 1948 [27], expressing the statistical distribution F (θtot, d) of the total
resulting scattering angle θtot at depth d with an analytical solution; however, for small angles,
the Molière’s solution can be approximated by a gaussian distribution with a standard deviation
given by [28]:

σθ = 1.41MeV
βpc

z

√
d

Lrad

[
1 + 1

9 log10

(
d

Lrad

)]
(13)

where Lrad is the material radiation length, whose values can be found tabulated in [29] (for
example Lrad for water is 36.8 g/cm2). For a given thickness, higher density materials cause a
wider angular spread, while protons are deflected more than heavier ions by the same amount
of material. A 200 MeV proton beam in water, with an initial FWHM= σθ

√
2 ln 2 ≈ 0.7 cm,

can be broadened by MCS up to 1.6 cm in close proximity to the Bragg peak, as shown in
Fig. 9.

2.5 Proton Tomography
The effectiveness of a proton-therapy treatment is strictly related to the accuracy of the treat-
ment planning, which requires a good knowledge of the body stopping power map: knowing
the 3D distribution of the tissues stopping power makes it possible to precisely determine the
position of the Bragg peak as a function of the particle energy.
Currently, the treatment planning for both photon and proton-therapy is based on 3D maps
taken with the X-ray Computed Tomography (X-ray CT): a rotating photon beam invests the
scanned object, while a detector positioned on the opposite side measures the intensity of the
beam, producing a 2D absorption map for each imaging angle. The data are then analyzed with
a reconstruction software, which eventually provides a Hounsfield units 3D map [30]. Hounsfield
units (HU) are defined as:

HU = 1000 ·
(

µ− µwater
µwater − µair

)
(14)



2.5 Proton Tomography 9

Fig. 9: Lateral dispersion of a proton beam with different energies, in water; corresponding
Bragg peak positions are superimposed [12].

where µ is the average linear attenuation coefficient in a given position inside the object, µwater
and µair are the water and air attenuation coefficients.
A calibration curve, obtained from known materials, is then used to estimate the electron density
from the HU map. While the 3D HU map is perfect to correctly tune the X-ray delivery, for
proton-therapy, an equivalent Stopping Power map must be extrapolated. Often the Stopping
Power of a given material Spmaterial is expressed in terms of the relative stopping power RSP:

RSP = Sp
material

Sp
water (15)

where Spwater is the stopping power in water.
Different approaches, both theoretical [31] and experimental [32], where explored to correlate
HU and RSP values, obtaining uncertainties on the proton range around 5% and 2% respec-
tively, which are, at best, as large as twice the intrinsic theoretical limit of 1%, given by the
range straggling. The main obstacle is the different dependence of HU and RSP on Z and Z/A,
which produce a non univocal correlation between them [30].
A determination of RSP directly from proton energy loss measurements, bypassing the HU-RSP
conversion, would therefore provide a more accurate proton range prevision and eventually a
more effective treatment plan, since the same particle is used for both imaging and treatment.
The procedure consisting in using protons for imaging purposes is known as proton Computed
Tomography, or pCT.
A. Corkmack in 1963 was the first to propose the usage of charged-particles energy loss measure-
ments to determine the 2D stopping power distribution of an object [33, 34], and also realized
the potential radiological applications of the method. The first 3D recontruction was performed
in 1972 by Goitein, from alpha particle energy loss information [35]. Two years later Corkmack
and Koehler performed the first studies on the usage of protons for 3D density reconstruc-
tions [36].
In 2004 a study (U. Schneider et al. [37]) found the RSP values accuracy to be potentially a
factor 2.5 better for pCT with respect to X-ray CT. The same study proved the pCT to be
advantageous on a dosimetric perspective, with at least a factor 50 lower deposited dose than
X-ray CT in order to obtain comparable density resolutions. However the spatial resolution
is expected to be worse for pCT than X-ray CT, mostly due to protons multiple Coulomb
scattering [38].
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Fig. 10: Schematic representation of typical pCT scanner layout.

Nowadays several pCT scanner prototypes are being studied around the world, mainly in USA,
Europe and Japan: a list of current pCT projects is presented in Tab. 1. All the existing setups
share very similar layouts, represented in Fig. 10: a proton tracking system coupled with a
proton residual energy detector [30]. Every pCT scanner prototype is designed in a way that
foresees the possibility for the entire apparatus to mechanically rotate around the scanned ob-
ject, given the impossibility to move the patient maintaining the relative position of the internal
tissues. The tracking system includes a front plane, placed before the scanned object and a rear
plane placed after the object, to reveal entering and exiting proton positions and directions.
The residual energy of each proton is then measured; the RSP map is eventually computed
combining the measurements of energy and tracking of every single protons.
For tracking purposes, current prototypes use either position sensitive x-y Silicon Strip Detec-
tors (SSD) planes or x-y Scintillating Fiber (Sci-Fi) planes (Tab. 1). Both SSD and Sci-Fi are
one dimensional detectors, arranged in x and y planes alternatively, in order to retrieve the two
dimensional proton coordinates.
The residual energy is almost exclusively measured with scintillators calorimeters, for their fast
response and possibility to cover large volumes, with the exception of the PRaVDA collabora-
tion, which uses solid-state detectors [39].
Different algorithms and softwares are being developed for the object 3D image reconstruction
from the tracks-energy information. These algorithms are based on the Most Likelihood Path
(MLP) formalism, which uses the initial and final proton tracks to evaluate the most likely pro-
ton path inside the object, taking into account the multiple Coulomb scattering. An example
of a MLP proton track reconstruction is presented in Fig. 11, where a Monte Carlo simulated
proton track in water is compared with its relative software reconstruction [40]. The MLP
reconstruction provides a smooth path, averaging multiple small-angle scattering. A number of
about 109 recorded proton tracks-energies is required to have a pCT imaging quality compara-
ble to a standard X-ray CT [41]. Once the most likely paths of an adequate number of protons
are obtained, the 3D RSP map can be produced with the Algebraic Reconstruction Technique
(ART), an iterative method that starts from an arbitrary initial image, even a blank picture,
and combines the path-energy loss information into a more refined image in each consecutive
step (a complete explanation can be found in [42]).

2.6 Present limitations of proton tomography
Proton Tomography techniques have not become clinically viable technologies yet, as opposed
to the widely established X-ray CT technique, due to physical, experimental and accessibility
limitations. A relevant physical limitation is given by the multiple Coulomb scattering of the
proton in matter; MCS was identified to be the main reason for the worse spatial resolution
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Fig. 11: Example of a reconstructed proton track using the MLP formalism; actual Monte
Carlo simulated proton track (bold) and MLP output (solid line) with 2σ and 3σ limits (dashed
lines) [40].

for pCT with respect to X-ray CT [50,51], however, it is foreseen that the expected progress in
MLP reconstruction algorithms can lead, in a near future, to a sensible improvement in pCT
spatial resolution [40].
A major limitation is given by the slow experimental acquisition rate of the current pCT pro-
totypes. With the best present setup, which reaches a 2 MHz acquisition rate, a complete
record of the 109 required proton tracks-energy information would take about 10 minutes to
be completed. With such long scanning times, the image quality becomes affected by motion
of internal organs, mainly due to the patient’s breathing. Shorter scanning times, in the order
of 10 s or less, would allow the patient to hold his breath for the duration of the procedure, a
measure already applied in hold-breath X-ray CT [52].
Lastly, the pCT procedure would be applied in conjunction with hadron-therapy, whose diffu-
sion is limited by the high cost of the construction and operation of these facilities, including
accelerators, beam lines, and patient delivery systems (gantries) and their maintenance. The
number of patients treated with protons or heavier ions is still a small fraction of the total
number of tumor-affected patients, with the X-ray therapy being the most common procedure,
despite the fast growth of the number of protons and ions therapy centers, shown in Fig. 4.
The cost of a proton treatment, in fact, was calculated to be roughly twice than the cost of a
photon treatment [53].
Hopefully scientific and technology progress would lead, in a near future, to an improvement
to the cost-competitiveness of the proton and ion therapy, as well as an advancement of the
proton tomography technology. The development of low-cost compact accelerators has recently
shown promising results [54].
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Group Country Years Tracking Area Calorimeter DAQ
System [cm2] rate

UCSC - LLU USA 2003-2007 2 planes 6.4×6.4 CsI(Tl) 10 kHzNIU [43] x-y SSDs
UCSC - LLU USA 2007-2010 4 planes 9×18 CsI(Tl) 20 kHzNIU [44] x-y SSDs
UCSC - LLU USA 2010-2013 2 planes 9×36 Plastic 2 MHz[41] x-y SSDs scintillator

NIU USA 2011-2014 4 planes 20×24 Plastic 2 MHzFNAL [45] Sci-Fi scintillator

PRIMA [46] Italy 2007-2014 4 planes 5×5 YAG:Ge 10 kHzx-y SSDs calorimeter
PREDATE Italy 2013-2014 4 planes 20×20 Sci-Fi 1 MHzINFN [47] Sci-Fi

PRaVDA [39] UK 2013-2015 x-y-z 9.3×9.6 CMOS 1 MHzSSDs APS
Niigata Japan 2013-2014 4 planes 9×9 NaI(Tl) 30 HzUniversity [48] x-y SSDss

Tokyo-Hiroshima Japan 2014-2016 CMOS 10×10 Plastic -University [49] pixels scintillator

iMPACT Italy 2016-ongoing 4 planes 30×30 Plastic 100-500 MHzSi pixels scintillator

Table 1: List of the existing pCT scanner projects and their features (updated on 2016 [30]).
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3 The iMPACT Project
The innovative Medical Proton Achromatic Calorimeter and Tracker (iMPACT) is an European
Research Council (ERC) Consolidator Grant funded project [55], hosted by University of Padova
and supported by INFN, which aims to develop a high resolution and extremely fast proton
computed tomography scanner apparatus. The target of the project is to reach the clinically
viable acquisition rate limit, with the recording of 109 proton events in about 10 s, obtaining
at the same time a range resolution as close as possible to the ∼ 1% theoretical limit, and a
competitive solution in terms of material, instrumentation and running costs. In order to meet
such ambitious requirements, iMPACT plans to exploit technologies developed and currently
in use for particle physics detectors. The range resolution achievable by the iMPACT scanner
will be treated in Sec. 3.4.
The iMPACT scanner layout, shown in Fig. 12, consists in 4 silicon pixel sensors tracking
planes, and a highly segmented plastic scintillator calorimeter, designed to be operated as a
range calorimeter, measuring not the total energy but the stopping position of protons, as
explained in Sec. 3.3 and 3.4. The tracking planes, grouped in two stations of two layers each,
allow for the measurement of the proton trajectories entering and exiting from the patient. The
use of two front and two rear tracking planes allows to estimate both position and direction of
the entering and exiting proton.

Fig. 12: Rendering of the iMPACT project scanner layout.

The iMPACT project started in 2016 with an ERC funding (Consolidator Grant 649031) of
about 1.8 million euro, aiming to realize a highly innovative proton Computed Tomography
(pCT) scanner prototype. The stated goal of such prototype is demonstrating that the pCT
technique can be actually used in real clinical applications, even from an economical point of
view.
Five staff from University of Padova form the core team of the project, while the INFN personnel
actively participate in hardware development tasks. The INFN is also responsible for the
purchase and commissioning of the silicon detector composing the tracker, one of the two key
components of the iMPACT scanner, which will account for a relevant part of the budget. The
second component, the calorimeter, is instead completely developed in-house in collaboration
between Padova University and INFN.
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The iMPACT team is joined by students and other collaborators from within the University,
as well as by external experts which actively helps and support the development. In particular,
a fruitful collaboration with the ALICE experiment strongly contributed to feasibility of the
project, which will in fact exploit the INFN-backed R&D on Monolithic Active Pixel Sensors
the ALICE collaboration promoted for the upgrade of its Inner Tracking System.
The iMPACT project is foreseen to last about 4 years, up to 2020, plus a possible extra year to
complete the prototype characterization and/or data analysis. Further funding to the project
has been granted during 2017 by the FARE program promoted by the Italian Ministry for
Instruction, University and Research (MIUR).
The iMPACT project scanner is currently in its qualification and prototyping phase. The
performance of both the tracker and the calorimeter are being studied separately, in order to
identify the best design choices before combining them into a single instrument that correlates
the information of these two separate units. The near future plan is to assemble an operating
section of the setup, to evaluate the scanner performance on a reduced scale.

3.1 The tracking system
Nearly every existent pCT scanner prototype employs silicon strip detectors or scintillating
fibers for tracking purposes (Tab. 1). SSDs and SCi-Fi are one-dimensional detectors, aligned
to form a two-dimensional plane; two consecutive orthogonally rotated planes are necessary
to measure the coordinates of the proton trajectory intersecting the detector layer. SSD and
Sci-Fi-based trackers require no more than one particle passing through a tracking layer in each
acquisition frame, in order to avoid possible ambiguities in the assignment of the coordinates to
each proton track due to the projective readout. The maximum proton rate is therefore limited
by this requirement, which turns out to be the most critical experimental issue to overcome in
order to build a clinically viable pCT scanner.
The acquisition rate can be increased using a silicon pixel sensor, which can record a higher
particle rate without generating any ambiguity between multiple particles, as all the relevant
coordinates are measured at once by a single device. The same feature of pixel sensor allows
for a substantial reduction of the material thickness that protons travel through, therefore
providing the same information as SSD trackers while less affecting proton trajectory with
multiple Coulomb scattering.
Several pixel sensor designs are being explored for the iMPACT project tracker. The ALPIDE
sensor, developed within the ALICE Collaboration at the CERN Large Hadron Collider for
the Inner Tracking System upgrade, is currently adopted in the prototyping phase while more
advanced designs are still under development.

3.2 The ALPIDE sensor
The CERN Large Hadron Collider (LHC) [56], operating in Geneva (Switzerland) is planned to
be upgraded by 2025, featuring a substantial increase to its luminosity and interaction rate [57].
All the experiments hosted at the LHC will be upgraded as well, in order to sustain the higher
interaction rate provided.
The ALICE community designed and developed different pixel sensors for the upgrade of the
Inner Tracking System (ITS). All the sensors were required to feature a high read-out rate, a
spatial resolution high enough to distinguish secondary vertices, as well as low power consump-
tion and low weight. Among the candidate sensors presented, the ALPIDE was the designated
choice [58].
The ALPIDE sensor, shown in Fig. 13, is a 100 µm thick 1.5 cm× 3 cm large Monolithic Active
Pixel Sensor (MAPS) featuring 28 µm× 28 µm pixels arranged in a 512×1024 matrix [58]. Each
pixel output is binary, being it 1 when enough charge from the ionization due to a charged parti-
cle hitting the detector is collected by the pixel diode. The chip is produced with the TowerJazz
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Fig. 13: The ALPIDE sensor (highlighted in red), mounted on a carrier board and connected
to the read-out cable adapter board.

180 nm CMOS Imaging Process [59]. This technology provides a high level of integration, al-
lowing the CMOS-based read-out electronics to be implanted directly over the pixel sensitive
epitaxial layer, where the particle charge deposition takes place (monolithic design), as shown
in Fig.14. The in-pixel electronics includes a continuously active discriminating amplifier, with
a 2 µs shaping time, which identifies hit pixels, and an multiple event memory. The read-out
electronics implements a zero-suppression logic, which means that only hit pixels are read out.
The sensor is able to cope with a 100 kHz/cm2 particle rate, most limited by the read-out
bandwidth of 1.2 Gbit/s. The charge collection in the ALPIDE sensor can be enhanced by
applying a reverse bias to the substrate [60].

Fig. 14: Schematic view of the monolithic design used for ALPIDE pixels; the particle charge
deposition takes place in the epitaxial layer, the CMOS read-out electronics directly implanted
on the pixel [61].

Tests with different particles (e− and π) and different energies (from 60 MeV to 120 GeV)
were conducted on several ALPIDE sensors. The detection efficiencies were found to be above
99.6% in all considered sensors, while the fake hit rates were significantly below 10−6/event
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per pixel [58]. ALPIDE reaches a sub-pixel spatial resolution around 4.6 µm: because of charge
diffusion, each charged particle fires a cluster of adjacent pixels, whose typical size is 3-4, al-
lowing for a better resolution on the hit position measurement than the typical one given by
pitch/

√
12 ≈ 8 µm resolution.

Furthermore, the ALPIDE monolithic design allows the sensor to meet the low assembly, pro-
duction and material cost [58] requirements, as well as a low power consumption (< 50 mW cm−2),
in fact, the integration of the front-end stage and the collection node, enabled by the monolithic
approach, makes it possible to minimize the parasitic capacitance down to the fF level, therefore
maximizing the Q/C ratio and lowering the bias current of the first stage.

3.3 The energy-range calorimeter
The iMPACT scanner includes, together with the tracker system, a highly segmented scintillator
calorimeter. The iMPACT calorimeter is designed to serve as a range detector, estimating the
proton stopping position, instead of directly measuring its residual energy, like in traditional
setups.
The planned iMPACT calorimeter, outlined in Fig. 15, is segmented in the z direction into
5 mm thick plastic scintillator planes with about 40 × 40 cm2 surface area; a total of around
60 planes is foreseen, to completely stop a ∼ 200 MeV proton beam. Each plane is further
divided into smaller segments, also referred to as fingers, each one 1 cm wide and 20 cm long.
Consecutive planes, also referred to as x or y planes, alternate fingers aligned along the x and
y directions. Each scintillating finger is independently read-out with a Silicon Photo Multiplier
(SiPM). SiPM technology will be dealt in detail in Sec. 3.5. Each finger is wrapped with a thin,
highly reflective teflon layer, to improve light collection.

Fig. 15: iMPACT calorimeter layout, segmented in alternate x and y planes. Red bars represent
the expected signal amplitudes along the planes.

The iMPACT calorimeter can provide proton range measurements with three progressively
more accurate modalities, according to the needed precision. In the first approximation the
energy deposited by a proton is integrated over an entire plane. The energy information is then
used in a binary hit-miss fashion: the detection of a signal exceeding a fixed threshold indicates
the passage of a proton in a given plane. The projection of the proton range along the z axis
can therefore be assumed to be the mean point of the last hit plane, with an uncertainty given
by the z-direction segmentation pitch (5 mm) divided by

√
12.

This coarse estimate can be refined considering each finger individually, exploiting the x-y seg-
mentation of the calorimeter. The proton range can be calculated as the sum of the segments
connecting the midpoint of hit fingers. In this case the trajectory of the proton along its path
inside the calorimeter can be followed, taking into account the lateral deviation of the proton,
and leading to a measurement of not just the range z-projection but the actual proton path
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length.
The most accurate estimate can be obtained taking into consideration the values of the energy
deposited in each finger. The output signal heights can be used to reconstruct the shape of the
proton Bragg curve, which can then be fitted in order to calculate the proton stopping position,
as shown in Fig. 15. In this case the proton range can be obtained with a sub z-pitch precision.
Uncertainty on the proton range estimation are extensively dealt with in Sec. 3.4.
Furthermore, the high level of segmentation in the x-y plane allows a higher detection rate
capability of the scanner. In fact, having a greater number of fingers reduces the probability of
more than one proton passing through the same finger during an acquisition window.
Polyvinyltoluene (PVT) scintillators, manufactured by Saint-Gobain, have been chosen, due to
their fast time response, with less than a ns raising time, good light yield, more than 11000 pho-
tons/MeV [62, 63]. Furthermore the low density of approximately 1 g/cm3, makes PVT less
demanding for the support elements. Two different products are being taken into consideration:
the BC-420, slightly faster, and the BC-408, with emission wavelengths better matched by the
SiPM efficiency. BC-420 and BC-408 scintillator properties are presented in Tab. 2, while the
light output wavelength distributions are shown in Fig. 25.

BC-420 BC-408
Densitiy [g/cm3] , [% Anthracene] 1.032 , 64%
Refractive index 1.58
Light yield [photons/MeV] 11136
Max emission wavelenght [nm] 391 425
Raise time [ns] 0.5 0.9
Deacay time [ns] 1.5 2.1
Light attenuation lenght [cm] 140 210

Table 2: BC-420 and BC-408 polyvinyl toluene declared parameters. Data retrieved from
Saint-Gobain data sheet [62,63].

The iMPACT calorimeter is designed to have a completely modular layout. In the current
project state, the basic unit, shown in Fig. 16, consist in 48 fingers arranged parallelly in
4 planes. A single module holds scintillating fingers, SiPM, read-out electronics and input-
output ports, while being mechanically self-sustaining. An x-y sector can be set up combining
two orthogonally rotated modules, as shown in Fig. 17. Lastly, a full surface layer can be
obtained with 4 x-y sectors. The entire calorimeter can be therefore assembled using identical
modules repeatedly, contributing to keep costs down.

Fig. 16: 3D rendering of a iMPACT calorimeter single module, assembled (left) and exploded
view (right).
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Fig. 17: iMPACT calorimeter modular layout; a combination of 2 single modules forms a
x-y sector (left); 4 x-y sectors are combined to form a complete layer (right).

Considering the complete calorimeter (for example 60 planes with 48 fingers each, for a total
of >2800 fingers) the number of SiPM output channels would be extremely high. Having more
than 1000 analog channels sampled at GHz frequency, yet possible, would be quite impractical,
power consuming and expensive, missing the project goal of a functional and economically
viable medical pCT. After considering many options, a threshold-based digital discriminator
was chosen; this concept is presented in Fig. 18. The analog SiPM output signal is sampled
at a number of different amplitude levels (less than 5) by fast comparators, which provide the
information of the level reached by the signal and the time a certain level is exceeded. The data
is then sent to an FPGA for sparsification (channels below a minimum threshold are discarded),
formatting and delivery for the following analysis. This system is comparable to a 2 or 3 bit
ADC. The number and the level of the thresholds are to be optimized from both simulations
and experimental data; for this reason, in the early prototyping phase of the project, while
the number of channels is still manageable, the output signals are digitized with full precision,
resulting in highly-detailed waveforms.

Fig. 18: Concept of threshold-based digital discriminator with 4 threshold levels sampled by
fast comparators.

3.4 Range resolution in proton tomography
Water equivalent path lenght (WEPL) can be expressed as the integral along the proton path
L inside the absorber material of the relative stopping power RSP, defined in Eq. 15:

WEPL =
∫
L

RSP(l)dl (16)
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where RSP(l) is the relative stopping power at l distance along the path.
A general pCT energy detector calorimeter is formed by a number n of consecutive scintillator
layers, aligned in the direction of the beam z, with each scintillator layer having a water
equivalent thickness ∆z, as shown in Fig. 19. The total calorimeter thickness n∆z has to
be enough to stop all the protons.

Fig. 19: Schematic view of a pCT scanner with segmented calorimeter.

The WEPL inside the scanned object of a monoenergetic proton beam with a total range in
water Rtot, as defined in Eq. (7), can be estimated by:

WEPL = Rtot −R (17)

where R is the water equivalent distance travelled by the protons in the calorimeter volume.
In case of a single-volume calorimeter, i.e. n = 1, the protons residual energy is measured,
and its range has to be inferred with the Bragg-Kleeman rule (8). This estimate of WEPL is
affected by two uncertainty sources: the intrinsic range straggling σstraggR , which is around 1.1%
of the range value, so σstraggR ≈ 0.011×(WEPL), and the experimental uncertainty derived from
the Bragg-Kleeman rule σexpR ≈ pR · δE, where δE is the energy resolution of the calorimeter.
Assuming the two uncertainty sources to be uncorrelated, the total uncertainty on a measure
of WEPL, σWEPL is the quadratic sum of the two terms:

σWEPL ≈
√

[0.011×WEPL]2 + [p(Rtot −WEPL)δE]2. (18)

Eq. (18) is an approximate expression, because the straggling on the range inside the calorimeter
is not considered. In order to reach the theoretical limit of σWEPL ∼ σstraggR , the experimental
term has to be small with respect to the straggling term, for a sufficient range of WEPL values;
to meet this requirement, the energy resolution of the calorimeter has to be better than 1%
for a large range of energies, representing a real challenge for the construction of a calorimeter
which needs to be fast as well [64].
An alternate WEPL measurement concept consists in a range counter: the calorimeter is com-
posed by a large number of layers (n � 10) and the range R of a proton is deduced by the
number of calorimeter layers i that registered a signal. The WEPL estimation from Eq. (17)
becomes:

WEPL ≈ Rtot − (i− 1)∆z − ∆z
2 (19)

considering the center position of the last hit segment as the stopping point. In this case the
straggling term of σWEPL is calculated as 1.1% of the total range Rtot, while the experimental
uncentainty is given by ∆z/

√
12, assuming a uniform probability inside the i-th segment. The
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total WEPL uncertainty is indipendent WEPL and can be expressed as:

σWEPL ≈

√
(0.011×Rtot)2 +

(
∆z√

12

)2
. (20)

The requirement of the experimental contribution to σWEPL being negligible, according to (20),
is then substantially met if ∆z < 0.015 × Rtot, which is approximately 4 mm for 200 MeV
protons [64].
Another solution, developed at Loma Linda University (LLU, California) consists in a calorime-
ter with a small number of layers, e.g. n=5 [44]. This calorimeter design serves both as a range
counter and energy measurement device, providing both the identification of the i-th layer
where the proton comes at rest and the energy Ei collected therein. The proton path length in
the calorimeter is then calculated as the thickness on the first (i−1) layers plus the path in the
i-th one, calculated with the Bragg-Kleeman rule (8), resulting in the following modifications
of Equations (19) and (20), respectively:

WEPL ≈ Rtot − (i− 1)∆z − αEpi (21)

σWEPL ≈
√

[0.011× (Rtot − αEpi )]2 + (p · αEpi · δE)2. (22)

The WEPL resolution σWEPL as a function of WEPL is presented in Fig. 20(a), for the dif-
ferent approaches; 200 MeV protons are considered, with an equivalent total range in water
Rtot ≈ 25.6 cm and a straggling σRstragg ≈ 2.8 mm. The parameter p in (8), which appears
in (18) and (22) as well, was estimated to be around 1.7 for the plastic polystyrene-based scin-
tillator, used in [44], from a fit of NIST energy-range data [65](Fig. 74 in Appendix). Fig. 20(a)
shows that the hybrid energy-range calorimeter solution outperforms both the a single-layer
calorimeter and the simple range counter with n = 60 segments, in a wide range of WEPL
values. In Fig. 20(b) the measured and simulated WEPL resolutions in the configuration n = 5
and δE = 2% are shown [64]. In this configuration measured resolutions span between 2.8 mm,
corresponding to the 0.011×Rtot straggling limit, and 3.5 mm.

Fig. 20: (a) Predicted WEPL resolutions σR as a function of WEPL for different calorimeter
designs; (b) Measured and simulated σR in the configuration n = 5, δE = 2%. E = 200 MeV,
Rtot ≈ 256 mm and σstraggR ≈ 2.8 mm (blue solid line), adapted from [64].

The iMPACT calorimeter was designed to serve as an improved version of a range counter,
with n ≈ 60 and ∆z = 5 mm, providing both range and energy information. As can be seen
in Fig. 21, the knowledge of the i−th layer where the proton comes at rest limits the proton
range in the interval [(i− 1)∆z ; i∆z], while the energy deposited in the layers can be used for
an improved estimate of the proton stopping position inside the i-th layer.
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Fig. 21: Concept of an hybrid calorimeter, exploiting both range and energy information. The
pdf describing the knowledge of the proton stopping position, based on energy deposition in
the calorimeter layers, is the triangular distribution.

The probability density function (pdf) of a variable with known lower and upper limit, zmin and
zmax respectively, and an educated guess on the most likely value R̂ (mode) is the triangular
distribution, also known as the lack of knowledge distribution [66]. The variance of a triangular
distribution is given by:

(
σtriangR

)2
= zmin

2 + zmax
2 + R̂2 − zminzmax − zmaxR̂− zminR̂

18 . (23)

The WEPL and its resolution can be therefore estimated according to this procedure by mod-
ifying Eq. 21 and 22 as:

WEPL ≈ Rtot − (i− 1)∆z − R̂ (24)

σWEPL ≈
√

[0.011× (Rtot − R̂)]2 + (σtriangR )2. (25)

Fig. 22 shows the different contributions to σWEPL predicted for the iMPACT calorimeter.
The experimental uncertainty σtriangR (red line) oscillates between 1 and 1.5 mm, almost 1/3
of the intrinsic straggling term σstraggR = 0.011 × (Rtot − R̂) which is about 2.8 mm (blue
line), so the total WEPL uncertainty σWEPL (green line) is dominated by the latter. The total
WEPL resolution is expected to span between 3 and 3.2 mm, close to the theoretical limit
of 2.8 mm given by the intrinsic variance of the physic process, so further improvements on
the experimental resolution would not lead to a substantial improvement of the total WEPL
resolution. The expected WEPL resolution is comparable to the resolution obtained in the
configuration with n = 5 and δE = 2%, presented in Fig. 20. It is also worth to recall that
σtriangR is also smaller than the resolution of the iMPACT calorimeter when used as a simple
range counter, i.e. neglecting the energy information, in which case σcounterR = 5 mm/

√
12.
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Fig. 22: Foreseen WEPL resolution of the iMPACT calorimeter as a function of WEPL (green
line). The experimental term from Eq. (23) σtriangR (red line) and the intrinsic uncertainty
due to straggling (blue line) are shown as separate contributions. The expected experimental
resolution when the iMPACT calorimeter is operated purely as a range calorimeter is shown as
well (black dashed line).

3.5 SiPM (MPPC) technology

(a)
(b)

Fig. 23: (a) Geiger mode APD and quenching resistor. VR: Reverse voltage, VBR: Breakdown
voltage. (b) The configuration in parallel of multiple APD to form a SiPM.

Each scintillating finger is coupled with a Silicon Photo-Multiplier, which converts the optical
scintillation photons into an analog signal. A Silicon Photo-Multiplier (SiPM), also referred to
as Multi Pixel Photon counter (MPPC), is a solid state photon-counting device, developed for
low light level detection, and intended to be an alternative to photomultiplier tubes (PMT).
These devices provide high photon detection efficiency, up to 40%, active area smaller than cm,
low operating voltage (∼ 60 V), below-ns timing response, good time resolution, up to 250 ps,
wide spectral response range and are unaffected by magnetic fields [67].
The SiPM is made up of multiple independent Avalanche PhotoDiodes (APD) operating in
Geiger mode: a reverse voltage, higher than the breakdown voltage, is applied to each APD,
so that even the charge induced by a single photon can result in a Geiger avalanche discharge.
In this condition the electron gain is 105 − 106, so the output current of each APD is constant
and independent from the number of incident photons. The APD is blind to photons incoming
during the discharge process, and a quenching resistor is included in series with the APD in
order to stop the discharge: the current flowing through such resistor reduces the voltage on
the APD, hence stopping the avalanche. The time that is necessary to the APD to be capable
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of detecting new photons after a photon hit is called quenching time tquench, which ranges
between 20 ns and 150 ns in different commercial SiPM products. A typical output signal of a
single APD cell is shown in Fig. 24 [68]: the voltage reaches its maximum in ∼ 0.5 ns after the
arrival of a photon, decaying exponentially afterwards. The fast signal rise makes SiPM devices
particularly suitable for applications requiring good timing resolutions.
A number of APD and quenching resistors are connected in parallel to form the bidimensional
array of pixels of a SiPM. The resulting signal features the same amplitude for each pixel in
the SiPM, and signals from each pixels are summed to each other, as in Fig. 23(b), so that the
detection of multiple photons results in a signal which is proportional to the number of pixels
hit. The relation between the signal amplitude and the number of detected photons is linear
as long as the number of simultaneous photons is low enough to have a negligible probability
for two or more photons to hit the same APD pixel.
SiPM photon detection efficiency can be calculated as the product of quantum efficiency, fill
factor and avalanche probability. Quantum efficiency is defined as the probability for an incident
photon to release charge carries, fill factor takes into account the ratio between the active and
the total area, and avalanche probability is the probability for the freed charges to undergo
multiplication, which is affected by the bias voltage applied to the device. SiPM detection
efficiency peaks between 400 nm and 500 nm.
Hamamatsu SiPM have been chosen for the iMPACT prototype development, due to their
competitive technical features and the fact that they are offered in a ceramic mounting package
that greatly helps system integration, a key benefit considering the great number of SiPM
foreseen for the final calorimeter. Hamamatsu SiPM are produced with different APD cell
size, between 10 µm and 100 µm pitch. SiPM with smaller pixel pitch are more suitable for
applications in which high photon fluxes are expected, while larger pixels guarantee a higher
geometrical fill-factor, and a overall higher detection efficiency. Hamamatsu S12572-025c, with
25 µm pixel pitch, have been chosen, which represent a good compromise between efficiency
and photon detection rate. The photon detection efficiency as a function of wavelength for the
chosen SiPM model is shown in Fig. 25; in the same plot the light output distribution of the two
PVT scintillator considered (Saint-Gobain BC-420 and BC-408) is also presented. The SiPM
efficiency matches both light output distributions, however the BC-408 emission is closer to the
SiPM efficiency maximum.

Fig. 24: Simulated signal of a single cell of a HAMAMATSU S10362-11-25u SiPM with 25 µm
pixel pitch [68].

The quenching time for the chosen SiPM model is not yet known, as extensive characterizing
studies have not yet been carried out by neither iMPACT group nor other groups. An estimate
of the quenching time can be obtained using a pulsed light source with a known intensity. The
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Fig. 25: Scintillators (BC420 and BC408) light output as a function of the wavelength (primary
axis) compared to SiPM detection efficiency (secondary axis). Data retrieved from Hamamatsu
and Saint-Gobain data sheet [62,63,67].

amplitude of the SiPM output signal is observed at varying light impulses delay, as shown in
Fig. 26 for a Hamamatsu 3 mm×3 mm prototype; at delays longer than the quenching time
the output signal is saturated, as the hit APD cells can recover between two consecutive pulses,
while at lower delays the signal decreases [69]. A quenching time test for the SiPM chosen for
the iMPACT calorimeter is planned in the near future.

Fig. 26: Hamamatsu 3 mm ×3 mm SiPM prototype pulse amplitude as a function of light
impulses delay, for different bias voltage, to estimate the quenching time [69].
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4 Simulations of the basic unit of the iMPACT calorime-
ter

A Monte Carlo simulation of the calorimeter has been developed in order to evaluate its per-
formance. The simulation is used, in a first phase, to optimize the detector constructive pa-
rameters, while, in a more advanced stage, the simulation will provide experimental-like output
data for testing the read-out chain, the data analysis software, and the image reconstruction
techniques.
The simulation was modelled using the GATE application, an advanced opensource software
dedicated to numerical simulations in medical imaging and radiotherapy [70], based on the
Geant4 toolkit [71]. The interface provided by GATE to the Geant4 libraries allows to define
volumes, materials and their physical properties to each volume, including density, atomic num-
ber and optical properties. Different kind of particle sources can be defined, from pencil-beams
to emitting volumes, with customizable energy spectra and particle rate. Moreover particle
detectors can be implemented, with parameterized response and read-out chain.
The simulation studies discussed in the following Sections have been focused on the charac-
terization and modelling of the scintillation process and the detection of photons in a single
PVT finger, which represents the basic unit of the iMPACT calorimeter. Further simulation
studies, including more complex multiple fingers setups, will be discussed later, together with
the comparison with experimental data.
The full transport of optical photons is employed at this early characterization stage, while
future developments of the iMPACT calorimeter simulation will employ parameterizations of
the measured output signal, once the fundamental technical choices of both scintillator material
and read-out electronics will be consolidated after the currently ongoing evaluation.

4.1 Simulation of a scintillator finger
A single finger is modelled as a 1 cm×0.5 cm×20 cm box, with polyvinyl toluene assigned as the
constituent material and a teflon wrapping. A 3 mm× 3 mm× 1 mm silicon box, representing
the SiPM, is placed on top of the finger, as shown in Fig. 27. These volumes are defined inside
a bigger air-filled volume (referred to as world in the GATE software); the world material can
be changed into vacuum accordingly to the experimental setup.
The chemical properties of the materials can be defined by the user in a dedicated file: the
polyvinyl toluene material was included, specifying its stoichiometric composition (C9H10),
and density (1.032 g/cm3), as as listed in Tab. 2, according to the manufacturer specifica-
tions [62, 63]. The following optical properties of PVT can be defined as well: light yield, fast
and slow scintillation time constants and the relative weight of such components, refractive
index, light attenuation length, light emission spectrum, and energy resolution. BC-420 is the
only scintillator type that has been characterized within iMPACT, in this early prototyping
stage, with enough detail for simulation purposes. The light yield has been set to its nominal
value of of 11136 photons/MeV, as well as the fast time constant, refractive index and atten-
uation length. The data sheet available from Saint-Gobain do not report any slow component
for their organic scintillators, therefore only the fast time constant is used, while additional
characterization is needed on this particular property. An estimation of PVT parameters via
experimental data is presented in Sec. 5.
The light emission spectrum is a function of the wavelength, as opposed to the previous pa-
rameters which are constant; in GATE this is referred to as a vector property and has to be
tabulated in detail by wavelength values. The simulation studies presented herein are based
on a fine-grain sampling of the emission spectrum provided by Saint-Gobain, shown in Fig. 25,
which has been used to define such vectorial form of this material property.
The energy resolution of a scintillator must be expressed, according to GATE, in terms of
σN , the error on the number N of photons emitted for a given deposited energy; the energy
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Fig. 27: Single PVT scintillating finger modelled with GATE. Particular of the 3 mm×3 mm
SiPM on one of the finger bases.

resolution is than parametrized with the resolution scale value RS, defined as:

σN = RS×
√
N (26)

where N is the number of emitted photons. The RS parameter has to be adjusted using
experimental data.
A proton pencil-beam source is defined. The energy spectrum and position of the source can
be modified accordingly to the experimental condition that has to be simulated.
Needed physics processes have to be activated by the user, choosing between different theoretical
models and cross section data tables. Geant4 however offers a number of preset physics lists
suited for different energy ranges and different applications. The Low Background Experiments
(LBE) physics list was selected for this simulation, being the only one among preset lists that
supports also optical processes, including scintillation, Rayleigh scattering, optical photons
absorption, Mie scattering and wavelength shift. In this simulation Birk’s law has not been
implemented.
To validate the choice of the LBE physics list, the proton energy loss obtained from GATE has
been compared with proton energy loss computed using two other simulation codes, Fluka [72]
and SRIM [73]; the results are shown in Fig. 28. The proton range simulated with Geant4
loading the LBE physics list is in good agreement with Fluka and SRIM, within 0.5%, confirming
the suitability of the chosen physics list for the particular purpose of studying the expected
behaviour of scintillators being evaluated for iMPACT.
Fig. 29 shows an example visualization of a single proton interacting with the scintillator sim-
ulated in GATE. Optical photons, proportional in number to the amount of the energy lost by
the proton, are isotropically generated along its path through the PVT.
Each scintillation photon is individually transported in the material, and the optical behaviour
at volume boundaries is simulated. Different surfaces properties, as the finger teflon wrapping,
have been defined, in order to simulate a realistic optical behaviour of photons. The optical
properties of teflon are natively tabulated in Geant4 according to two options, polished and rough
wrapping, both featuring a 95% reflectivity and 0% transmission probability. The simulation
tool allows to implement the presence of micro-facets on the surface, described by the σα
parameter, which is defined as the standard deviation of the distribution of micro-facets normal
direction, around the average surface normal. The photon reflection angles are according to
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Fig. 28: Proton energy loss simulated with different codes: Geant4, SRIM and Fluka.

Fig. 29: Simulated scintillation process for a proton (blue), transportation of optical photons
(grey) and different surface properties. The number of generated photons has purposely been
reduced by a factor ∼ 1000, to help visualizing single photon tracks.

Snell’s Law with respect to the micro-facets surface [74]. A σα = 1 is assigned to polish teflon,
while a σα = 6.0 is assigned to the rough teflon; in this simulation the second option has been
chosen, as fingers in the early prototypes discussed herein are hand-wrapped in teflon.
A teflon wrapping has been defined for every side of each finger, with the exclusion of the one
optically coupled to the SiPM. The boundary between the finger and the SiPM is defined in
GATE as a dielectric-metal surface, the probability of photon reflection or transmission between
the two materials is calculated according to the Fresnel equation. The SiPM surface in contact
with the finger constitutes the primary signal detector: photons transmitted in the SiPM silicon
volume are recorded. The SiPM detection efficiency as a function of wavelength is described
as a vector property of the surface, using the distribution provided by Hamamatsu, shown in
Fig. 25.
The remaining area of the finger, which is covered by neither teflon nor silicon, is defined as an
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absorber : transmitted photons, which actually would exit the PVT without being reflected nor
detected, are not further transported by Geant4. The described behaviour of photons resulting
from the scintillation process is summarized in Fig. 29: the majority of photons produced by
the proton are reflected by the lateral teflon surface, those reaching the PVT-SiPM interface
are detected, while those leaving the PVT volume through the unwrapped fraction of the lower
base are lost.

4.2 Simulation of the output signal and measurements of the single
photon response

Photons detected by the SiPM, taking into account the detection efficiency, are recorded. The
simulation provides for each photon, among others, the following parameters: detection time,
detection position, photon energy, a code identifying the corresponding primary proton and
different codes corresponding to physical processes affecting the photon during its existence.
From these information the analog SiPM output signal is derived.
All SiPM produce an identical impulse each time a photon is detected, so a multiple-photon
signal is given by the overlap of multiple single-photon voltage pulses. Photon collection time is
obtained from the simulation, therefore the analog simulated signal can be built by summing the
same single-photon response for each detected photon, with the starting time of each pulse given
by the photon detection time as shown in Fig. 30. In (a) the photon detection time distribution
is shown, the simulated signal presented in (b) is obtained from summing the single-photon
pulse each time a photon is detected. The analog signal corresponding to a single photon can
be measured and parameterized for this purpose, according to the procedure discussed herein.
This signal reconstruction method assumes a negligible quenching time on the SiPM APD cells.
The validity limits of this assumption are discussed in Sec. 7.
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Fig. 30: (a) Photon detection time spectrum, obtained from the GATE simulation. (b) Simu-
lated signal, derived from the time spectrum.

The measured signal for a single photon is the result of the APD pulse from the SiPM, which
is then shaped by the read-out electronics. The simulation outputs the reconstructed signals
in the same format of the ADC, presented in Sec 5, used to digitize experimental waveforms,
meaning that the very same analysis tools can be used to process both experimental and sim-
ulated data.
Direct measurements of a very low intensity light source allow to measure the signal, resulting
from a single photon, after the SiPM pulse is shaped by the read-out electronics. The contri-
bution of single photons can be derived from signals produced by a countable and low number
of simultaneous photons hitting the SiPM.
The apparatus for the single photon response measurement, is shown if Fig. 31. It is built around
a PicoQuant PLS-592 pulsed LED, featuring monochromatic λ ≈ 600 nm light emission, sub-
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Fig. 31: Experimental setup for the single photon response measurement.

nanosecond pulse time width and adjustable intensity [75], piloted with a PicoQuant pulsed
driver PDL 800-B, with selectable pulse frequencies between 2.5 and 80 MHz [76]. A teflon
surface reflects and diffuses back the light beam produced by the LED, which is then detected
with the full SiPM-read-out chain. The schematic of the custom read-out electronics is shown
in Appendix, Fig. 38. The entire apparatus is enclosed in a sealed dark chamber, to isolate the
instruments from external light sources. The analog SiPM output waveform is capture by a
Tektronix DPO 7354 fast oscilloscope, with the external trigger driven by the pulse generator.
A delayed coincidence with the driver pulses is used to reject dark-count signals and room
background, as the distance travelled by photons from the emitting diode to the SiPM results
in a constant, known delay, around 2 ns.
The emitting diode is driven such that to minimize the emission intensity, and the number
of photons detected by the SiPM is approximately 10. Fig. 32 shows a screen-capture of
the oscilloscope, featuring several overlying waveforms corresponding to different numbers of
simultaneously detected photons.

Fig. 32: Several few-photons overlying waveforms displayed on an oscilloscope screen-capture.
The pulse height histogram is shown on the left of the screen, where the populations, due to
different numbers of simultaneous photons, can be clearly distinguished.

A typical few-photons waveform in shown in Fig. 33(a). The oscilloscope can digitize analog
waveforms with up to a 20 GHz sampling frequency and a 0.08 mV precision. A number of
waveforms was saved in text files for an offline analysis. Due to the low amplitude of the analog
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Fig. 33: (a) Example of a digitized few-photons waveform, with gaussian fit around the maxi-
mum, detailed in (b).

signals, however, the sampling precision was not good enough to produce a sharp maximum, as
shown in Fig. 33(b). Each digitized waveform was fitted to a gaussian in a fixed width interval
around the maximum in order to identify their height, as shown in Fig. 33(a,b).
A limited fraction of the measured waveforms are broadened by noise detection, as can be seen in
Fig. 34(a), resulting in a broadening of the waveform. Such spurious measurements are rejected
with a cut on the gaussian fit σ, which was chosen as the discriminating parameter. Fig. 34(b)
shows a distribution of such parameter: a narrow peak at lower σ values is recognizable. This
peak is most likely formed by pure LED-generated photons waveforms, while the tail at higher σ
is most likely due to spurious events. It was therefore chosen to reject waveforms with σ > 2.1.
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Fig. 34: (a) Example of a spurious digitized few-photons waveform, clearly distorted by noise
detection. (b) Distribution of the waveform core width, expressed as the σ of a gaussian fit to
the waveform in the region around the peak.

The spectrum of waveform heights, obtained with the gaussian fit, is displayed in Fig. 35. The
height spectrum presents equally spaced peaks, and each peak was associated to events with
a defined number N of photons. The height spectrum resembles to a Poissonian distribution.
The distribution of waveform heights in Fig. 35 is compared to the one obtained directly from
the maximum of the digitized waveform before fitting (blue). In this case the amplitude values
are discrete due to the coarse digitization.
The relation between peak centroids and the associated number of photons, shown in Fig. 36,
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Fig. 35: Few-photons pulse height spectrum, obtained from digitized single waveforms by fitting
the maximum (red), and considering the maximum sampled value without fitting (blue). The
latter distribution is scaled down for sake of clarity.

N min [mV] max [mV]
1 0 0.35
2 0.45 0.9
3 1.0 1.4
4 1.5 2.1
5 2.25 2.6
6 2.8 3.2
7 3.35 3.8
8 3.95 4.3
9 4.5 4.9
10 5.1 5.6
11 5.7 6.0

Table 3: Pulse height intervals associated to different photon numbers N .

is approximately linear, with a (0.561 ± 0.008) mV/photon proportionality coefficient and a
(0.02± 0.06) mV y-intercept. The linearity and the compatibility of the intercept with 0 confirm
the correct association of each peak with the respective photon number. An interval was defined
for each peak, so that every waveform, based on its maximum height, can be associated with a
number of photons N . Waveforms non uniquely assignable, namely those whose height stands
between two peaks, are discarded. The intervals ranges identifying each peak are listed in
Tab. 3.
The average single-photon waveform can be obtained by averaging the few-photons signals,
normalized by their respective N . The baseline, calculated as the average amplitude in the first
10 ns, was subtracted to each individual waveform. Mean single-photon waveforms, obtained
separately from N = 3, 4, 6 and 8 are presented in Fig. 37(a), showing a good agreement
between the different data sets, although the N = 3 waveform appears to be more affected
by noise fluctuations. The mean single-photon waveform obtained from the entire sample is
displayed in Fig. 37(b). The averaged single-photon waveform presents a raise time of about
3 ns and a decay time of about 5 ns. After the pulse, the waveform flattens to a negative value
of amplitude, also referred to as undershoot. This behaviour is caused by the SiPM read-out
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Fig. 36: Pulse height as a function of number of photons and linear fit.

electronics. The SiPM single cell signal presents the shape shown in Fig. 24, with a fast raise
and a slow decrease. The SiPM read-out electronics, shown in Fig. 38, is designed to act as a
high-pass filter, or derivator, to be able to transmit the fast signal raise. However the decreasing
part of the SiPM cell signal is derivated into a negative constant value. In order to shorten the
undershoot duration, different electronics are currently being studied for the next prototypes.
The waveform was parametrized with a piecewise-defined custom function:

Vsingle(t) =


0 if t < t0

A exp
(
− (t+t̄)2

2s2

)
if t0 ≤ t ≤ t0 + t1

C +B exp(−d t) if t ≥ t0 + t1

(27)

where t0 is the photon time of detection, t̄ = 3.4435 ns is the time at which the waveform reaches
its maximum, A = 0.8 mV, t1 = 6.0253 ns, C = 0.0654 mV, B = 1762 mV and d = 0.352 1/ns
are parameters fitted to reproduce the trend of the curve. This function was found empirically,
in order to parametrize the waveform.
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Fig. 37: Single photon signals obtained from N = 3, 4, 6 and 8 data sets separately displayed
(a); average single-photon signal from all the N > 3 few-photons signals, superimposed with
the piecewise-defined function defined in Eq. (27).
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Fig. 38: Schematic of the current SiPM read-out electronics for the iMPACT calorimeter.
Comparators implementation is foreseen.
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5 Characterization with low energy protons
Preliminary tests with proton beam on candidate scintillators for the iMPACT calorimeter
were conducted at the CN Van de Graaff 7 MV electrostatic accelerator, at INFN Laboratori
Nazionali di Legnaro (LNL), on May 4th and 5th, 2017. The main goal of these tests was to
characterize the response of a single PVT scintillating finger coupled to a SiPM.
The experimental setup is shown in Fig. 39: two PVT BC-420 fingers, highlighted in the picture,
were held in place by a custom built metal support structure. One finger was wrapped with
a teflon layer, while the other one was wrapped with an aluminum foil. Aluminum wrapping
was considered, in a preliminary phase of the project, as an alternative to teflon, however the
solution later was discarded due to the lower reflectivity of aluminum with respect to teflon.
Therefore, only the teflon wrapped finger will be discussed from now on.
SiPM, also highlighted in the picture, were placed in contact with one of the fingers bases;
the optical coupling was ensured by a layer of optical grease. The SiPM and its read-out
electronics, shown in Fig. 40, were fastened to the support structure, in order to maintain the
optical coupling during movimentation.

Fig. 39: Experimental setup used for the test beam at INFN-LNL CN accelerator. Teflon and
aluminum wrapped fingers are highlighted.

Fig. 40: Single SiPM front-end electronics prototype, used for the test beam at INFN-LNL CN
accelerator.

The side of the finger facing the beam was covered with an aluminum plate, thick enough to
stop the proton beam. Two holes were drilled into the aluminum plate at distance d = 150 mm
ad d = 50 mm from the SiPM-side of the finger; the holes are indicated in Fig. 39 with yellow
marks. A remotely controlled system was set up to cover alternatively one of the two holes.
With this configuration protons could reach the finger only through the chosen hole, allowing
to know the proton impact position on the finger.
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The test was conducted using 3.5 MeV and 5 MeV protons; the energy resolution provided
by the CN beam is approximately 0.1% (σE = 3.2 keV at 3.66 MeV) [77]. Protons at these
energies are stopped by less than 35 cm of air, so the entire test was conducted in vacuum.
Furthermore, two circular openings, with approximately 5 mm radius, corresponding to the
holes in the aluminum layer, were opened in the teflon layer, which would have otherwise
stopped the protons. Protons with such low energy penetrate only few micrometers inside the
PVT volume, therefore at least 50% of the generated photons are lost, due to the lack of the
reflecting teflon coating at the entrance window.
The setup for this early test was equipped with a provisional read-out, while the design of
a dedicated electronics for the iMPACT calorimeter was still in progress. The provisional
electronics single-photon response, shown in Fig. 41, was evaluated using a simplified version
of the procedure presented in Sec. 31.

Fig. 41: Single-photon response of the SiPM and provisional read-out electronics used during
the test at INFN-LNL CN accelerator, obtained from a simplified version of the procedure in
Sec. 4.2.

The analog waveforms were digitized with the DRS4 Evaluation Board manufactured at the
Paul Scherrer Institut (PSI). [78]. The board features four 50 Ω terminated input channels,
with a 10 ns precision internal clock, an internal trigger with user-defined thresholds and the
possibility of coincidence measurements over multiple channels. The DRS4 chip can sample
with frequencies from 0.7 GSPS to 5 GSPS with 1024 sampling points each and 8-bit precision.
A single digitized waveform is shown in Fig. 42. The signal presents an overall duration of
about 40 ns, much longer than the 1.5 ns decay time declared by the scintillator manufacturer
(Tab. 2). Such longer signal can be due to the presence of the teflon wrapping, reflecting
photons multiple times before they reach the SiPM. Another reason can be the presence of a
slow scintillation component in PVT, not reported in the manufacturer’s data sheet [62,63], or
simply a different definition of the time constant.
The measurements also showed a non-expected time structure of the signal, with multiple
fast ripples clearly visible. This behaviour was further investigated by computing the average
waveform, in order to expose a possible regular time sub-structure, in which case the average
waveform would present the same ripples. Instead, in the case of only statistical fluctuation,
an averaging process would show a smooth waveform.
Given the short duration of the ripples, all waveforms need to be precisely time-aligned before
averaging, to avoid possible time jitter given by the threshold-based trigger. The following
procedure was therefore applied: each single waveform was individually interpolated with a
custom function operatively defined as the sum of two exponentials describing the raise and the
decay of the signal respectively:

V (t) = A

[
exp

(
t0 − t
b

)
− exp

(
t0 − t
c

)]
; for t > t0 (28)

and 0 otherwise, where t0, A, b, and c are parameters obtained from the fit. The parameter t0
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Fig. 42: Digitized single-proton event waveform, in the configuration E = 5 MeV and proton
incident position d = 150 mm.

is the waveform starting time, and it correspond to the value for which V (t0) = 0 in the raising
part of the curve. An experimental digitized waveform, fitted with the function defined in (28),
is shown in Fig. 43.

Fig. 43: Single waveform, fitted with the function (28). The waveform starting time t0 is given
by the value for which V (t0) = 0 in the raising part of the curve. Configuration E = 5 MeV
and d = 150 mm.

The waveforms were then aligned respect the starting time, shifting each one by t0, and aver-
aged. An average waveform, relative to the configuration E = 5 MeV and d = 15 cm, is shown
in Fig. 44. The averaged waveform is smooth and does not present any fluctuation nor regular
time structures: the ripples visible in a single signal are therefore due to the statistical nature
of the photon detection and are then flattened by the averaging process.
To verify that the observed ripples are actually statistical fluctuations, the average number of
detected photons in each signal was estimated, by dividing the integral of the average pulse
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waveform, Fig. 44, for the integral of the single-photon signal, Fig. 41. The number of detected
photons was found to be rather small, around 200 for a 5 MeV proton signal, and about 150
for 3.5 MeV. Statistical fluctuations in the small number of detected photons, caused most
likely by the presence of the opening in the teflon around the proton hit position, are therefore
compatible with the observed ripple.
The mean waveform reaches its maximum after about 10 ns, and returns to 0 in about 30 ns.
The waveform, after the pulse, presents an undershoot of about 5 mV, caused by the readout
electronics, as explained is Sec. 4.2. The decreasing region of the mean waveform was fitted
with an exponential function, the decay time constant found was (12.3±0.2) ns.
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Fig. 44: Averaged experimental waveform; configuration E = 5 MeV and d = 15 cm.

The proton energy distribution is shown in Fig. 45 for the impact point d = 50 mm and in
Fig. 46 for the impact point d = 150 mm. The energy deposited by each proton is derived from
the value of the signal amplitude. Tab. 4 summarizes the test beam measurements. Energy dis-
tributions relative to d = 150 mm, i.e. protons detected farther from the SiPM surface, present
in general between 15% and 20% lower pulses. In fact when scintillation photons are produced
farther from the SiPM, they travel a longer path before detection, increasing the probability of
absorption inside the material.
The distribution of the signal amplitude is rather wide, corresponding to an energy resolution
of about 20% for both 3 and 5 MeV protons. This low energy resolution can be explained by
the presence of the signal ripples, which increases the fluctuation of the waveform heights.

E [MeV] d [mm] Pulse height [mV]
Trigger: 5 mV Trigger: 20 mV Trigger: 35 mV

3.5 150 - 43.4± 8.2 -
3.5 50 - 47.3± 8.8 -
5.0 150 52.7± 14.8 53.0± 15.0 60.1± 11.0
5.0 50 64.9± 10.0 65.0± 9.0 66.1± 8.5

Table 4: CN test beam results: average pulse height for different beam energy E, position d
and trigger.
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Fig. 45: Signal amplitude spectrum for 3.5 MeV and 5.0 MeV protons and d = 50 mm.
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Fig. 46: Signal amplitude spectrum for 3.5 MeV and 5.0 MeV protons and d = 150 mm.

5.1 Simulation studies of the test beam setup
The CN test beam experimental setup was modelled in GATE as shown in Fig. 47. A single
PVT finger, equipped with its SiPM according to Sec. 4 has been simulated, featuring a gaus-
sian energy distribution centered on either proton energy E = 3.5 MeV or E = 5 MeV, and
σE/E = 1%, according to the CN beam parameters [77]. All four configurations corresponding
to E = 3.5 MeV or E = 5 MeV and d = 150 mm or d = 50 mm were simulated. The entire
apparatus was placed in vacuum. The teflon opening was defined as the contact surface between
a cylinder with a 5 mm radius (green in Fig. 47), and the finger side. On the surface between
the cylinder and the PVT, teflon reflective properties were removed. The cylinder was made of
vacuum, therefore, presenting no physical differences from the rest of the world.
The measurements retrieved from the CN test beam were used to calibrate the simulation. It
was chosen to proceed with the following approach: a single data set was arbitrarily adopted
as reference for the simulation calibration, the E = 5 MeV and d = 150 mm, while the three
remaining data sets were used as a test on its accuracy.
Firstly the PVT scintillation decay time constant has been changed to 12.3 ns, the value pre-
viously estimated from the averaged waveform in Fig. 44. A first simulation, maintaining the
light yield value of 11136 photons/MeV, as in the BC-420 specifications, showed an average
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Fig. 47: INFN-LNL CN accelerator test beam setup modelled in GATE. The cylinder (green)
represents the opening in the teflon wrapping.

number of detected photons around 1000 for each pulse, which is more than 5 times higher
than the experimental number of detected photons. This discrepancy could be due to several
factors, such as a non optimal reflectivity of the teflon wrapping and, more likely, a non ideal
optical coupling between the SiPM and the PVT scintillator. To take into account this photon
loss, the PVT light yield was reduced by a factor 5. A more rigorous approach would suggest
to maintain the light yield and apply the reduction factor to the efficiency, however, decreasing
the the photon production is, practically, not only equivalent but also more efficient in terms
of computing resources.
The light yield parameter was then finely calibrated using the reference data set. Different
simulations were performed changing the light yield parameter, and the simulated pulse height
was compared to the experimental value. The simulated pulse height is shown, in Fig.48, as a
function of the light yield; the red constant line marks the experimental value. The simulated
data points were fitted with a linear function, the intersection of the fit and the experimental
values was calculated to be 1891 photons/MeV. In the same way the Resolution Scale (RS) pa-
rameter, defined in Eq. 26, was estimated. However the heavy statistical fluctuations, already
observed in the experimental waveform, Fig. 42, were also present in the simulated signals, as
suggested by the considerable error bars in Fig. 48. The presence of this variability component,
in addition to the PVT intrinsic resolution, described by the RS parameter, resulted in a diffi-
cult calibration of the latter. The RS was therefore only adjusted empirically to a value of 4;
more refined tests on the energy resolution are planned in the future.
Such calibrated simulation was then validated by comparison to the measurements in the three
remaining data sets. A single waveform generated from GATE data is compared with an
experimental digitized signal, in Fig. 49. The simulated signal reproduces both the height and
the duration of the experimental waveform. The number of detected photons is around 180, in
good agreement with the experimental value of 200. Furthermore the ripple structure is similar
in the simulated signal. This confirms the fact that ripples are a consequence of the low photon
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Fig. 48: Calibration of the light yield parameter to match the experimental pulse height value
(red line), for the configuration E = 5 MeV, d = 150 mm.
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Fig. 49: Comparison between an experimental and a GATE simulated waveform, in the config-
uration E = 5 MeV and d = 50 mm.

A comparison of the experimental signal amplitude distribution to the simulated one is presented
in Fig. 50. The simulated spectra peaks are, in both cases, well within the σ distance from the
experimental peaks. Results from the simulation for all the four configurations are summarized
in Tab. 5: simulated values are within 5% from the experimental values in all the cases except
one. This shows the accuracy of the GATE simulation, able to reproduce not only signals from
protons with different energies, but with also different impact point on the finger. For this
reason this simulation tool is expected to be reliable also in reproducing the behaviour of larger
and more complex configuration, ultimately a full scale calorimeter.
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Fig. 50: Comparison between experimental and simulated spectra for the configurations (a)
E = 3.5 MeV and d = 50 mm.

E [MeV] d [mm] Pulse height [mV]
Experimental Simulated

3.5 150 43.4± 8.2 37.4± 5.2
3.5 50 47.3± 8.8 49.6± 6.9
5.0 150 55.1± 13.7 54.6± 6.8
5.0 50 65.0± 9.0 67.0± 8.6

Table 5: Comparison between experimental and simulated pulse height, for different configura-
tion at INFN-LN CN accelerator test beam.

5.2 Signal duration vs length
The length of the PVT fingers was chosen to be 20 cm in a early stage of the iMPACT project,
mainly based on geometrical arguments. However it was not proved if the length or the aspect
ratio of the fingers have any significant repercussion on the duration of the signal, given the
iMPACT requirement of a fast scanner. A set of simulations was performed in order to study
the time response of a finger with varying length. The modelled setup is shown in Fig. 51. PVT
fingers, with different length, from 10 to 25 cm, were simulated; a proton beam, with enough
energy to pass through 5 mm of PVT, was positioned to impact at the center of the finger.

Fig. 51: Simulated setup with GATE, including fingers with different lengths. A proton beam
impacts at the center of the fingers
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In Fig. 52 (a) the time distribution of the detected photons, for different lengths, is shown;
the distributions are averaged over 50 protons. The number of detected photons, as expected,
decreases with longer fingers, with a factor 2 reduction going from a 10 cm to a 25 cm long
finger. The time distribution, however, do not seem to change substantially with varying length,
a part from a scale factor. Simulated analog signals, with different finger lengths, are shown
in Fig. 52 (b); simulated signals are also averaged over 50 protons. Signals present, similarly
to the time distribution, a lower amplitude for increasing finger lengths, while the duration
remains almost unchanged.
The duration of the photon time spectrum ∆t was defined as the difference between the time
of the distribution maximum, tmax and the time at which the distribution height is 1/10 of the
maximum value tmax/10. The signal duration was instead defined as the difference between the
maximum and the time at which the signal intercepts 0, t(0). Results are presented in Tab. 6.
The duration of the detection time distribution actually decreases slightly with shorter fingers.
However the decrease is negligible, with only about 4 ns variation for a finger with a factor 2.5
shorter length. The time tmax is 1.3 ns longer in a 25 cm long finger with respect to a 10 cm
long one, which is compatible with the fact that photons in PVT travel about 20 cm in a ns.
The signals, instead, do not present any sensible variation in duration, most likely due to the
electronics shaping process, which evens out the already small differences. The finger length
does non sensibly change the analog signal duration, therefore this parameter can be adjusted
accordingly to the assembling requirements.
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Fig. 52: (a) Photon detection time spectrum for different finger lenght. (b) Simulated analog
signal for different finger lenght.

Length Time spectrum Signal
tmax [ns] tmax/10 [ns] ∆t [ns] tmax [ns] t(0) [ns] ∆t [ns]

10 cm 1.4 27.4 25.9 5.6 37.9 32.3
15 cm 2.3 28.2 25.9 5.6 38.7 33.1
20 cm 3.0 30.5 27.5 5.8 39.5 33.7
25 cm 2.7 32.2 29.7 6.4 38.9 32.5

Table 6: Simulated photon detection time spectrum and signals.
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6 Studies with protons at hadron-therapy energies
A second characterization with proton beam was performed at the experimental line of the
Trento Institute for Fundamental and Applied Physics (TIFPA) hosted at Azienda Provinciale
per i Servizi Sanitari (APSS) proton-therapy facility [79] in Trento.
The Trento Proton Therapy facility started to be operative in October 2014. The facility is
designed around an IBA Proteus 235 cyclotron, which can accelerate protons at energies between
70 MeV and 228 MeV, and includes two medical treatment rooms. More than 300 cases have
been treated in the center until march 2017, in both adults and pediatric patients [79]. Outside
clinical hours, the beam can be redirected towards an experimental room, administered by
TIFPA, and dedicated to a wide range of scientific applications. The beam energy can be
lowered down to 15 MeV, in the experimental line, by using appropriate degraders. The beam
size is about 1 cm FWHM.

(a)
(b)

Fig. 53: (a) Setup used for the test at the INFN-TIFPA APSS proton beam line. (b) Particular
of the fingers arrangement.

Fig. 54: Optical coupling between the SiPM and the scintillator finger.

A multiple-finger layout was studied in this test. The fingers were arranged in two identical
units, as shown in Fig. 53, composing therefore a partial version of one module of the iMPACT
calorimeter, as shown in Fig. 16. Each unit is composed by 8 fingers, aligned in 4 planes, their
full DAQ including a SiPM, a read-out electronics and input-output board; the components were
held in place by a plastic structure. The detail of the coupling between fingers and SiPM is
shown in Fig. 54. PVT fingers were wrapped with a teflon layer and a protective aluminum foil,
for a total aluminum thickness of about 800 µm. The fingers arranged in the top row included
two BC-420 and six BC-408 as well as two different SiPM models and read-out electronics,
for comparison tests. The entire lower row, instead, included 8 identical BC-408 fingers and
3 mm × 3 mm Hamamatsu S12572-025c SiPM with a read-out electronics that was, unlike
the one used during the test at INFN-LNL CN accelerator, designed specifically for iMPACT;
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the custom-made electronics single-photon response is displayed in Sec. 4.2. This version of
the read-out electronics was designed to have a less steep rise with respect to the provisional
one, in order to smooth the ripples that were present in the previous test beam, as shown in
Fig. 42. The analog channels were digitized with two PSI DRS4 boards [78]. The acquisition
triggers with a coincident signal in both the 1th and 4th fingers. An ALPIDE sensor, presented
in Sec. 3.2, was positioned in front of the two calorimeter modules, as shown in Fig. 53, for an
independent characterization. The setup also included a plexiglass absorber, shown in Fig. 53
(orange). The thickness of the absorber plus the 8 fingers, was calibrated, using also results from
simulation, to be about 28 cm in order to stop 228 MeV protons. This setup is equivalent to
the thickness the entire iMPACT calorimeter. The relative position of the calorimeter modules
and the absorber could be modified in order to measure the response to protons in different
configurations.

Fig. 55: Setup used for the test at the INFN-TIFPA APSS proton beam line, as modelled in
GATE. Proton tracks stopping inside the fingers or scattering out are visible (blue)

The configuration with the absorber in front of 8 PVT fingers, which is shown using a GATE
representation in Fig. 55, allows to observe the proton energy loss profile around the Bragg peak,
to study the capability of the iMPACT calorimeter to measure the proton stopping position.
The proton beam was set to 228 MeV.
Experimental signals in the 8 consecutive fingers, generated by the same proton event, are
shown in Fig. 56; signals are time shifted with respect to each other for sake of clarity. The
signal amplitudes outline the energy loss profile of the proton. The energy loss in the first 4
fingers is almost constant, corresponding to the plateau region of the Bragg curve; the energy
deposition increases in the following fingers, reaching the maximum level in the 6th finger; the
proton then travels a short distance inside the 7th one and stops; in fact, no signal is registered
inside the last (8th) finger. The finger inside which the proton comes at rest is therefore clearly
recognizable; moreover it is possible to estimate the distance travelled inside such finger using
the pulse height information from the previous ones. This represents a promising result for the
iMPACT calorimeter development, showing the viability of a highly-segmented range-energy
detector.
The signal pulse amplitudes averaged over multiple protons are shown in Fig. 57 for each finger.
In this case the energy deposition profile is not as clear as the previous one. The maximum
energy deposition takes place inside the 7th finger, however the signal amplitudes in the first
4 or 5 fingers is compatible, within one standard deviation, with the peak. This can be due
to the fact that a significant portion of the detected protons does not release their entire
residual energy inside the fingers. In fact, fingers cover only 1 cm in the vertical direction, so
protons passing through the first ones could deviate from a linear trajectory, enough to miss the
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Fig. 56: Measured signals in the 8 fingers, from the same proton event. Signal waveforms are
separated in time for sake of clarity.

following ones. This behaviour is shown in Fig. 58, where simulated proton tracks, leaving the
scintillator volume before stopping, are displayed. These protons would release energy only in
the first fingers, decreasing the peak height in Fig. 57. Moreover, protons near the end of their
path, being slower, are more likely to be deflected at larger angles. Missing energy from protons
scattering out of the fingers is not relevant in view of the complete iMPACT calorimeter, where
the total absorbing volume will be large enough to contain also protons deviating from the
straight path.
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Fig. 57: Signal amplitudes averaged over multiple protons. The peak is lower than the expec-
tations and measurements are affected by sizable uncertainties.

Information on the total deposited energy, can be derived from the sum of the pulse ampli-
tudes in the 8 fingers, Vtot =

∑8
i=1 Vi, shown in Fig. 59. The Vtot spectrum appears to have

a wide distribution, with a peak a lower values, meaning that protons are more likely to exit
the fingers volume before releasing their entire energy. Protons stopping inside the fingers are
only a limited fraction. A discrimination method has to be applied in order to reject protons
scattering out of the fingers and to observe a clear integrated Bragg peak.
Both Fig. 56 and 57 ,as well as analogous information from simulated events, show that the
228 MeV proton Bragg peak is shared between the 6th and the 7th fingers, therefore a dis-
crimination based on their signal amplitude, V6 and V7, is defined as follows. A scatter plot
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Fig. 58: Setup used for the test at the INFN-TIFPA APSS proton beam line, as modelled
in GATE, with superimposed proton tracks (blue). Neutrons (green), produced by nuclear
reactions, are visible.
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Fig. 59: Distribution of the sum of the signal amplitudes over the 8 fingers, Vtot.

displaying the parameter r = (V6 − V7)/(V6 + V7) as a function on V7 is shown in Fig. 60; differ-
ent populations are recognizable. The acquisition displayed was obtained applying a threshold
on the V7 channel, for data reduction.
A number of events are distributed over an horizontal line at r = −1, corresponding to V6 ≈ 0.
In these events the 7th finger registered a signal, while the 6th did not. This could be, most
likely, caused by false ADC coincidences. The missing signal in the 6th finger could also be due
to protons that did not pass through the 6th fingers and were then deviated towards the 7th one
by surrounding materials, for example the other fingers placed over the BC-408 row. Anyhow
this type of event has to be rejected.
A fraction of events is distributed in a region around r = 0, which indicates a small difference
between V6 and V7, slightly unbalanced towards V6 < V7. The majority of events in this
population are located at low V7, meaning both signals in the 6th and 7th finger are small. Most
likely this region is given by protons that were scattered towards the fingers by surrounding
materials, without passing through the absorber, so conserving a bigger fraction of their initial
energy. In fact, the similar signal between the 6th and the 7th, suggest an energy deposition
around the plateau region of the Bragg curve.
The last region is distributed from r ≈ 1 and small signals in V7, corresponding to V6 > V7,
down to r ≈ 0 at high values of V7. This region is populated by protons whose energy was
shared in variable proportions between the two fingers; most likely this area includes protons
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Fig. 60: Scatter plot from experimental data of the parameter r = (V6 − V7)/(V6 + V7) as a
function of V7. V7 is normalized to 1.

that stopped inside the fingers. A threshold on V6 + V7 is therefore expected to reject the first
two population.
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Fig. 61: Scatter plot from simulation data of the parameter r = (V6−V7)/(V6+V7) as a function
of V7. V7 is normalized to 1. The circled point at V7 = 0 and r = 1 includes events with V7 = 0
and V6 6= 0, while the point V7 = 0 and r = 0 includes events with V7 = V6 = 0.

The experimental setup, modelled as in Fig. 55, was simulated with GATE. However the char-
acterization of the BC-408 was still not complete, therefore the simulation was performed using
the parameters calibrated with the BC-420 finger version. Moreover, the signal reconstruction
algorithm was based on the preliminary version of the read-out electronics, shown in Fig. 41,
in order to maintain a configuration that was proven to be stable and reliable, as shown in
Sec 5.1. The results obtained with the simulation can not be compared quantitatively with
the measurements, however they are expected to provide qualitatively comparable data. The
proton source was defined as a monoenergetic 228 MeV pencil-beam.
Fig. 61 shows the distribution of simulated events as a function of r and V7; V7 is normalized to
1 in order to compare this plot with the experimental one. The plot was obtained applying the
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same analysis tools, used for Fig. 60, to the simulated data. The simulated scatter plot presents
two of the regions that appears in the experimental one. The oblique region from r = 1 and
V7 ≈ 0 to r = 0, containing the protons that stopped inside the fingers, has a similar trend for
both the experimental and simulated data.
The second population around r ≈ 0 and weakly depending on V7 appears as well, but only
for higher V7 values. In fact, this region, in the experimental conditions, included high-energy
protons that were detected after being deviated by materials located in close proximity of the
fingers. The simulation, however, does not include any surrounding material, therefore this
population is not reproduced. The line at r = −1, caused by protons hitting the 7th finger
without intercepting the 6th one is absent in the simulated data for the same reason.
A great fraction of the simulated events, more than 1000 out of 8000, are concentrated in two
points at V7 = 0, circled in Fig. 61. The point at V7 = 0 and r = 1 corresponds to the case
of a proton detected in the 6th finger but not in the 7th one. The point at V7 = 0 and r = 0
corresponds instead to the case of no signal in either finger. These populations are concentrated
in single points because the simulated output of a non-hit finger, unlike in any experimental
setup, is exactly 0; future, more refined, simulations are planned to implement also noise effects.
Both the cases featuring no signal in V7 are absent in the experimental data set because of the
threshold applied on the 7th finger channel.

 [mV]
7

+V6 V
0 500 1000 1500 2000

 C
ou

nt
s

0

5

10

15

20

25

30

35

Sum Spectrum

Fig. 62: Sum of pulse heights V6 + V7 distribution.

The threshold on V6 + V7 was applied in both the experimental and simulated data sets. The
distribution of the experimental V6 + V7 values is shown in Fig. 62; the distribution presents a
peak at lower values, similarly to the Vtot distribution in Fig. 59. It was chosen to reject events
with V6 + V7 < 1100 mV, which represent the majority of the protons. The 1100 mV threshold
corresponds to the 80% of the V6 + V7 parameter maximum value.
The scatter plot retrieved from experimental data, for V6 + V7 > 1100 mV, is shown in Fig. 63
(a), while the same plot retrieved from simulated data is shown in Fig. 63 (b). The level of the
threshold on in the simulated data was calculated to be 80% of the V6 +V7 maximum value, the
same fraction used for the experimental data set. In both the two plots the remaining region
includes events with V7 & V6 as well as a small fraction of events with r > 0, which includes
protons that stopped inside the 7th finger releasing, however, the biggest portion of their energy
in the 6th one, as the proton represented in Fig. 56.
The average pulse amplitude in each finger, with the threshold applied, is shown in Fig. 64,
outlining the energy deposition profile. Results obtained from experimental and simulated data
are to be compared only qualitatively. The experimental energy deposition profile is almost
constant in the first four fingers and presents, as expected, a maximum in the 7th finger, with
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Fig. 63: Scatter plot of the parameter (V6−V7)/(V6 +V7) as a function of V7, with a threshold
on V6 + V7, from experimental data (a), and simulated data (b).

the signal in the 8th one dropping and reaching a value close to 0. The profile retrieved from
simulated data shares the same behaviour, however, with a smoother trend. Additionally the
6th finger shows, in proportion, a higher energy deposition in the experimental data with respect
to the simulation. This could indicate that protons in the experimental setup reach the last
fingers with a slightly less energy, and stop at lower depths. Furthermore, the experimental
values present generally higher errors with respect to the simulated ones, which can be caused
by the better statistic in the simulation, an inaccurate calibration of the simulated energy
resolution or an actual energy spread of the beam in the experimental conditions.
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Fig. 64: Average signal amplitude, outlining the energy deposition profile along the 8 fingers,
compared for experimental and simulated data.

Experimental energy spectra from different fingers, with the threshold on V6 + V7 applied, are
presented in Fig. 65. The 1st and the 3rd finger spectra are, as expected, overlapped, being in
the plateau region of the energy deposition profile. The 7th finger, where the highest average
energy deposition takes place, shows a wider spectrum than the other ones, with a longer tail
towards lower energies, which overlaps a portion of the 6th finger spectrum. The latter shows,
instead, a narrower peak, distinguishable from the previous one. This clear separation between
the finger in which the proton Bragg peak occurs, the previous one and those corresponding to
the plateau region, indicates that the concept of an energy-range counter is applicable, even with
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a lower sampling precision ADC. The plan to exploit a threshold-based digital discriminator
for the iMPACT calorimeter read-out, as presented in Sec. 3.3, seems therefore feasible.

 Pulse height [mV] 
0 200 400 600 800 1000

 C
ou

nt
s

0

2

4

6

8

10

12

14

16

18
Scintillator 1

Scintillator 3

Scintillator 6

Scintillator 7

Maximum Amplitude Distribution (cut = Max Scintillator 6+7 > 1200 mV)

Fig. 65: Experimental signal amplitude spectrum from 1st (blue), 3rd (green), 6th (black) and
7th (red) fingers, with threshold on V6 + V7.
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Fig. 66: Simulated signal amplitude from 1st (blue), 3rd (green), 6th (black) and 7th (red)
fingers, with threshold on V6 + V7.

The simulated spectra from the 1st, 3rd, 6th and 7th fingers are shown in Fig. 66. The simulated
spectra show comparable behaviour with the experimental one: the first fingers spectra are
similarly overlapped, as well as the 7th finger which presents a wider distribution and a lower
energies tail. However the 6th finger spectrum is translated towards lower energies, and further
from the 7th finger spectrum. This confirms the assumption that in the experimental setup
protons reach the last fingers with lower energies. The simulation, additionally, underestimates
the energy distribution spread.
To confirm the accuracy of the cut, based on a threshold on V6 + V7, the spectrum of the sum
of the pulse amplitudes Vtot, with the threshold applied, is shown in Fig. 67. The spectrum,
compared to Fig 59, includes the events with a higher energy deposition, while the events in
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the peak, that was present at lower energies in the distribution without the threshold applied,
have been successfully rejected.
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Fig. 67: Distribution of the sum of the signal amplitudes over the 8 fingers, Vtot, with threshold
on V6 + V7.

The differences between the measurements and the simulation results could be due to the
significant presence of materials in the experimental setup, which was not considered in the
simulation. For example, the proton beam had to pass through the ALPIDE, along with the
chip support and protective structures, before reaching the calorimeter modules; the presence
of these materials could cause a broadening of the beam dimensions, defocussing, as well as
widening and a lowering of its energy distribution. The higher energy spread of the proton
beam, caused by MCS, could explain the wider energy distributions in the experimental case.
The presence of the additional PVT fingers on top of the 8 BC-408 could represent a relevant
discrepancy between the experimental setup and the simulation, given the proximity between
the elements. Additionally in the experimental setup, all the fingers were covered with an
aluminum foil; the total aluminum thickness could also cause a non negligible energy loss
to the protons, especially near the end of their path. Furthermore, some discrepancies can
derive from inaccurate modelling of the absorber dimension, chemical composition and density.
Further tests are however required in order to fully characterize BC-408 scintillator fingers,
parameterizing their light yield as well as energy resolution and time response.
The analysis on the data collected during the test, with the calorimeter modules and the
absorber in different configurations, as well as different beam energies, is still ongoing

6.1 Tracking system response evaluation
The ALPIDE sensor response was also analyzed, independently from the calorimeter, during
the test at the INFN-TIFPA experimental beam line of the APSS proton-therapy facility. The
main target of the tests on the sensor was to observe the dimension of the clusters, with varying
beam energies and bias voltage applied. The analysis of these data is still ongoing and will not
be presented here.
A quick demonstrative measurement was also performed during the beam time. A ballpoint
pen was taped on the support structure of the ALPIDE, with the tip of the pen placed directly
in front of the sentitive area of the detector, as shown in Fig 68. The proton beam energy
was set to 70 MeV. The APLIDE sensor registered the hit position of the protons, after they
interacted with the pen. The acquisition trigger was timed using an impulse generator. The
ALPIDE trigger works with an inverse logic: the hold signal is at 0 V, while the trigger signal
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is given by rectangular implulses with -800 mV amplitude and 2 µs duration; the acquisition
frequency was set to 2 kHz. The bias voltage was set to 0. A hit map of the protons detection
positions, displaying 6 · 105 events, is shown in Fig. 69. Each point represents a single 28 µm×
28 µm pixel, while the gray-scale indicates the number of hits in each pixel: a lighter color
corresponds to a higher number of hits, while a darker color corresponds to a lower number
of hits. The information on the proton hit position has not been correlated with information
from the calorimeter on its energy, therefore the image produced can be considered as a simple
radiography with protons. The shape of the internal components of the pen is outlined: the
spring, the metallic tip and the plastic cap are visible. At the end of the metallic tip, a darker
circle is noticeable, corresponding to the ballpoint of the pen, which has a higher density with
respect to the metallic tip. In fact, protons scatter at higher angles in materials with higher
densities, therefore, a darker shadow is visible behind denser objects. The lighter-gray area
in the middle of the sensor is given by the higher intensity in the center of the proton beam,
featuring about 1 cm FWHM. Fig. 69, however simple, shown the sensitivity of protons to
different densities, a crucial feature for pCT. The figure, at the same time, illustrates the
potential of a large area MAPS sensors in imaging applications.

Fig. 68: Setup for the ballpoint pen image acquisition using the ALPIDE sensor.
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Fig. 69: Proton radiography of a ballpoint pen tip, as hits on the ALPIDE pixels.
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7 Study of the linearity of the SiPM response
Each single APD cells that composes the SiPM sensitive surface features a dead time, or quench-
ing time tquench, as mentioned in Sec. 3.5, therefore additional photons reaching the same APD
cell within tquench after the detection of a photon, are lost. This feature is a source of non-
linearity between the number of photons reaching the SiPM surface and the number of detected
photons, particularly present in case of high photon fluxes. The number of detected photons is
then proportional to the analog signal amplitude, as observed in Sec. 4.2.
The quenching time of the 3 mm × 3 mm Hamamatsu S12572-025c SiPM model used in the
iMPACT calorimeter was assumed to be 100 ns, which is an average value among commercial
SiPM models [68]. Once the quenching time will be measured, using the procedure displayed
in Sec. 3.5, the results presented in this Section could be rescaled for the actual quenching time
value.

Fig. 70: Simulated configuration for the SiPM non-linearity study, with PVT fingers on the
plateau (1) and on the peak (2) of the Bragg curve and a plexiglass absorber (green). Proton
tracks are shown in blue.

A series of simulations were performed in order to quantify the fraction of photons lost due to the
quenching time. On one hand this analysis quantifies the discrepancy between the simulation,
which assumes tquench = 0, and the experiment, while, on the other hand, it helps estimating
the non-linearity between signal amplitude and deposited energy.
The simulated configuration, shown in Fig. 70, consists in a monoenergetic 230 MeV proton
pencil beam and two PVT fingers; a plexiglass volume is placed between the two fingers. Protons
pass through the first finger with the full 230 MeV energy, therefore the energy deposition inside
this finger is at its minimum, in correspondence with the initial plateau region of the Bragg
curve. Protons afterwards lose energy passing through the plexiglass absorber and only a
fraction of them reach the second finger. The thickness of the absorber was calculated to be
28 cm, in order to make the protons stop inside the second finger, on average. Therefore the
second finger placed in correspondence with the proton Bragg peak, where the maximum of the
energy deposition takes place. The first and the second finger represent respectively the best-
case scenario, where the minimum of scintillation photons is produced and multiple hits on the
same APD cell are the least likely, and the worst case scenario, where the photon production is
at its maximum and quenching time effects are the most impactful. The iMPACT calorimeter
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operates between these two limits. The time duration of the simulated beam is set to 100 ns,
as long as the assumed quenching time.
GATE, as mentioned in Sec. 4, provides the impact position of each detected photon, therefore
it is possible to observe if an APD cell is hit more than once. An example of a two dimensional
map of the photon hit positions on the 3 mm× 3 mm SiPM surface is shown in Fig. 71, with
each pixel corresponding to an APD cell. The number of detected photons, in the realistic case
tquench = 100 ns, is given by the number of hit cells, while the number of detected photons in
the ideal case tquench = 0 is given by the total number of hits. Simulations were performed with
an increasing proton rate.
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Fig. 71: Detected photon hit map on the SiPM surface.

The number of detected photons in the ideal, tquench = 0, and realistic conditions, tquench =
100 ns, are shown in Fig. 72, as a function of the proton rate, in the plateau region of the
energy deposition profile (a) and in proximity of the Bragg peak (b); the errors are calculated
as the standard deviation over several repeated simulations. The fraction of lost photons in the
plateau is almost negligible, within the error bars, while in correspondence of the Bragg peak
the fraction of lost photons reaches almost the 40% with 12 protons/100 ns, corresponding to
a 120 MHz acquisition rate. In the latter condition the non-linearity between the number of
photons reaching the SiPM and the number of detected photons, is also visible. The limited
efficiency given by the quenching time can be calculated as the ratio between the number of
detected photons in the realistic case tquench = 100 ns and the ideal case tquench = 0, and has
to be multiplied for the the intrinsic SiPM efficiency, shown in Fig. 25, in order to obtain the
total detection efficiency. The effect of tquench on the efficiency is shown in Fig. 73. In the first
finger, corresponding to the Bragg plateau, the efficiency remains higher than 90% with more
than 10 protons per 100 ns, which corresponds to a 100 MHz rate, while the finger placed on
the Bragg peak maintains an efficiency higher than 90% with less than 3 protons per 100 ns,
equal to 30 MHz.
However the duration of the analog signal is about 50 ns, therefore the proton rate in a single
finger can not be higher than 10 MHz, in order to avoid signal pileup.
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Fig. 72: Number of detected photons, averaged over multiple simulations, as a function of the
proton flux on a single PVT finger in the best case of null quenching time (blue) and in the
worst case of tquench = 100 ns (red). Protons at the plateau of the energy loss curve (a) are
compared to protons at the Bragg peak (b)
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Fig. 73: Detection efficiency as a function of the number of protons is 100 ns.
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8 Conclusions
Hadron-therapy is consolidating as a particularly effective technique for tumor treatment, in
particular deep-seated neoplasms in brain or spinal tissues. The potential treatment precision
of the technique, however, has not yet been fully exploited, due to the lack of an adequate
pre-treatment imaging method capable of mapping the body tissue density with the resolu-
tion necessary to maximize the hadrons aiming accuracy. The Computed Proton Tomography
(pCT) technology, by using particles with the same energy deposition profile as the ones used
for the therapy as imaging probes, can generate such high-resolution density maps, which will
maximize the treatment actual accuracy.
The iMPACT project foresees the construction of an extremely advanced pCT scanner, com-
posed by a highly segmented energy-range calorimeter and a solid-state tracking system specifi-
cally designed to meet the requirements for a commercial and clinically viable system. In order
to reach this goal, iMPACT plans to exploit some of the most recent technologies developed
for particle detectors, such as the monolithic pixel sensor ALPIDE and massive use of Silicon
Photomultipliers (SiPM).The resolution of the range calorimeter is competitive with the most
precise proton tomography scanner prototypes currently under development around the world,
while the acquisition rate is much higher thanks to its unique design.
A simulation tool has been developed to study the behaviour of the calorimeter and help choos-
ing among different design options. The code simulates the entire process, from the primary
proton energy deposition down to the analog signal at the SiPM output, and it is based on the
pile-up of multiple single-photon pulses. It provides reliable results, both in simple test con-
figurations as well as in more realistic, complex geometries. The simulation generates results
compatible the actual measurements, for proton of different energy and impact position. The
simulation code has been therefore validated and will play a key in guiding the full development
of the iMPACT calorimeter.
A full characterization of the polyvinyl toluene BC-408 scintillator is planned to further im-
prove the realism of the simulation. In particular, an accurate parametrization of the energy
resolution of the designated detector appears essential for a correct evaluation of the accuracy
achievable by the complete scanner. Additionally, simulation tests with a larger number of
proton energies will be performed.
A way to improve the simulation accuracy is modelling the environment surrounding the detec-
tors, starting from the materials in closer proximity to the fingers of the energy-range calorime-
ter. More refined simulations could include the tracker sensor layers in front of the calorimeter,
actually reproducing the entire iMPACT scanner. More detailed characterization should also
target the chosen SiPM model with the specific aim of better estimating its quenching time
and high-signals response, parameters which allow a precise evaluation of the whole scanner
efficiency respect the protons rate.
The iMPACT calorimeter early prototype has been extensively tested, first demonstrating that
a full calorimeter is indeed feasible, and second validating the idea that a hybrid energy-range
calorimeter is an effective component to realize a proton tomography scanner both fast and
accurate. The next step is to assemble a full 8 × 8 × 32 fingers stacks, in order to test the
tracking capacities of the full calorimeter, and the maximum sustainable acquisition rate. Once
the calorimeter will be commissioned, the effort will shift into correlating the calorimeter data
with the tracker ones, to reach full proton trajectory determination.
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9 Appendix
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Fig. 74: Energy vs Range in polystirene-based scintillator NIST data [65] and fit with the
Bragg-Kleeman rule Eq. (8) (R = αEp); fit performed in the [1; 300] MeV range. (α = 0.00279±
0.)00006 g/cm2, p = 1.726± 0.004.
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