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3.3.1 Fundamental on Switching Dynamics . . . . . . . . . . . . . . . . 18

3.3.2 Wide-bandgap Semiconductor Potentials . . . . . . . . . . . . . . 20

4 Alva Prototype (Thor) 21

4.1 Double air-gap topology . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4.2 Stator configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.3 Halbach array pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.4 System data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

5 Permanent Magnet Brush-less DC Machine Drive Modelling 27

5.1 Permanent Magnet BLDC motor modelling . . . . . . . . . . . . . . . . 28

5.2 Design of Current and Speed Controllers . . . . . . . . . . . . . . . . . . 34

iii



5.2.1 System Identification in the Laplace Domain . . . . . . . . . . . 34

5.2.2 Anti wind-up system . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.3 MATLAB-Simulink® Implementation -PWM Trapezoidal Control - . . . 46

5.3.1 Simulation Results of the BLDC Drive System . . . . . . . . . . 49

6 PM Synchronous Motor Drives Modelling 53

6.1 Permanent Magnet Synchronous Motor Modelling . . . . . . . . . . . . 53

6.2 PMSM Model in a Rotating Reference System . . . . . . . . . . . . . . 55

6.2.1 PI Controllers Design in the dq System . . . . . . . . . . . . . . 56

6.3 MATLAB-Simulink® Implementation -PMSM Space Vector Modulation- 58

6.3.1 Simulation Results of the PMSM Drive System . . . . . . . . . 60

7 Finite Element Loss Analysis With non-Sinusoidal Current 65

7.0.1 Results from the Loss Analysis . . . . . . . . . . . . . . . . . . . 67

8 Experimental Validation 71

9 Conclusions 77

A Air-gap flux density for surface-mounted permanent magnets 81

B Air-gap flux density for Halbach array arrangement 83

C Clarke transformation 87

D Park transformation 89



Chapter 1

Introduction

The growing idea of going towards a massive electrification, starting from industrial
processes down to household applications and daily needs involving energy consump-
tion, has been of a paramount concern for reducing the CO2 emissions. In this regard,
requiring high efficiency solutions on both power generation and power consumption
sides, plays a crucial role. Being electric motors and generators a fundamental part
in the aforementioned two applications, the high efficiency demand has been intro-
ducing many challenges when designing a rotating electrical machine, especially if a
cost-effective solution needs to be achieved. The latter point, along with the common
slotted topology of electrical machines, have led to a general standardisation of the
whole production process, and thus to a low flexibility in terms of final solution.
Having a technology which is capable of providing high flexibility solutions, could make
a difference in all those projects where the feasibility analysis fails because of the ab-
sence of an optimal solution in the electrical machine side.
Within this wide context, Alva Motor Solutions has commenced the development of
a novel technology in the stator production phase. In its first iteration, this process
allows the production of slot-less stators with a high flexibility in terms of final winding
configuration. The innovative stator production process is accompanied by the all dif-
ferent stages involved in the production process of an electrical machine, starting from
the electromagnetic and mechanical design, up to the different stages to get the final
assembly according to the initial specifications. Nonetheless, the interest for Alva in
delivering the best solution depending on the application, led the group to investigate
and troubleshoot any issue related to the control of these electrical machines when fed
by a power converter.
In so far as electric motors and generators are called to operate in wide speed ranges,
a typical system configuration shows the electrical machine coupled either to a power
source or a load by means of a power converter. This means that the overall system
must be considered when evaluating the performance of the electric machine itself. In
most of the cases, the type of converter to be used can be conveniently chosen in order
to match the performance of the machine. However, in other cases, some different solu-
tions need to be adopted, when technological limitations occur on the power converter
side.
The aim of this work, is firstly to highlight the main differences between slotted and
slot-less machines in order to highlight the reason why more care should be taken when
dealing with the control of slot-less machines. Furthermore, the work proposes a solu-
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Introduction

tion for analysing the performance of an electric machine when controlled by means of
a power inverter; the method follows the idea of the so called ”circuit-coupled Finite
Element Analysis (FEA)” of electrical machines, which is already implemented in some
commercial software. This ”framework” has been developed in such a way that it could
be completely automated by linking the different steps of the analysis (design of the
controllers, switching algorithm to be used, FEA). Different solutions for improving the
system efficiency are presented along with simulation and experimental results which
are conveniently compared for validating the framework.
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Chapter 2

Slotted and Slot-less PM
Machines

The adoption of permanent magnet (PM) brush-less machines is becoming the first
choice among all the different topology when high efficiency represents the paramount
concern in terms of initial specifications. The absence of a rotating field winding re-
moves the need of brushes which means both reducing the maintenance costs and
increasing the overall efficiency, since no active losses exist in the rotor and the friction
losses are drastically lessened. Nevertheless, the absence of rotating windings leads to
a reduction in the rotor inertia which means that faster mechanical dynamics can be
easily achieved. As a drawback the high cost of permanent magnet materials should
be considered during the production phase; furthermore, the magnets themselves are
the main component affecting the machine rating because of the temperature limits
and the risk of demagnetisation, which affect the overload capacity (as pointed out in
[11]). An exhaustive introduction to PMs and their main characteristics is reported in
[18] with particular concern for rotating electrical machines; with regard to the latter,
the same source offers an overview of the main arrangements and magnetization pat-
terns for PMs. Of particular interest is the Halbach magnets arrangement, which is
characteristic of the machine to be tested in this work. Conventionally, a PM brushless
electric motor has a slotted shaped iron core which holds the stator winding (conve-
niently distributed along its whole periphery) and a rotor which can assume different
configurations (with PMs or without -considering Synchronous Reluctance Machines-)
depending on the performances to be achieved. A thorough classification of these ma-
chines can be found in [18].
If the stator has a so called slot-less topology, i.e. the stator is a simple ring and
the three-phase winding is kept in the right position by means of epoxy resins, then
some performance improvements can be achieved especially at high speeds; moreover,
a smooth torque profile is characteristic for this kind of motor topology.
It is not the scope of this work to describe the design procedure of electric motors; how-
ever, in this chapter, some equations which are typically used during the design phase
of electric machines will be recalled in the following to highlight the main operating
differences between slot-less and slotted motors; finally, the motor to be tested will be
introduced.
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2.1 Slotted PM Machines Operating Characteristics

During the design phase of an electric machine, characteristic equations describing its
behaviour depending on design parameters are typically used in order to match the
specifications with convenient design choices. It is therefore fairly easy to estimate
the size and the motor ratings, starting form requirements such as torque, speed, sup-
ply voltage and rated frequency. In this section, the torque generation principle for
electrical machines will be described, with particular concern to the main parameters
affecting it; in this regard, the contribution of the stator teeth will be highlighted as
well as the inherent effect on the machine performance.

2.1.1 Fundamentals of Electromagnetic Torque Generation

The motor structure depicted in Figure 5.1 will now be considered in order to have a
visualization of the main quantities that will be introduced in the following. The motor
section shows a slotted stator and an inner rotor with surface-mounted permanent
magnets; the three-phase winding is conveniently distributed in the stator slots. The
ideal operating condition for synchronous machines is to have a sinusoidal distribution
for both stator and rotor fields at the air-gap, this ensure a smooth interaction in
terms of torque. However, none of the two flux distributions are usually satisfying
the aforementioned condition; in fact, the former one would be sinusoidal, if and only
if, each phase winding was sinusoidally distributed (the number of conductors which
make up a phase winding varies sinusoidally) along the stator bore periphery and a
perfectly sinusoidal current was to flow through the phase windings, whereas the latter
one would be close to sinusoidal if the magnets where conveniently shaped and/or
magnetized in order to get the sinusoidal distribution (without considering the slot
effect on the flux density variation as explained in). The technical challenges related
to these requirements, together with practical unfeasibility (sinusoidally distributed
winding and perfectly sinusoidal current), lead to having magnetic fields at the air
gap which are all but not sinusoidal. As the interaction between the fundamental
component of these flux distributions is the cause of the main torque generation, the
existence of higher space harmonics is typically neglected in a preliminary design phase
(even though many design choices are defined along the process in order to minimise
them).
The most effective way to relate the torque equation to design quantities is to consider
the principle of force generation on a current-carrying wire derived from the Lorentz
force law, which states that the force (F ) acting on a conductor in a magnetic field (B)
carrying a given current (I) is proportional to its length (l) according to:

F = B · I · l (2.1)

this equation is valid for any stator conductor, by considering the current which is
carrying and the magnetic field that is facing. A further step towards the definition
of the torque equation is to consider the contribution of the magnetic flux density
distribution at the air gap as well as the current distribution. In order to do this two
fundamental design quantities need to be introduced which are the magnetic loading
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Rotor
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Core

Figure 2.1: Surface mounted PM machine structure

(B̂) and the electric loading (K̂s); these two quantities are the main design parameters
describing the ratings of an electric machine.

Magnetic Loading

The magnetic loading can also be defined as the peak value of the fundamental of
the flux density distribution at the air-gap. The resulting value would depend on
the type of magnets to be used as well as on their distribution in the rotor (Halbach
array, surface-mounted). If the surface-mounted configuration with radially magnetised
magnets (Figure 2.1) is to be considered, the air gap flux density distribution can be
approximated as in Figure 2.2 (blue waveform) where each magnet is supposed to span
150 electrical degrees out of 180 degrees of the pole pitch.
The fundamental peak value (or magnetic loading) comes out from the Fourier analysis
of the flux distribution, resulting in:

B̂g1 =
4

π
· B̂g · sin(αme) (2.2)

In order to estimate the peak value of the flux density distribution the operating
magnetic circuit of a magnet can be taken into account. If the latter and its equivalent
magnetic network are considered (Figure 2.3) than the air-gap flux density can be
calculated (as explained in appendix A) as a solution of the equivalent network where:
Rm is the magnet reluctance which considers those flux lines which do not pass the air
gap but get back through the magnet itself, Rg is the air-gap reluctance and RFe is
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Figure 2.3: Magnetic circuit and equivalent network of a surface-mounted PM

the iron reluctance which can be neglected as long as the permeability is much higher
than than the air one; resulting in:

Bg =
Brem

Sg
Sm

+ µrec
g
tm

(2.3)

The equation shows a dependency on the air-gap thickness which is not constant
along the stator bore because of the slot-openings; this leads to a variation on the op-
erating point of the magnet locally, and hence, on the air-gap flux density. Moreover,
the iron in electrical machine is usually designed in order to make it work close to
the saturation limit in order to reduce both material cost and weight, because of the
lower iron volume needed; this might lead to have a non negligible iron reluctance when
solving the magnetic network and therefore the air-gap flux density would be lower.
Both these phenomena are usually considered during the design phase by just defining
an equivalent air-gap which is wider than the physical one. With the definition of this
”new” air-gap (2.3) holds, and gives a lower value which is meant to be much closer to
a real case.
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There are two further undesired phenomenon related to slot openings and iron satura-
tion that will be now discussed from a fundamental point of view:

� Eddy currents in the magnets: it has be pointed out that the operating point of
each magnet varies along the magnet itself depending on weather it is facing a
stator slot or not. This means that while the rotor is rotating each point of each
magnet (at least on the surface facing the stator) is crossed by a variable flux
with a frequency which depends on the speed and the number of slots. For this
reason eddy currents are induced in the magnets causing higher machine losses,
increase in the magnets’ temperature and hence, higher risk of demagnetisation;

� Cogging torque: a typical phenomenon characterising most of slotted PM machine
is the so called cogging torque, which is the tendency of the rotor to maintain a
preferential position when a torque is applied to the shaft. This is due to the fact
that the magnets tend to align the rotor in such a position that, on average, the
magnets meet a minimum reluctance with the stator surface.

� Torque ripple: the torque variation when the motor is energised is mainly due
to the cogging phenomenon as well as other design parameters among which, the
saturation in the stator teeth due to the magnetic field produced by the stator
current. This aspect is described in [3]; it must be noted that some different
solutions can be adopted to reduce the cogging torque in slotted motors; however,
these solutions determine generally a de-rating in the machine performance as
thoroughly discussed in [6].

It is worth mentioning that the iron saturation is also affected by the stator magnetic
field, which can contribute to the equivalent air-gap increase, leading to a lower flux
density in the air-gap itself. As it will be discussed, this phenomenon is more relevant
for slotted motors than for slot-less motors. Since the torque capability is dependent
on both the magnetic loading and the electric loading, considering that the former
tends to decrease if the latter is increased, it can be typical for slotted motors not to
have a torque which is linearly dependent on the motor phase current. However, if the
machine is designed in such a way that the iron is not saturated in the whole operating
range, then the torque could follow a linear dependency on the current, as a drawback
the machine will be more heavier and with a higher production cost due to the more
iron volume needed.
When the Halbach array disposition of the magnets is considered, the equivalent mag-
netic network analysis becomes more complicated and dependent on more parameters
than it was for radial magnets. By comparing the results in [7] where radial magnets
are considered with the ones in [8] where a Halbach array is considered for the same
machine it can be noticed that the latter gives around 12% magnetic loading increase
(if the only fundamental of the distributions is considered). The increase in the flux
density is not the only advantage of using a Halbach array disposition; even though it
has been proved that a back-iron for Halbach arrays can determine a further increment
in the flux density, as discussed in [16], the back iron is typically not needed because
of a self-shielding behaviour leading to a potential overall mass reduction [29].
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Electric Loading

The concept behind the electric loading (or linear current density) definition is to
consider an equivalent current distributed along the air gap, which considers both the
fact that a three-phase winding is existing and it’s distribution pattern in the stator
slots. In order to define it, some useful parameters need to be introduced:

� Ns represents the total number of series conductor per phase; it can be defined
for any winding configuration as:

Ns =
Qs · ncs

3

where ncs is the number of conductors in a slot which belong to a series connected
coil (which means that if some parallel connections are existing between conduc-
tors lying in the same slot, then ncs is given by the number of conductors in a
slot divided by the number of parallel connections) and Qs is the total number
of stator slots.

� Kw is the winding factor which considers the winding distribution on the stator
and, in particular, its effect on the fundamental of the stator field distribution

The electric loading is defined as it follows:

K̂s =
3 ·Kw ·Ns · Îph

π ·D
(2.4)

where Îph is the peak phase current and D is the stator diameter.Regarding the phase
current, it is worth to mention that for a winding designed with parallel connections,
it can be higher if compared to a series connected winding, if the current density in the
windings is kept at the same value; therefore, the electrical loading would not change
for the two winding configurations Having now both the relations for the magnetic
loading and the current loading, the acting traction force on can be computed as a
position dependent expression by replacing flux density and current in (2.1) with the
related distributions dependent on the angular position (ϑm), as it follows:

F (ϑm) = K̂s(ϑm) · B̂g(ϑm) · La (2.5)

where La now is more specifically the active length of the stator winding.
It is easy to prove that the maximum torque capability can be achieved when the two
sinusoidal distribution are in phase; according to Figure 2.4 the previous statement
appears to be obvious, in fact, any displacement between the electric loading and mag-
netic loading distributions will cause a reduction in the peak value of the force and
hence, its average value. This is true if the machine to be considered has no mag-
netic anisotropy; in such a case the so called reluctance effect can improve the torque
capability if a convenient displacement between electric loading and magnetic loading
distributions exists. Considering the case of isotropic machines under the optimal op-
erating condition depicted in Figure 2.4 the resulting surface traction (Fsurf ) acting in
the air-gap can be found by first computing the average force under a pole:
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Favg,pole =
1

π

∫ π

o
F (ϑm)dϑm =

1

π

∫ π

o
K̂s · B̂g · La · sin2(ϑm)dϑm

=
1

π
· K̂s · B̂g · La ·

[
ϑm
2
− sin(2 · ϑm

4
)

]π
0

=
1

2
· K̂s · B̂g · La

(2.6)

and then multiplying it by the whole bore length as it follows:

Fsurf = Favg,pole · π ·D =
1

2
· K̂s · B̂g · La · π ·D (2.7)

The acting torque is then computed by multiplying the surface traction by the arm
at the air-gap, giving the final torque equation as:

M = Fsurf ·
D

2
=
π

4
· K̂s · B̂g · La ·D2 (2.8)

this equation will be used in the following as an important comparison point between
slot-less and slotted machines.

2.2 Slot-less PM Machines Characteristics and Operation

The typical structure of a slot-less machine (Figure 2.5) as compared to the slotted one
(Figure 2.1) shows its main peculiarity in the stator topology. From a structural point
of view, the teeth, in a slotted machine, compose the holding structure for the stator
winding. The slot-less configuration, introduces an important challenge in the stator
manufacturing process; as a convenient stiffness for the stator ring needs to be achieved,
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Rotor
Core

Stator
Core

Figure 2.5: Slot-less SPM machine structure

the winding is encapsulated in resins by means of suitable moulding processes.
On the other hand the winding configuration for a slot-less machine is not bound by
the stator core topology; this introduce an important potential for slot-less machines
when the production flexibility is to be considered. Furthermore, as of today, the
equipment involved in the winding process for slotted machines, requires important
capital investments [17] which make the stator to be one of the most costly part in
the production chain of slotted electrical machines. For this reason the output tends
to be a standard product suitable for mass production, inhibiting the way of tailored
solutions. In this regard, Alva Motor Solutions is taking its first steps towards the
definition of a new production process for slot-less machines, by both taking advantage
of the inherent potential flexibility of the stator configuration, and facing thoroughly
the other production phases, to make the overall manufacturing process as flexible as
possible.

2.2.1 Slot-less Machine Operation

The physics behind the operation of an electric machine is the same being it slot-less or
slotted. The three phase stator winding energised by a three phase AC current produces
a rotating magnetic field which, interacting with the rotor magnetic field (stationary
with respect to the rotor itself), makes the rotor to spin. However, slot-less machines
exhibit different performance with respect to slotted motors according to the following
points:

� Each and every of the phenomena related to the teeth existence vanishes i.e. no
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cogging torque and hence, very low torque ripple under load conditions; the air-
gap flux density follows a smooth waveform without those notches due to the
slot-openings, which means that magnets eddy currents reduce noticeably. The
latter is a reason why slot-less machines are particularly suitable for high speed
applications, since eddy current losses tend to increase with the speed squared.

� The wider magnetic air-gap of slot-less machine, with respect to slotted ones, lead
to a lower torque capability and also to a lower phase inductance as it will be
discussed in the following with the related effects.

Wide air-gap Effect on Operating Conditions

While for slotted machines the magnetic air-gap corresponds to the mechanical one,
in slot-less machines the stator thickness contributes to the increase in the magnetic
air-gap thickness. As mentioned before, this has a double effect on the machine perfor-
mance/characteristics.
Considering (2.3) it is clear that the wider the air-gap, the lower the magnetic loading
for a given magnet thickness; and since the magnet thickness has an inherent upper
bound considering the relation between the magnetic loading increase and the higher
magnets cost, it means that the torque capability is lower for slot-less machines. Fur-
thermore, while in slotted machines, the iron surrounding the stator windings acts as
an heat sink improving the thermal dissipation, in slot-less machines the windings are
thermally insulated by the surrounding resin, which limits the amount of heat that can
be dissipated; this can lead to higher copper temperature if the same copper losses is to
be considered for two similar slotted and slot-less winding configurations. This aspect
acts as a limiting factor for the electric loading which cannot be increased disregarding
the thermal behaviour. This means that for a given size (diameter and axial length)
and a given cooling system, a slot-less machine has an intrinsic lower torque capability,
if compared with a slotted one, because of a lower maximum value for both the mag-
netic loading and the electric loading according to (2.8).
The most intuitive way to highlight the fact that slot-less machines have an inherent
low phase inductance is to think about the magnetic circuit of a phase winding; as the
definition of self-inductance (Lself ) of a coil fulfil the following equation:

Lself =
N2

Req
(2.9)

where N is the number of turns and Ris the equivalent reluctance of the magnetic
circuit, which is typically approximated as the reluctance of the non ferromagnetic path
(i.e. magnetic air-gap); as long as the latter is typically wider for slot-less machines
and since the expression for the air-gap reluctance follows the following relation:

Req =
g

µ0 · Spole
(2.10)

where Spole is the air-gap surface over a pole; it is clear that, the wider the air-gap,
the lower the inductance value. Even though the final value of the phase inductance will
also be affected by the existence of the other windings (which are magnetically coupled
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with each other) as well as the end-windings, the self inductance calculation can give
the order of magnitude of the final inductance value. As reported in [24] the inductance
for slot-less machine can be 1/10 to 1/100 with respect to conventional machines; and
this is not only due to the wider air-gap, but also to other design parameters such as
the equivalent number of series conductor per phase (Ns), and the number of poles.
The effects related to the low inductance value will be thoroughly discussed in the
following chapters.
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Chapter 3

Permanent Magnet Synchronous
and Brush-less DC Motor Drives

The scope of an electric drive system, is to control a mechanical load by means of an elec-
tric actuator controlling quantities such as speed, torque or position. Figure 3.1 shows a
general scheme of an electric drive system; the entire chain source+inverter+motor+load
can be bidirectional if the mechanical load becomes a mechanical energy source and
the power inverter controls the electrical machine as a generator to control the energy
transfer from the mechanical side to the electrical one. Either way, the power converter
is controlled by the output of the algorithm implemented in the controller, which han-
dles both reference and measured signals, to provide a suitable energizing state in the
electric machine in order to achieve the external reference.

Energy Source Power Inverter Electric Motor Mechanical Load

Controller

Reference

Figure 3.1: Electric drive system scheme

In this chapter two of the main solutions adopted in industrial applications will
be analysed under different aspects, in order to map out the related peculiarities. The
classification between PM Synchronous and Brush-less DC (BLDC) machines is consol-
idated in the literature as a reference for two differently designed machines, which are
identified by different operating behaviour. The classification is mainly oriented to the
different types of induced voltage waveform, or back electromotive force (back-emf),
which can be measured at the motor terminals. A synchronous PM machine is designed
in order to get an induced voltage waveform which is closed to a sinusoid wave whereas,
a BLDC machine shows a back-emf waveform which resembles a trapezoidal wave. The
way in which these two type of machines are controlled, is a consequence of the afore-
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Figure 3.2: electric circuit of a three-phase inverter fed motor

mentioned characteristics and hence, one typically refers to either ”sinusoidal control”
or ”trapezoidal control” respectively. The two different controls define the switching
pattern at the power inverter; the latter, in turn, decides the current waveform flowing
in the motor.
In Figure 3.2 the generic representation of an inverter fed three-phase motor is shown,
and it will be taken as a reference for both the PM synchronous and BLDC motor
drives; as it will be discussed the difference for the two solutions is in the back-emf
waveform (represented as a voltage source for each phase) and in the applied voltage
which is decided by the way in which the switches are controlled.
Without loss of generality, as a first stage the switches will be considered as ideal de-
vices with zero delay switching state. Finally, the real behaviour of a power switch will
be considered with particular concern for the effects on the overall system.

3.1 PM Brush-less DC Motor Drive

Despite of the name, a PM brush-less DC (PMBLDC) motor is nothing more than an
AC machine, considering that the current flowing in the armature winding is alternat-
ing. The reason why it is called DC, is due to the fact that the operation principle
resembles the one of a brushed DC motor, where the mechanical commutator is re-
placed by a power inverter, ensuring that the current flowing in each phase winding is
decided by the rotor position, so that the motor keeps rotating under the torque action
decided by the supply system.
The operation principle can be explained by merging the circuit shown in Figure 3.2
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Figure 3.3: Hall effect sensors output, Ideal back-emf and current waveforms for a
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and the waveforms depicted in Figure 3.3. In particular, the first set of waveforms in
Figure 3.3 (black waves) represents the output of the three Hall effect sensors mounted
on the motor to sense the passage of the magnets, and hence, to detect the rotor po-
sition; any pulse represents the passage from a rotor polarity to another, in front of
the sensors. This information is used to properly control the inverter. The back-emf
waveform itself contains information regarding the rotor position; a proper operation of
a BLDC motor requires the phase current to be in phase with respect to the back-emf.
Disregarding the way in which the rotor position is detected, which can be either with
a sensor-less approach (considering the back-emf waveform) or by means of sensors
(such as Hall effect sensors), the current is forced to flow as shown in Figure 3.3 (blue
waveforms), by conveniently controlling the switches of the inverter.
In Table 3.1 all the possible conduction states at the power inverter are summarized. It
can be noted that in the trapezoidal control of a BLDC motor the inverter is applying
voltage to two of the three phases,and hence, only two phases are conducting at any
instant.
A different expression for the electromagnetic torque comes out from the motor power
balance (as it will be proved in the following chapter); so that, the torque equation can
be written as it follows:

m =
1

ωm
(ea · ia + eb · ib + ec · ic) (3.1)
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Sensors
output

Phase
currentSwitching

state
Electric angular

coordinate H1 H2 H3

Firing signals
to ia ib ic

0 0°-60° 1 0 0 S1 S5 + - off

1 60°-120° 1 1 0 S1 S6 + off -

2 120°-180° 0 1 0 S2 S6 off + -

3 180°-240° 0 1 1 S2 S4 - + off

4 240°-300° 0 0 1 S3 S4 - off +

5 300°-360° 1 0 1 S3 S5 off - +

Table 3.1: Inverter switching states

Therefore, according to the ideal current and back-emf waveforms, a BLDC motor
would exhibit a merely constant torque. However, in a real case, neither the current
nor the back-emf follow the ideal scenario. The back-emf can be similar to a trapezoid
if a convenient magnet shape and winding distribution is adopted. On the current
side, a sudden variation, following the so called quasi-squared waveform depicted in
Figure 3.3, is physically not possible. The latter statement is proved by the existence
of an inductive behaviour for each and every the motor windings (represented as an
inductance for each phase representation in Figure 3.2); this means that the current
variation follows the solution of an RL circuit, and hence, the lower the inductance,
the faster the current variation. Though, the existence of a non-zero rise and fall time
in the phase current, during the commutation instants, leads to torque notches; such a
phenomenon is also known as commutation effect.
One could say that in order to minimize the commutation effect, the lower the in-
ductance, the better. However the trapezoidal control is typically coupled with Pulse
Width Modulation (PWM) control of the power inverter, to ensure speed control when
the DC input voltage is fixed. And this control introduces current variation at the
switching frequency of the power inverter.
The operating condition depicted in Figure 3.3 would generate a certain torque (depend-
ing on the motor) which makes the motor to rotate at a given speed (if the mechanical
load is considered as a constant breaking torque). Thus, the peak value of the current
should be varied in order to control the motor torque, and thence to regulate the speed.
A PWM technique is adopted to pursue the latter task, and a suitable control algorithm
makes sure that the goal is achieved by defining the duty cycle for the PWM control.
The aim is to vary the voltage applied to the two conducting phases by chopping the
input DC voltage at high frequency (switching frequency) to get the required average
voltage needed to achieve a given current, along with a given torque. There are two
different PWM techniques:

� Bipolar (hard) PWM switching: considering that each switching state in
Table 3.1 involves the upper switch for the phase carrying a positive current, and
the lower switch for the phase conducting a negative current; the bipolar PWM
applies the chopping PWM signal to both the switches, and hence, to both the
inverter legs (since the switches of a leg receive signals which are complementary
to each other). This method allows a four-quadrant operation, meaning that the
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current can flow with opposite signs with respect to the ones displayed in Table
3.1; as a drawback the voltage varying between ±VDC leads to high current ripple.

� Unipolar (soft) PWM switching: this technique establishes a PWM control
only for the leg where the upper switch is turned on (e.g. between 0°-60° S1
and S4 are control with two complementary PWM signals whereas S5 is left on).
In this way the applied voltage varies between +VDC and 0, this ensures lower
current ripple with respect to the bipolar PWM switching, but it also means that
the operation in 4 quadrants is available only with a convenient modification in
the control algorithm.

Back to the inductance issue; considering that typical switching frequency for electric
drives systems are limited around some tens of kHz, it might be that a low inductance
value leads to wide current variations around the required value, due to the inverter
switching. A phase current having high harmonic content at high frequencies generates
harmonic fields rotating in the motor at high speeds, increasing the total amount of
losses, and therefore, the overall efficiency drops.
The latter comment highlights what the main issue of electric drives using slot-less ma-
chines is. The inherent low inductance value of this type of machines would typically
lead to high current ripple. So different solutions, such as additional external inductors
and higher switching frequency inverters will be considered in the following chapters,
highlighting both advantages and drawbacks for both the different solutions.
Under trapezoidal control the mechanical speed (n) of the rotor is related to the fre-
quency (f) of the quasi-square waveform according to the usual relation:

n =
60 · f
p

this means that only the fundamental of the quasi-square waveform rotates syn-
chronously with rotor; all the other current harmonics behave as the fundamental one,
generating rotating magnetic fields which rotate faster in the air-gap. Therefore, these
harmonic fields are origin of additional losses in both the rotor and the stator. As
reported in [19] having non-sinusoidal current waveforms in PM synchronous machines
leads to higher overall losses.
Even though the high efficiency might not be the primary characteristic for BLDC mo-
tors under trapezoidal control, the related drive system boasts other advantages such
as cheap and reliable sensor solution (the Hall effect sensors are a cheap and low-weight
solution) and ease of implementation in the control algorithm (the Hall effect sensors
gives directly the firing signals which are easily processed by a dedicated driver circuit
controlling the inverter switches).
A PMBLDC drive model will be described in this work but without any focus on
the performance evaluation with respect to the motor described in Chapter 4 being it
designed for a sinusoidal control.

3.2 PM Synchronous Motor Drive

Differently from a PMBLDC machine, a PM synchronous motor (PMSM) is conve-
niently designed in order to get a back-emf which is as sinusoidal as possible. This type
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of machine exhibits an inherent high efficiency and smooth torque operation in so far
as the phase current is sinusoidal. This means that the algorithm controlling the power
inverter is different from the one described for the trapezoidal control. The sinusoidal
control requires the duty cycle of each inverter leg to vary sinusoidally; in this way,
the phase voltage is still a chopped signal (varying sinusoidally on average), and the
current waveform of each phase follows a sinusoid, because of the current response of a
phase winding due to its inductive behaviour.
The issue of the current ripple, due to the switching at the power inverter, remains a
problem as it is for the trapezoidal control. Which means that during the design phase
of an electric drive system, any component of the system needs to be conveniently de-
signed to achieve the ideal operating conditions of the system itself, and the choice of
a proper control algorithm alone results to be not enough.
There are many different implementations for the sinusoidal PWM control; at the be-
ginning, the well-known carrier-based PWM techniques [15] were used, when analogue
circuits where more widespread than the digital ones. As of today, the same algorithm
can be implemented in a more common digital controller, and many other different al-
gorithms has been developed to achieve different improvements such as lower switching
losses, lower harmonic content in the output voltage and ease of implementation. It
became more and more common nowadays to mention Space Vector Modulation (SVM)
when talking about novel electric drives systems, and in [30] the relation between SVM
techniques and carrier-based techniques is highlighted. In this work the Symmetrical
PWM or SYPWM (according to [30]) is developed for the sinusoidal control because of
the better utilisation of the input voltage (higher maximum phase voltage achievable
with a given input DC voltage) and the ease of implementation.

3.3 Power Electronics and Inverter Modelòing Assump-
tions

The power inverter implementation that will be proposed, considers ideal semiconductor
devices which means that the whole switching dynamic of the switches is neglected.
However, considering the switching frequency increase as a potential solution for the
current ripple reduction, it is worth to mention which kind of critical issues are related to
this type of solution along with different solutions offered by cutting-edge technologies.
Without going too much into the physics governing the operation of these type of
devices, in the following, some of the most relevant parameters defining the operational
behaviour of a switch will be discussed

3.3.1 Fundamental on Switching Dynamics

The power level of the motor tested in this work, matches with the capabilities of
MOSFETs [22], in terms of semiconductor devices, also considering the relatively high
switching frequency needed in electrical drives. However, the parameters affecting the
switching dynamic will be described disregarding the type of semiconductor device to
be used.

One of the first things to be considered for a proper operation of the inverter is the
so called ”dead time”. This parameter is usually set in the driver circuit, which is the
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Figure 3.4: Inverter and MOSFET schemes

component commanding the commutation of the switches through convenient signals
sent to the gate pin (G in Figure 3.4a) of the switches themselves. The dead time
ensures that the two switches of a same leg are controlled with two signals which are
delayed to each other; this denies the possibility of the two switches to be closed at the
same instant, thus, avoiding the risk of short-circuit at the power supply (which could
destroy the switches in a few commutation cycles). The dead time will be included
in the inverter model considering data regarding the switches mounted in the motor
controller used in the test-bench setup.

The dead time is typically related to the switching dynamic of the device as well
as the minimum duty-cycle required during the PWM operation [26]. As described in
[23]and in [9] the switching dynamic of a power switch follows different stages which
are dependent on both the device itself (internal capacitances) and the circuit topology
in which it is working (parasitic inductances); particularly, in [9] the behaviour of an
isolated switch is considered so that the switching performances are assessed by just
considering the quality of the device, whereas [23] offers a losses-oriented analysis of
the MOSFET switching dynamic under real operating conditions. The latter one, high-
lights the effect of parasitic inductances given by the source connection to the power
converter and the ones related to the device package and PCB conductive traces on the
switching dynamic, and, more particularly, on the current variation. It is worth notic-
ing that the switching time specified in the devices’ data sheets are usually evaluated
under ideal conditions, thus, it should not be used directly to evaluate the maximum
switching frequency capability of a switch, and the dead time to be set in the control
of the devices.
The non ideality of the switching phase, due to parasitic components, can lead to
higher losses in the semiconductor devices; this means that the efficiency of the power
inverter drops along with the lifetime expectancy. Moreover, the maximum permissible
switching frequency will be lower because of the longer dead time interval required.
Taken all together, these considerations lead to say that the increase in the switch-
ing frequency of a power inverter is not just a matter of the semiconductor type to be
used, but also, and especially, of the circuit topology in which they are called to operate.

Another issue related to parasitic parameters is the one regarding Electromagnetic
Interferences (EMIs); even though they have been not the main concern for this work,
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it is worth to mention it, because a typical requirement for many motor controllers
is the minimum load inductance connected to each inverter leg, which is required to
minimize the noise emission due to current variation, along with voltage variations in
parasitic elements.

3.3.2 Wide-bandgap Semiconductor Potentials

The wide-bandgap (WBG) semiconductor technology represents a promising solution
in the already developed semiconductor industry. As of today, WBG semiconductors
technologies cover around 0.05% of the global semiconductor market [2]; the main pe-
culiarities of this kind of devices are the higher withstand voltage due to the wider
bandgap and higher maximum operating temperature. Moreover, the enhanced ther-
mal conductivity enables to reduce system cooling requirements. The materials used in
WBG semiconductors, ensure also to increase the maximum switching frequency if the
packaging design is conveniently adapted, in order to reduce intrinsic parasitic compo-
nents [2]. However, as mentioned before, focusing on the semiconductor performance
is typically not enough when aiming for higher switching frequency, especially when
specific restrictions on EMI limitations are added to the set of initial specifications for
a motor controller. The drawback of not having a consolidated manufacturing, as it is
for standard semiconductor devices, can lead to performance de-rating if compare to
experimentally proven ones as well longer lead times.
It is worth to mention that some motor-controller manufacturers are offering solutions
with maximum switching frequencies up to more than a hundred kHz [14].
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Chapter 4

Alva Prototype (Thor)

The aim of this chapter is to introduce the motor tested in this work and validating
the choices made during the motor design phase, with particular concern for the stator
specifications coming from Alva technology.
As the first iteration of a prototyping phase, Thor was meant to be the proof of con-
cept for the novel technology developed by Alva Motor Solutions; which allows the
production of unique slot-less stators, when compared to other manufacturers of the
same type of machine. The assembly takes the rotating frame from another slot-less
motor manufacturer, where the stator has been replaced with the one produced with
Alva technology (Mjöllnir).

4.1 Double air-gap topology

Figure 4.1 shows the motor topology; in particular Figure 4.1a shows the entire section
of the motor whereas Figure 4.1b shows the part considered for the Finite Element
simulations.
The rotor is made up of an inner ring (inner rotating back-iron) and an outer ring
where the magnets are placed according to a Halbach array arrangement. The ring in
between the two rotating parts, is the schematic representation of the stator, which has
been conveniently divided into blocks, each of them representing an equivalent slot.
The double-airgap configuration is the result of some different design, manufacturing,
and economic assumptions. As mentioned in the related section of Chapter 2, the
operating condition of a slot-less machine makes it suitable for very high speed ap-
plications; if the latter condition is considered, along with a configuration with high
number of poles, then it means that the fundamental supply frequency needs to reach
high values. If a single air-gap topology with stator back-iron were to be considered,
then the iron core itself would need to be laminated to reduce both hysteresis and
eddy-currents losses; moreover, the higher the number of poles the lower the flux over
each pole, which means that a smaller thickness for the back iron is required to carry
the flux (if the saturation condition is given [13]). In this regard, requiring this type of
ring-shaped lamination with a low radial and axial thickness can be either a challenge
from a production point of view or an economically unacceptable solution, especially if
low-volume manufacturing is required.
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On the other hand, not having a back-iron for the stator, at all, would drastically reduce
the torque capability because of the wider magnetic air-gap which would result consid-
ering an average flux path. Considering all the previous comments, the double air-gap
configuration appears to be the optimal solution. In fact, having a rotating back-iron
for the stator eliminates the need of having it laminated; furthermore, the magnetic
air-gap results to be well-defined and less wide than the equivalent one without any
back-iron.

(a) Motor section, (b) Two poles section,

Figure 4.1: Tested motor drawings

a c b
τp

Figure 4.2: Schematic winding configuration

4.2 Stator configuration

The stator prototype, has been designed and produced considering Alva technology
capability at this prototyping stage. The stator production process uses copper Litz
wires; this choice allows Alva to take full advantage of its production technology and,
in terms of final machine operation, to ensure high efficiency at very high speed, since
the skin effect is drastically reduced. In Figure 4.2 a schematic representation of the
winding is shown over two poles along with the winding pattern for one of the three
phases. Despite the ”slot-less” configuration, it appears to be useful the definition of
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Parameter Value Unit of measurement

Outer diameter 76.4 [mm]

Outer back-iron thickness 0.76 [mm]

Magnets thickness 3.81 [mm]

Stator outer diameter 66.21 [mm]

Stator inner diameter 64.1 [mm]

Inner back-iron thickness 0.5 [mm]

Number of poles (2p) 22 [-]

Number of slots (Qs 66 [-]

Number of conductors per slot 6 [-]

Number of strands per litz
conductor

30 [-]

Single strand diameter 0.1 [mm]

Number of parallel connections 1 [-]

Table 4.1: Motor data

”slot” in order to define related quantities; in this case a ”slot” is a stator section (on
the active side of the winding) gathering the conductors which belong to the same
phase. As Figure 4.2 the winding is characterized by one slot per pole and per phase
(q = 1) and in each slot there are 6 conductors, belonging to the same phase, which
are connected in series along the stator with the pattern shown. All the useful data for
the motor characterization are summarized in Table 4.1.

4.3 Halbach array pattern

The rotor mounts 44 NdFeB magnets on the inner surface of the outer back-iron ring
according to a Halbach array arrangement as shown in Figure 4.1. The gap in between
the magnets (around 0.06mm) has been set to consider a thin plastic foil and glue
which are placed to make the Halbach array structure
As already discussed in the Subsection2.1.1 the adoption of Halbach array patterns
brings some useful advantages and when compared to the standard radial magnets
configuration. In particular, the inherently higher flux density which can be reached
with a Halbach array pattern can bring some improvements in terms of torque capa-
bility. However, it is worth to mention that the production process for this kind of
magnets pattern tends to be less straightforward than the standard radial magnets
arrangement. The outer back-iron absolves to both a mechanical task, supporting the
centrifugal force acting on the magnets array, and to the air-gap flux density improve-
ment (as discussed in [16]). All the useful data regarding the magnets are reported in
Table 4.2.

In order to define the air-gap flux density for the Halbach arrangement, a model
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Parameter Value Unit of measurement

Inner array diameter (Dm,i) 67.26 [mm]

Outer array diameter (Dm,o) 74.88 [mm]

Inner angle 0.3 [fraction of the pole angle]Tnagentially magnetised
magnets Outer angle 0.37 [fraction of the pole angle]

Inner angle 0.686 [fraction of the pole angle]Radially magnetised
magnets Outer angle 0.616 [fraction of the pole angle]

Residual induction (Brem) 1.35 [T]

Table 4.2: Magnets data
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Figure 4.3: Flux density distribution along the stator from FE analysis

based on a magnetic network analysis has been developed (appendix B). To prove the
effectiveness of the model, the same code which solves the circuit, builds the FE model
of the motor to evaluate the flux density along the stator. The result from the FE
analysis under no load condition is shown in Figure 4.3; the peak of the flux density is
0.71[T ] and the circuit solution gives 0.72[T ]. However the magnetic network gives no
information regarding the flux density distribution, and hence, no way to accurately
estimate the fundamental. An approximate solution would be to say that the peak
obtained from the circuit solution is relative to a quasi square flux density distribution
which is non-zero over the radial magnets and zero elsewhere. Under this hypothesis one
could use (2.2) to estimate the peak of the fundamental. In this way the fundamental
from the magnetic network is 0.773[T ] whereas from the FE solution 0.8[T ]. It is worth
to point out that the flux density distribution varies a lot with the radial coordinate
(as shown in [8]); therefore, in order to estimate the fundamental a further step should
be taken to define the flux density distribution depending on the stator position in the
air-gap and the magnets geometry.
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4.4 System data

The all useful parameters are reported in Table 4.3. These data are measured directly
from the prototype and are needed to define the electric drives models. It is worth to
mention that the same models could be defined based on analytical estimation of all the
useful parameters; however particular care should be given to the inductance estimation
especially for the end winding contribution. In fact, even though for slotted machines
the end winding inductance can be neglected in most of the cases ()considering the main
inductance contribution from the active side of the winding), for slot-less machines the
latter statement is no longer valid because of the inherent low inductance value of
the active part of the winding [27]. Therefore, a convenient model for estimating the
end-winding inductance should be developed depending on the winding configuration.

Parameter Value Unit of measurement

Phase resistance (R) 0.209 [Ω]

Phase inductance (L) 5.75 [µH]

Magnets flux (Λmg) 0.00217 [V s]

Pole pairs (p) 11 [-]

Back-emf constant (Ke) 0.02387 [Vs]

Rotor inertia (J) 1.08e-4 [kgm3]

Bearing friction coefficient (B) 4e-6 [Nms]

Current limit (Ilim) 6.2 [Arms]

DC voltage limit (VDC) 60 [V ]

Maximum speed (n) 10000 [rpm]

Additional inductance (Ladd) 210 [µH]

Switching frequency (Ladd) 25 [kHz]

Table 4.3: Machine data
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Chapter 5

Permanent Magnet Brush-less
DC Machine Drive Modelling

When talking about Brush-less DC (BLDC) motor, one generally refers to a syn-
chronous motor conveniently designed in order to get a back-emf waveform which
resembles a trapezoidal wave as much as possible (as mentioned in Section 3.1). In
order to take advantage of such a peculiarity a suitable control technique should be
adopted in order to get a smooth interaction between stator and rotor magnetic fields
i.e. low ripple torque; this aim is fulfilled by controlling the power inverter so that a
quasi-squared current is forced into the three-phase winding (as discussed in Section
3.1).
It is worth to notice that the model implementation of an electric drive system cannot
be carried out disregarding the type of motor to be controlled nor the type of control
technique to be used; indeed, when defining the transfer function based mathematical
model of a BLDC motor, the operating principle of such a motor should be reminded,
i.e. the fact that two phases are excited simultaneously to get the required torque. The
definition of a transfer function based model becomes useful when a dedicated design
of speed loop and current/torque loop controllers is required, giving a fast idea of the
overall system dynamic under operating limitations (current, voltage). However, this
model is not enough, when the objective of a simulation is to obtain the electric drive
behaviour depending on the switching pattern at the power inverter; for this purpose
the commutation logic should be included, and the time variation of the physical quan-
tities should be considered.
In this chapter, the implementation of both these models is described, and an ana-
lytical procedure for tuning the PI controllers for the current and speed loop, is also
considered.
It is also worth pointing out that the analysis of this kind of models can represent an
important step during the design phase of an electric motor, especially when the motor
under consideration is a slot-less or iron-less motor because of the characteristic low in-
ductance, which can lead to specific supply requirement (voltage, switching frequency)
to limit the current ripple during the operation. In fact, when the performance and
the efficiency of the whole electric drive system are to be considered, having an estima-
tion of the mechanical and electrical behaviour depending on the switching technique,
already during the design phase of the motor, can lead to take different design choices
to match the required specifications.
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Figure 5.1: reference PM brush-less, slot-less machine

5.1 Permanent Magnet BLDC motor modelling

Without loss of generality, the mathematical modelling will now be described by con-
sidering the motor rule, which means that the positive sign for the current is referred
to the flow from the inverter to the motor windings (as shown in Figure 3.2), and the
general structure of the machine shown in Figure 5.1 will be used. Specifically, the
machine shown in Figure 5.1 is referred to a two pole slot-less machine and hence, the
mechanical angular coordinate ϑm results to be equal to the electrical one (since p = 1),
whereas in a generic case, let p be the number of pole pairs, then the electrical angular
coordinate is given by:

ϑme = p · ϑm (5.1)

The aim is to define an analytical description of the motor on both the electrical
and the mechanical side. As a first step, the voltage equation for each phase can be
written as:

vx = R · ix +
dλx
dt

with : x = a, b, c (5.2)

in order to define explicitly the flux linkage with each phase, some fundamental
hypotheses needs to be established:
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� Absence of iron magnetic hysteresis (in order for the fluxes to depend only on the
currents and not on previous magnetization states);

� Absence of eddy currents in the whole machine;

� Absence of iron magnetic saturation (in order for the mathematical system to be
linear);

It can be pointed out that in a real case one tries to achieve the first two hypothesis
by using respectively soft ferromagnetic materials and laminated iron cores (for those
iron parts facing a varying magnetic field), whereas the iron saturation appears to be
an unavoidable property. However, when dealing with slot-less machines the third hy-
pothesis tends to be generally satisfied because of the inherent low saturation which
characterizes their operation [5].
Under these assumption, the flux linkage with each phase can be seen as the superpo-
sition of both the magnets’ flux and the flux generated by the phase currents, as noted
in the following:

λx = λx,mg + λx,iabc (5.3)

where λx,mg is the flux linkage with the x-phase due to the magnets’ flux, and λx,iabc
is the flux linkage with the x-phase due to the three-phase current flux. Assuming
now a convenient distribution of the phase windings, and an opportune shape of the
magnets (or a convenient distribution, if an Halbach array is considered) such that the
induced voltage on each phase winding resembles a trapezoidal waveform Figure 5.2
(”see related chapter”); by applying the superposition principle the phase currents can
be zeroed out in order to explicitly write the flux linkage variation effect on each phase
due to the magnets’ flux only as:

ex =
dλx,mg
dt

(5.4)

which is the definition of back-electromotive force for any type of flux distribution.
Particularly if a BLDC machine is to be considered then the ideal back-emf can be
expressed as a function of the angular position of the rotor (according to Figure 5.1)
and the so called back-emf constant (Ke) which states the induced voltage on a phase
depending on the rotational speed, according to the following equation:


ea = Ke · ωm · f(ϑme + 5π/6)

eb = Ke · ωm · f(ϑme + 5π/6− 2π/3)

ec = Ke · ωm · f(ϑme + 5π/6 + 2π/3)

(5.5)

where the function f(•) gives the trapezoidal waveform 1 which can be expressed

1the additional term 5π
6

in each argument is related to the fact that in Figure 5.1 the reference for
ϑme = 0 corresponds to the maximum positive linkage flux with the phase a; and hence, the back-emf
is crossing the zero with negative derivative in that exact point (being it the derivative of the linkage
flux)
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analytically over a period as the following piecewise-defined function (in accordance
with Figure 5.2):

f(ϑme) =


1 if 0 6 ϑme 6 2π/3

1− 6/π(ϑme − 2π/3) if 2π/3 6 ϑme 6 π

−1 if π 6 ϑme 6 5π/3

−1 + 6/π(ϑme − 2π/3) if 5π/3 6 ϑme 6 2π

(5.6)
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Figure 5.2: Normalised induced emf on a phase

In the same manner, the flux linkage with each phase due to the three-phase cur-
rents can be obtained by reducing to zero the magnets’ flux (which is equivalent to
demagnetize the magnets):


λa,iabc = La · ia +Mab · ib +Mac · ic
λb,iabc = Mba · ia + Lb · ib +Mbc · ic
λc,iabc = Mca · ia +Mcb · ib + Lc · ic

(5.7)

from Figure 5.1 it can be noticed that the magnetic axis of a phase has a component
which is demagnetizing with respect to the magnetic axis of the other two phases;
furthermore, for construction, the mutual coupling is the same between all the three
phases, leading to the definition of a unique mutual inductance coefficient (Mss), defined
as:

Mab = Mba = Mac = Mca = Mbc = Mcb = Mss = − |Mss | (5.8)

similarly, a unique self inductance coefficient (Lss) can be defined as:

La = Lb = Lc = Lss (5.9)
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It is worth pointing out that these inductance coefficients are constant being the
saturation effect neglected for hypothesis.
By enforcing that the three-phase system is balanced, i.e. no homopolar current com-
ponent exists in any of the three phases, which is equivalent to say:

ia + ib + ic = 0 (5.10)

considering 5.9 and 5.8, the current dependent flux linkage equation 5.7 can be
rewritten as:

λx,i = Lss · ix + (− |Mss |) · (−ix) = ix · (Lss+ |Mss |) = Ls · ix (5.11)

where Ls is the so called synchronous inductance. Even though from 5.11, the flux
linkage with a phase seems to be only dependent on the current of that very phase,
it is worth noting that the synchronous inductance takes implicitly into account the
contribution of the other two phases’ flux. The definition of the synchronous inductance
allows to write 5.11 in a different and more intuitive fashion as it follows:

λx,iabc = Ls · ix (5.12)

as a result, considering 5.3, 6.1 and 5.12 the voltage equation 5.2 e.g. for the phase
”a” can be rewritten in its final form as:

va = R · ia +
d

dt
(λa,iabc + λa,mg)

= R · ia + L · dia
dt

+
dλa,mg
dt

= R · ia + L · dia
dt

+Ke · ωm · f(ϑme + 5π/6)

= R · ia + L · dia
dt

+ ea

(5.13)

therefore, the generalized stator voltage equation (5.2) can be written in its final
form as:

vx = R · ix + L · dix
dt

+ ex (5.14)

and the electrical angular frequency ωme can be related to the electrical angular
coordinate ϑme according to:

ωme = p · ωm = p · dϑ
dt

=
dϑme
dt

(5.15)
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Considering the phase voltage equation as written in 5.14, the instantaneous electric
power consumption of the motor can then be evaluated as it follows:

p = va · ia + vb · ib + vc · ic
= R · (i2a + i2b + i2c)

+
d

dt

(
1

2
· L · i2a +

1

2
· L · i2b +

1

2
· L · i2c

)
+ (ea · ia + eb · ib + ec · ic)

(5.16)

The power expression has been conveniently split into three contributions. The first
one considers the conduction loss; the second one has been opportunely rearranged
in order to highlight the magnetic energy contribution and hence, it considers the
magnetic energy variation 2; as a consequence, the last term must be the expression
of the mechanical power, or output power, being all the other loss contributions (eddy
current loss, iron loss, proximity loss) neglected for hypothesis.
Considering the following expression for the mechanical power:

pm = ea · ia + eb · ib + ec · ic = m · ωm (5.17)

and therefore the torque equation can now be written as:

m =
1

ωm
(ea · ia + eb · ib + ec · ic) (5.18)

It is observed that the dependency on the mechanical speed would not allow to
simulate the dynamic behaviour of the system starting from a static initial condition
ωm = 0. In this regard the torque equation can be rewritten by replacing the back-emfs
with the related explicit expressions (5.4), obtaining:

m = Ke · (f(ϑme) · ia + f(ϑme − 2π/3) · ib + f(ϑme + 2π/3) · ic) (5.19)

Dynamically, the rotational speed of the motor follows the torque balance of a
simplified system with mechanical inertia J , friction coefficient B and load torque ml

according to:

m−ml = B · ωm + J · dωm
dt

(5.20)

All the equations which have been written so far, are valid for any kind of electric
motor apart from the back-emf expressions.
The implementation of the motor model could follow two different approaches; one
could either rewrite all the differential equations with equivalent transfer functions or
they can be conveniently gathered up in a state-space representation of the system.

2the 1
2

factor comes out to bring the current (time dependent function) into the derivative operator
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The latter one appears to be particularly suitable for a Simulink® implementation due
to the compactness given by the related state-space block already implemented.
In order to minimize the size of the state-space model and hence, the number of equa-
tions to be solved, the phase voltage equations (5.14) can be conveniently combined as
it follows:

vab = va − vb = R · (ia − ib) + L
d

dt
(ia − ib) + eab

vbc = vb − vc = R · (ib − ic) + L
d

dt
(ib − ic) + ebc

⇓

2 · vab + vbc = 2 · (vab − eab) + (vbc − ebc) = 3 ·R · ia + 3 · L · dia
dt

vbc − vab = vbc − vab + eab − ebc = 3 ·R · ib + 3 · L · dib
dt

⇓
dia
dt

= −R
L
· ia +

2

3 · L
(vab − eab) +

1

3 · L
(vbc − ebc) (5.21)

dib
dt

= −R
L
· ib −

1

3 · L
(vab − eab) +

1

3 · L
(vbc − ebc) (5.22)

it is worth noting that 5.10 has been used to express ic as a function of the other
phase currents.
Finally, equations 5.15, 5.20, 5.21 and 5.22 can be gathered up under the following
state-space structure:

ẋ = [A]x + [B]u

y = [C]x

Where u is the input of the system, y is the output and x is the state set of
variables. Therefore, for a general three-phase motor the state-space model can be
explicitly written as:

dia
dt
dib
dt
dωm
dt
dϑm
dt

 =


−R
L 0 0 0

0 −R
L 0 0

0 0 −B
J 0

0 0 1 0




ia

ib

ωm

ϑm

+


− 2

3·L
1

3·L 0

− 1
3·L

1
3·L 0

0 0 1
J

0 0 0



vab − eeb
vbc − ebc
m−ml




ia

ib

ic

ωm

ϑm


=


1 0 0 0

0 1 0 0

−1 −1 0 0

0 0 0 1




ia

ib

ωm

ϑm



(5.23)
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At this point, the solution of the state-space model will be dependent on both
the type of control demanded from the inverter to run the motor and the type of
motor (if different back-emf waveforms are to be considered). This means that the
system behaviour can be studied, for different control algorithms, on both the electrical
side (electric dynamic, current ripple) and the mechanical side (torque ripple, speed
variation).

5.2 Design of Current and Speed Controllers

The dynamic of an electric drive system on both the electrical side (current variation)
and the mechanical side (speed variation) is a matter of the system itself (i.e. all the
parameters needed to define the model described in section 5.1) and of the controller,
which handles a given input (typically the error from a feedback and the reference value)
to gives an optimized output to achieve the reference value. A Proportional-Integral
(PI) controller is a typical implementation for both speed and current controllers be-
cause it appears to be enough (in terms of implementation) in order to achieve typical
dynamic and stability requirements. In this section the procedure for designing the PI
controllers will be discussed and the resulting dynamic behaviour will be shown along
with the wind-up issue and the related solution. It is worth to mention that the PM-
BLDC drive model has been defined considering the measured data from the prototype;
in particular, the back-emf constant is related to a sinusoidal waveform. However, the
same parameter will be used to identify the trapezoidal back-emf waveform typical for
a PMBLDC control.

5.2.1 System Identification in the Laplace Domain

The goal is to represent the physical system of the drive as a simple input-output (I/O)
model. For this purpose, the inverter switching pattern is neglected and a simplified
representation of the inverter itself is considered instead. The peculiarity of having
two conducting phases at any instant is also considered. Once the aforementioned
system is defined, the PI controllers fro both the current loop and the speed loop can
be conveniently designed by means of the Bode plot analysis.

Current loop and PI current controller

As a first step, (5.14) needs to be represented in the Laplace domain. As described
in Section 3.1 the inverter applies the voltage at two phases at a time and as shown
in Figure 3.3 the back-emf waveforms of the conducting phases exhibit opposite signs.
Therefore, the voltage equation in the Laplace domain can be rewritten as:

vinv = (Rs + sLs) · i+ 2 ·Ke · ωm (5.24)

where vinv is the output voltage from the inverter. The dependency on the rotational
speed for the back-emf enforces the introduction of the mechanical behaviour in the
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Ts

vPWM

vref

vinv

v(t)

Figure 5.3: Simplified representation for the inverter behaviour

system; and in particular (5.20) and (5.19); the latter one, in particular, becomes (for
any instant):

m = 2 ·Ke · i (5.25)

The easiest representation of the inverter is based on its inherent behaviour for
which, once the reference voltage is decided (by th current controller), and translated
into a suitable PWM signal, that very voltage is obtained as the average over a switching
period; considering that the voltage can vary in any switching period (according to the
reference input), then, globally, the voltage waveform will follow a signal which is
delayed, with respect to the reference one, by half of the switching period (as depicted
in Figure 5.3). Therefore, a good block representation of the inverter in the Laplace
domain could be the one shown in Figure 5.4 where vinv,id would be the vinv represented
in Figure 5.3 but in this case ∆vinv accounts for any voltage drop which can occur
at the power inverter, and the term exp

(
−sTs2

)
represents the time delay of half a

switching period in the Laplace domain. The inverter model can be further simplified
if the internal voltage drop is neglected and considering the switching period (Ts) small
enough the time delay can be written as its truncated Taylor series expansion as it
follows:

exp

(
−sTs

2

)
=

1

exp

(
s
Ts
2

) ∼= 1

sTs2 + 1
=

1

sτc + 1
(5.26)

So, finally, the block diagram of the system in the Laplace domain can be repre-
sented as in Figure 5.5.

As a first step, in the design phase of the current controller, the I/O system (Y (s))
expression which relates the inverter voltage with the motor current needs to be found;
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exp
(
−sTs2

) Vinv,id +Vref Vinv

∆Vinv

+

Figure 5.4: Complete inverter block diagram in the Laplace domain

1

sτc + 1

1

sLs +Rs
2 ·Ke

1

sJ +B

Vinv + I M

2 ·Ke

Vref Ωm

−

2 · E

Figure 5.5: PMBLDC drive model in the Laplace domain

the procedure is straightforward if Figure 5.5 is considered; though, the step-by-step
procedure is described in the following:

I = (Uinv − 2KeΩm) · 1

sLs +Rs
; 2KeΩm =

(
2Ke ·

1

sJ +B
· 2Ke

)
I ⇒

⇒ I

(
1 + 2Ke ·

1

sJ +B
· 2Ke

sLs +Rs

)
=

Vinv
sLs +Rs

⇒

⇒ Y (s) =
I

Vinv
=

sJ +B

(sLs +Rs)(sJ +B) + 4K2
e

(5.27)

The definition of Y (s) simplifies the system so that the current controller Ci(s) can
be introduced in the block diagram as shown in Figure 5.6.

The system to be controlled (GHR(s)) is then given by:

GHR(s) = Ginv(s)Y (s) =
1

(sτc + 1)

sJ +B

(sLs +Rs)(sJ +B) + 4K2
e

=
sJ +B

(sτc + 1)[s2JLs + s(JRs +BLs) +RsB + 4K2
e ]

(5.28)

Ci(s) Ginv(s) Y (s)
Iref + I

−

Figure 5.6: Feedback current loop
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The analysis of this transfer function by means of the Bode plot theory, requires it
to be written in a proper form so that the roots of the polynomial at the numerator
(zeroes), and at the denominator (poles) are highlighted in order to clearly define the
position of poles and zeroes in the frequency domain (break points). This type of ap-
proach can be helpful when studying the dynamic of the system depending on the drive
parameters, and hence, it could be used for designing the system in order to achieve
specific performance. However this was partially the goal of this work which rather
aims to define a convenient relation between the inverter time constant (τc) and the
electric time constant of the motor (τe = L/R) to fulfil both a good controllability (fast
and stable dynamic) and good overall performance (low current ripple); in this regard,
technological constraints and limitations must also be considered.
For this particular case, the switching frequency was set as a constraint to 25kHz as
related to the motor controller available in-house. Thus, the only variable to be modi-
fied is the electric time constant of the motor, and since increasing the resistance would
lead to an increase in the conduction losses, the only parameter which was set as a
variable is the inductance value. Forasmuch as the prototype was designed to oper-
ate under sinusoidal control, the procedure for choosing a suitable additional inductor
will be described in the related chapter; however the model simulations and the experi-
mental validation were conducted considering an additional inductor available in-house.

PI current loop controller design For designing the PI current loop controller
(Ci(s)) the following procedure has been used. As a first step the transfer function of
the PI controller is defined as:

Ci(s) = KI,i
1 + sτr,i

s
with τr,i =

KP,i

KI,i
(5.29)

where KP,i and KI,i are respectively the proportional and integral gains to be
conveniently tuned. The resulting controlled transfer function (GH(s)) can be written
as:

GH(s) = GHR(s)Ci(s)

= KI,i
1 + sτr,i

s

sJ +B

(sτc + 1)[s2JLs + s(JRs +BLs) +RsB + 4K2
e ]

(5.30)

The PI coefficients need to be tuned depending on the frequency response of the
open loop transfer function (GHR(s)); by means of the Bode plot analysis one could set
predefined specifications in order to achieve fast and stable dynamic for the closed loop
system. It must be noted that in the implementation of the PMBLDC drive model
(Figure 5.5) any disturbance, such as the load torque, was neglected; this does not
affect the stability of the closed loop system because of the existence of the integral
gain which ensures an intrinsic disturbance rejection.
Firstly, the bode plot of the open loop transfer function (GHR(s)) is considered; by
looking at both the magnitude plot Figure 5.7a and the phase plot Figure 5.7c it can
be noticed that the first two break points at low frequency (respectively of a zero and
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a pole) are not affecting what happens at higher frequency. In fact, those two points
are strictly related to the mechanical dynamic of the system (or the mechanical time
constant J/B) which is inherently slow if compared to the typical electric dynamics.
In order to set properly the PI coefficients two important properties should be recalled:

1. The Bode plot of the controlled loop transfer function GH(s) = GHR(s)Ci(s) is
nothing more than the sum of the two bode plots of GHR(s) and Ci(s) respec-
tively, for the magnitude and for the phase;

2. The requirement of fast dynamic and stability of the system are related respec-
tively to: the bandwidth (BWi) of the controlled transfer function (defined as
the frequency at which the magnitude plot crosses the zero of the y-axis), and
the phase margin (mϕ) of the controlled transfer function (defined as the phase
which occurs at the BWi frequency plus 180)

in particular, the higher the bandwidth BWi the faster the dynamic and a typical
specification for the phase margin mϕ is an angle between 45÷ 60. An automatic code
was implemented to perform the design of the PI controller according to specifications
of BWi and mϕ to be given as an input. In particular, the phase margin specification
is set first to define the position of the zero (given by 1/τr,i) which belongs to the PI
transfer function, and the the bandwidth specification decides the value of the propor-
tional coefficient with respect to the integral one. It can be noticed from the phase plot
of the PI controller (Figure 5.7d) that the effect on the closed loop transfer function is
to shift the phase plot of the open loop transfer function (Figure 5.7c) of −90 until the
break point of the controller occurs; this means that once the phase margin is decided
(according to its definition) the bandwidth must be lower than a given value; in fact,
the phase of the GHR(s) represents the upper limit for the phase that the controlled
transfer function GH(s) could have.

It is worth to notice that the two break points at high frequency for the open loop
transfer function are very close to each other (Figure 5.7a-Figure 5.7c); those two break
points are related to the electric time constant (τe) of the motor and to the commutation
time constant (τc) of the inverter which are (referring to the data in Table 4.3):

τe =
L

R
= 2.512−5 ; τc =

Tsw
2

=
1

2 · fsw
= 2−5 (5.31)

if one were to look only at the design of the PI controller, the relative position of the
break point 1/τe with respect to 1/τc would not really affect the PI design procedure
and nor the dynamic of the system when described with its transfer function form.
The problem occurs when a physical meaning is given to the different transfer function
blocks. As a matter of fact, having an electric time constant which is conveniently
lower with respect to the commutation one is of paramount importance; in fact, it is
worth bearing in mind that the commutation at the power inverter si needed to build
the required current waveform (disregarding the type of waveform needed) and if the
electric time constant is close to the switching period, then the current variation around
the mean value, that the switching pattern is called to enforce, gets wider; this defines
a high harmonic content in the current waveform, along with higher losses (as already
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(b) Ci(s) magnitude plot
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(c) GHR(s) phase plot
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(d) Ci(s) phase plot,

Figure 5.7: GHR(s) and Ci(s) asymptotic (red) and real (blue) Bode plot

mentioned).

As it will be proved in the implementation of the electric drive considering the
inverter switching, the operation of the motor considered in this work, under the pre-
defined supply conditions, appears to be not acceptable in view of a high efficiency
operation. For this reason the adoption of additional inductors is considered as a prac-
tical solution for the aforementioned problem.
In both of the cases (with and without additional inductors) the PI design is performed
according to the following specifications:

{
BWi =

√
1
τe
· 1
τc

mϕ = 60
(5.32)

The solution with additional inductors requires to connect between the motor ter-
minals and the inverter output an additional inductor for each phase; the inductance
value for the filter inductor adopted for this work was 210µH. As it will be mentioned,
for this case study, a much smaller inductance could have been used. The bode plot of
the open loop transfer function considering the additional inductors is shown in Fig-
ure 5.8a where the two breakpoints at high frequency (1/τe and 1/τc) are now one
decade apart from each other.
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Figure 5.8: GHR,add(s) asymptotic (red) and real (blue) Bode plots

Parameter
Without additional

inductors
With additional

inductors

Bandwidth [rad/s] 37000 3035

Phase margin [deg] 60 60

Proportional coefficient [-] 0.7581 1.25

Integral coefficient [s−1] 16089 2202

Table 5.1: PI design data

The resulting proportional and integral coefficients are reported in Table 5.1, along
with the specifications for bandwidth and phase margin.

(a) Wi(s) step response, (b) Wi,add(s) step response,

Figure 5.9: Step response for the current loop with and without additional inductors

As a verification the code gives also the step response of the closed-loop transfer
function(Wi(s)) as an output Figure 5.9. As known from the control theory, the closed-
loop transfer function can be expressed as:

Wi(s) =
GH(s)

1 +GH(s)H(s)
(5.33)
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Cω(s) Wi(s) 2Ke
1

sJ +B

Ωref + Iref I M Ω

−

Figure 5.10: Feedback speed loop

where H(s) is the feedback transfer function (in this case itis assumed to be a
unitary gain).

In both cases a slight overshoot was accepted (since limited to less than 10%); it
can be noted that the solution without additional inductors offers a faster dynamic
because of the higher bandwidth of the current loop.
It is worth to point out that the increase in the switching frequency would lead to an
increase in the upper limit of the bandwidth, and thus to a faster dynamic. The fast
current variation is then transduced by the electric motor in fast torque variation; if
this feature is coupled with a proper mechanical design with the aim of minimising
the rotor inertia then the fast dynamic would be transmitted to the mechanical side
as well. This type of performance could play a crucial role in those applications where
fast motion is needed (CNC machining, 3D printing, robotics applications)

PI speed loop controller design The speed loop block diagram is represented
in Figure 5.9. Considering the inherent complexity of an analytic expression for the
current loop transfer function (Wi(s)); a simplified form can be defined to facilitate
the design of the PI controller for the speed loop. For the purpose of simplifying the
current loop transfer function in a general way, the Bode plots of the controlled transfer
function (GH(s)) are considered (Figure 5.10) to study the asymptotic behaviour of
the closed-loop transfer function (Wi(s)) as it follows:

Wi(s) =
GH(s)

1 +GH(s)H(s)
=


1

H(s)
= 1 if GH(s)� 1

GH(s) if GH(s)� 1
(5.34)

in particular,at high frequency (i.e. when GH(s) � 1) it can be noticed that the
controlled transfer function (GH(s)) behaves approximately as a second order system
with two stable poles; considering, as it generally should be, that τclτe then the simpli-
fied version of the Wi(s) can be written as:

Wi(s) =
1

(1 + s 1
BWi,[rad/s]

)(1 + sτc)
(5.35)

The speed loop non regulated transfer function (GHR,ω) is then given by:

GHR,ω = Wi(s)
2Ke

sJ +B
(5.36)
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(b) GHadd(s) magnitude plot
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(c) GH(s) phase plot
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(d) GHadd(s) phase plot,

Figure 5.11: GH(s) and GHadd(s) asymptotic (red) and real (blue) Bode plot

and for the two different cases (with and without additional inductors) the Bode
plot of GHR,ω(s) is depicted in Figure 5.10. From the same figure it can be noticed that
the zero of the PI controller can be used to cancel the pole of the mechanical transfer
function at low frequency, in order to get the maximum phase out of the controlled
transfer function, and hence, having more margin to set the speed loop bandwidth.

The procedure implemented in the code for tuning the PI coefficients is the following:

1. The break point of the PI controller is set as:

τr,ω =
KP,ω

KI,ω
= τm =

J

B

2. The bandwidth for the speed loop is set equal to one fifth of the current loop
bandwidth (considering that the worst case scenario would be having the two
break points of Wi(s) at the same frequency which would also mean having the
electric time constant equal to the commutation one)

BWω =
BWi

5

3. The position of the bandwidth is such that the magnitude contribution of Wi(s)
can be approximated at a unitary value (0[dB]) and the PI controller exhibit the
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(a) GHR,ω(s) magnitude plot,
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(b) GHR,ω,add(s) magnitude plot
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(c) GHR,ω(s) phase plot
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(d) GHR,ω,add(s) phase plot,

Figure 5.12: GH(s) and GHadd(s) asymptotic (red) and real (blue) Bode plot

only effect of the proportional coefficient; therefore:

|GH(BWω)| =
∣∣∣∣BWωKP,ω +KI,ω

BWω

∣∣∣∣ · |Wi(BWω)| ·
∣∣∣∣ 2Ke

BWωJ +B

∣∣∣∣
≈ KP,ω · 1 ·

2Ke

B

1

BWωτm
= 1

4. The proportional and the integral coefficients can then be computed as:

KP,ω =
J ·BWω

2Ke

KI,ω =
KP,ω

τr,ω

The resulting parameters for the speed loop controller are summarized in Table 5.2
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Parameter
Without additional

inductors
With additional

inductors

Bandwidth [rad/s] 7137 4740

Phase margin [deg] 71 73.5

Proportional coefficient [-] 17.17 11.34

Integral coefficient [s−1] 0.636 0.42

Table 5.2: Speed loop PI parameters

As done for the current loop the step response of the speed loop has been used as
a verification of the method; the results are shown for both cases in Figure 5.13

(a) Wω(s) step response, (b) Wω,add(s) step response,

Figure 5.13: Step response for the current loop with and without additional inductors

5.2.2 Anti wind-up system

The step response of both the current loop and the speed loop shown respectively in
Figure 5.9 and Figure 5.13, are those that the system would have, if no limit was set
for both current and supply voltage.
A phenomenon which may occur when a PI controller is regulating a system, where the
output is bounded around limits, that are imposed according to physical constraints of
the system itself,is the so called wind-up.
When the PI controller receives the error between the reference value and the measured
one, the proportional part produce an output reference which is proportional to the
error itself whereas the integral output is dependent on the amount of time in which
the error persist; both effects are as intense as the relative gains (KP ,KI) are high. The
wind-up occurs typically in the speed loop; whenever the speed reference is such that the
reference torque to be set (by the PI controller) is at its maximum value, the speed starts
increasing linearly according to the mechanical dynamic of the system; meanwhile, the
integral part of the controller stores the persisting error between reference speed and the
measured one. As soon as the speed reaches the input reference the proportional output
becomes zero but the integral one has reached its maximum value and it keeps acting
by enforcing a torque reference which is no longer needed. If the proportional gain
is much smaller with respect to the integral gain, and the speed dynamic is relatively
slow, then the speed tend to overshoot with respect to the reference value. During the
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Figure 5.14: PI controller with anti wind-up

overshoot phase the proportional gain is acting in the opposite way with respect to the
previous phase, and the integral decreases its effect until the maximum of the overshoot
when the integral output goes to zero. After the maximum value has been reached, the
integral starts storing an opposite error which could make the previous phenomenon to
occur in the other direction.
The wind-up effect can compromise the stability of the system, and the speed can reach
very high values during the overshooting phase. In order to verify if the drive system
implemented in this work suffers this phenomenon, a Simulink® implementation of
the transfer function based model, is proposed for the introduction of the operation
limits and the anti wind-up system. In Figure 5.14 the PI controller with the anti
wind-up system is shown; the two saturation blocks ensures that neither the whole PI
controller and nor the integral alone can exceed the motor current limit. In particular
the second saturation block is used to activate the anti wind-up action when the PI
controller output is higher than the maximum allowed value; the effect is a mitigation
of the integral output even for those cases in which the proportional effect alone would
exceed the limits.

The model has been solved by setting a reference speed of 10000[rpm] (maximum
speed of the motor) and the resulting speed response with the anti wind-up disabled
is shown in Figure 5.15. It is clear that the system does not show any wind-up effect,
and therefore, the anti wind-up system will be left disabled for all the different simula-
tions. The fact that the system is not prone to the wind-up effect can be explained by
considering the PI parameters in Table 5.2 However, considering the PI values reported
in Table 5.2 where it can be noticed that the integral coefficient is smaller than the

45



Permanent Magnet Brush-less DC Machine Drive Modelling

Figure 5.15: Speed response without anti wind-up

proportional.

5.3 MATLAB-Simulink® Implementation -PWM Trape-
zoidal Control-

As already mentioned, in this work the only unipolar (soft) PWM switching control is
implemented which means that the PWM is applied only to the leg in which the upper
switch is turned on (i.e. the leg of the phase which carries a positive current) . In [4]
the implementation of the bipolar (hard) PWM switching is described as well. The
choice of implementing the unipolar control is mainly due to the fact that it produces
less ripple with respect to the bipolar one. However, the implementation that will be
described in the following does not allow the brake operation of the motor; therefore,
a one quadrant operation is considered.
The whole electric drive system is implemented in Simulink®; the speed and current
controller coefficients are given as an output of the same Matlab® code which loads
the useful parameters for the drive model to be solved. The current controller gives
a reference signal, as an output, which is used to produced the PWM signal for the
inverter.

The switching at the power converter is implemented in a Matlab® function which
gives directly the input needed from the motor model (implemented as (5.23)).
The switching pattern is implemented considering both the electric circuit scheme of the
inverter fed three-phase motor (power inverter Figure 3.2), and the conduction states
for the trapezoidal control (Table 3.1); the latter ones, in particular, are the conduction
states which occur when the PWM signal is high. The output voltage applied by the
power inverter, is affected by the commutation phenomenon between two states.
Considering the interval 0° ÷ 60° as an example, at 0° the switch S1 is turned on and
S6 is turned off; the current ”ic” was negative and it takes some time to drop at a zero
value. The operating circuit of the power inverter, within this time interval, can be
represented as in Figure 5.16

The circuit can be solved with the loop current method, and the diode can be
replaced with an equivalent voltage which is zero when ic 6= 0, and when ic = 0 is such
that the current in that loop is zero. In this way, the input voltage to the state space

46



Matteo Leandro - Performance Analysis of Electric
Drives using Slotless Motors

VDC

a
Za

−+

ea

−
+ eb

n

Zb

b

D6

c
Zc− +

ec

Figure 5.16: Equivalent circuit between 0°÷ 60° with high PWM signal

Electric angle
interval

Diode current vab − eab vbc − ebc

ic 6= 0 VDC − eab −ebc0°÷ 60°
ic = 0 VDC − eab (eab − VDC)/2

ib 6= 0 −eab VDC − ebc60°÷ 120°
ib = 0 (VDC − eac)/2 (VDC − eac)/2
ia 6= 0 −VDC − eab VDC − ebc120°÷ 180°
ia = 0 (ebc − VDC)/2 VDC − ebc
ic 6= 0 −VDC − eab −ebc180°÷ 240°
ic = 0 −VDC − eab (VDC + eab)/2

ib 6= 0 −eab −VDC − ebc240°÷ 300°
ib = 0 (−VDC − eac)/2 (−VDC − eac)/2
ia 6= 0 VDC − eab −VDC − ebc300°÷ 360°
ia = 0 (VDC + ebc)/2 −VDC − ebc

Table 5.3: Input voltages at the motor state space model when PWM=1

model of the motor can be found for any switching interval. The voltages needed as
inputs for the motor model, when the PWM signal is high, are summarized in Table
5.3

On the other hand, the same analysis needs to be performed when the PWM signal
is low (PWM=0). Considering again the interval 0°÷ 60°; the current in the phase ”a”
can be either zero or positive and in both these two cases, the current in the phase ”c”
can be different from zero because of the commutation from the previous conduction
phase. The circuit to be solved in this interval is shown in Figure 5.16.

the solution of the circuit related to each conduction interval, when the PWM signal
is low, brings to the results reported in Table 5.4

The Simulink® subsystem of the inverter is shown in Figure 5.18, where the ”Inter-
preted MATLAB Fcn” calls the function in which Table 5.3 and 5.4 are implemented
depending on all the inputs shown. In particular, the input ”currents” is the output of
a relay block which says when each of the currents is either equal to or different from
zero (as this is the information needed for defining the inverter output)

The inverter output is given as an input to the motor state space model (Fig-
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Figure 5.17: Equivalent circuit between 0°÷ 60° with low PWM signal

Electric angle
interval

Diode current vab − eab vbc − ebc

ia 6= 0, ic 6= 0 −eab −ebc
ia 6= 0, ic = 0 −eab eab/2
ia = 0, ic 6= 0 ebc/2 −ebc

0°÷ 60°

ic = 0, ic = 0 0 0

ia 6= 0, ic 6= 0 −VDC − eab VDC − ebc
ia 6= 0, ic = 0 −eac/2 −eac/2
ia = 0, ic 6= 0 (ebc − VDC)/2 VDC − ebc

60°÷ 120°

ic = 0, ic = 0 0 0

ia 6= 0, ic 6= 0 −eab −ebc
ia 6= 0, ic = 0 ebc/2 −ebc
ia = 0, ic 6= 0 −eac/2 −eac/2

120°÷ 180°

ic = 0, ic = 0 0 0

ia 6= 0, ic 6= 0 −eab −VDC − ebc
ia 6= 0, ic = 0 −eab eab/2
ia = 0, ic 6= 0 (−VDC − eac)/2 (−VDC − eac)/2

180°÷ 240°

ic = 0, ic = 0 0 0

ia 6= 0, ic 6= 0 −eab −ebc
ia 6= 0, ic = 0 −eac/2 −eac/2
ia = 0, ic 6= 0 −eab −eab/2

240°÷ 300°

ic = 0, ic = 0 0 0

ia 6= 0, ic 6= 0 VDC − eab −ebc
ia 6= 0, ic = 0 −ebc/2 −ebc
ia = 0, ic 6= 0 VDC − eab (−VDC + eab)/2

300°÷ 360°

ic = 0, ic = 0 0 0

Table 5.4: Input voltages at the motor state space model when PWM=0
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Figure 5.18: Inverter subsystem

ure 5.19), along with motor and load torque.
The output currents, speed and position are used for defining the torque (5.19), the
trapezoidal back-emfs (5.5) and all the feedbacks needed for the model to operate. It
is worth to point out that the current feedback in the model is given as the absolute
value of the sum of the three currents, which is (according to the control algorithm) the
input DC current; this is one advantage of the trapezoidal control which would require
to sense only the DC input current (for control purpose).

1
V_ab	-	e_ab

2
V_bc	-	e_bc	

3
Te	-	Tl

1
i_a

2
i_b

3
i_c

4
omega_m

5
theta_m

Figure 5.19: Motor subsystem

5.3.1 Simulation Results of the BLDC Drive System

The model was solved with a step reference speed of 2500[rpm] and a load torque of
0.2[Nm] acting at 0.11[s]. The results for the two different solutions (without ad with
additional inductors) are shown and discussed in the following.
Firstly the speed response of the system is shown in Figure 5.20; the dynamic is rela-
tively slow if compared with other slotless machines, and this is due to both a relatively
high inertia and a low maximum torque.
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Figure 5.20: Speed response

In Figure 5.21 the resulting current waveforms in the three phases are shown. Fig-
ure 5.21a and Figure 5.21b show the currents for in the whole simulation in the first
phase when the motor is accelerating the current is kept at its maximum value until
when the speed reaches the reference value, and then, at 0.11[s] when the reference
torque is applied, the current rises up to the value decided by the controller. As it was
already mentioned, the solution without additional inductors produces a wide ripple
band around the mean value of the current to be set; furthermore, an increase in the
ripple band can be noticed as long as the speed keeps increasing. This phenomenon
is due to both an increase in the back-emf which causes a faster current variation and
to the response of the current controller to the previous effect, i.e. the PI current
controller detects the faster current variation (because of the higher back-emf) and
tries to recover this effect by increasing the duty cycle (time in which PWM=1 in the
switching period) but the low electric time constant leads to a fast current variation
on the opposite direction, and hence, the controller reduces the duty cycle again, but
since the beck-emf keeps increasing, then this phenomenon repeats itself in a loop that
lead to the increase in the ripple band. This behaviour needs to be considered when
fast acceleration at very high speed are demanded from the system, in order to avoid
high current values. A possible solution can be to conveniently reduce the dynamic of
the current controller.
Even though, the solution with additional inductors shows a much lower current ripple
around the switching frequency, it tends to increase the commutation effect typical for
this type of control as shown in Figure 5.21d where the response of the controller to the
commutation effect is also represented; in fact, those current spikes would disappear if
the current controller was designed in order to have no overshoots.

Finally, the torque response for the two different solutions are shown in Figure 5.22.
In particular, Figure 5.22a highlights the fact that for the implemented control algo-
rithm a negative torque is not allowed. Moreover the torque ripple follows current
ripple leading to a wide ripple band for the solution without inductors, and an ampli-
fied commutation effect for the solution with additional inductors, along with torque
spikes due to the controller response.
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(a) Three-phase current waveform,
,

(b) Three-phase current waveform with
additional inductors

,

(c) Currents during the starting phase (d) Currents during the starting phase
with additional inductors,,

Figure 5.21: Current waveforms with and without additional inductors

(a) Resulting torque,

,

(b) Resulting torque with additional inductors

Figure 5.22: Torque profiles with and without additional inductors
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Chapter 6

PM Synchronous Motor Drives
Modelling

From the previous chapter, the inherent limitations of a BLDC motor control arise as
a non-smooth torque response due to either switching ripple or commutation effect;
though, a convenient choice for the additional inductors, with the aim of minimiz-
ing both the effects, could improve the performance. The main advantage of using
the trapezoidal control algorithm is related to the fairly ease of implementation; even
though it does not seem intuitive by looking at the model implementation, in a practi-
cal case the inverter switching is commanded by conveniently handling the signals from
the Hall effect sensors.
In this chapter the typical control of a PM synchronous motor (PMSM) is described,
along with the implementation of the related drive model.

6.1 Permanent Magnet Synchronous Motor Modelling

As already mentioned in Section 5.1 the state space model implemented for the BLDC
motor is actually valid for any kind of brush-less three-phase PM motor; the only
difference lies in the back-emf expression. As already mentioned, a PMSM is designed
in order to get a sinusoidal back-emf, and hence, a sinusoidal flux linkage distribution
at the air-gap. In (6.1) the flux expressions are explicitly written as a function of the
electrical coordinate ϑme.


λa,mg = Λmg · cosϑme

λb,mg = Λmg · cos(ϑme − 2π/3)

λc,mg = Λmg · cos(ϑme + 2π/3)

(6.1)

For the sake of completeness, the explicit back-emf equation for each phase is ad-
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dressed in the following


ea = ωme · Λmg · cos(ϑme + π/2)

eb = ωme · Λmg · cos(ϑme + π/2− 2π/3)

ec = ωme · Λmg · cos(ϑme + π/2 + 2π/3)

(6.2)

The amplitude of the back-emf can be related to the back-emf constant as done
for the BLDC machine. According to its definition, the back-emf constant can now be
expressed as:

Ke = p · Λmg (6.3)

Ideally, the control of a PMSM would produce a three-phase sinusoidal current
waveform; thus, the expressions for the three currents can be written as in (6.4), where
a certain displacement (ψ) with respect to the back emfs is considered, along with a
variable peak current value (IM (t)) decided by the controller.


ia = IM (t) · cos(ϑme + π/2− ψ)

ib = IM (t) · cos(ϑme + π/2− 2π/3− ψ)

ic = IM (t) · cos(ϑme + π/2 + 2π/3− ψ)

(6.4)

Therefore the torque equation in (5.18) can be explicitly written considering (6.2)
and (6.4) as it follows:

m = p · Λmg(cos(ϑme + π/2) · cos(ϑme + π/2− ψ)+

cos(ϑme + π/2− 2π/3) · cos(ϑme + π/2− 2π/3− ψ)+

cos(ϑme + π/2 + 2π/3) · cos(ϑme + π/2 + 2π/3− ψ)) (6.5)

developing the product between the sinusoidal functions leads to the following result:

m =
3

2
· p · Λmg · IM (t) · cos(ψ) (6.6)

It is important to notice that if the current is controlled in such a way that ψ = 0,
i.e. the current and back-emf of a given phase are in-phase with each other, then
the maximum motor torque can be achieved; this type of control is also known as
Maximum Torque Per Ampere (MTPA). From the same equation, the torque constant
Km (defined as torque in [Nm] per phase current in [Arms]) can be defined as:

Km =
3√
2
· p · Λmg =

3√
2
·Ke (6.7)

It is already clear that the control would need an accurate and, most importantly,
continuous speed/position detection of the rotor, in order for the inverter to set the
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correct current reference for each phase at any switching interval. This means that Hall
effect sensors are no longer enough for speed/position sensing. Typically the sensors
used for this type of control are either encoders or resolvers, both of which ensures
higher resolution if compared to Hall effect sensors; however they also represent a more
expensive and bulky solution.

6.2 PMSM Model in a Rotating Reference System

If the system to be controlled was the one explained beforehand, then the control would
deal with time varying currents (sinusoidal); this means that the reference values that
the PI or PID currents controllers are called to handle, are no longer constant (as it was
for the BLDC control); in this regard, the design of the controllers gets more tedious
[28].

When studying three-phase electrical systems, the introduction of Clarke and Park
transformations represents a useful way for simplifying the system analysis. With
the former transformation one is able to represents the three quantities (being them
currents or voltages) into a vector with two components, rotating synchronously with
the electrical frequency of the original quantities (as explained in appendix C).On the
other hand, the Park transformation takes a further step for defining the same three
quantities as a vector in a reference system which is rotating synchronously with the
electrical quantities. In this way the vector appears to be fixed and the magnitude
is decided by the peak of the three-phase quantities to be represented (as proved in
appendix D). In particular, considering the voltage equation for a three-phase PM
machine in (5.13) with the magnet flux that now is sinusoidal, by means of the Clarke
transformation it can be rewritten as:

{
vα = R · iα + Ldiαdt +

dλα,mg
dt = R · iα + Ldiαdt − ωmeΛmg sin(θme)

vβ = R · iβ + L
diβ
dt +

dλβ,mg
dt = R · iβ + L

diβ
dt + ωmeΛmg cos(θme)

(6.8)

which can be written in vector form as:

vαβ = R · iαβ + L ·
diαβ
dt

+ jωmeλmg,αβ (6.9)

the latter equation can be easily referred to a rotating reference frame synchronous
with the electrical frequency ωme(considering (D.3)):

vαβ = vdqe
jθme = R · idqejθme + L · d

dt
(idqe

jθme) + jωmeλmg,dqe
jθme

= R · idqejθme + L ·
didq
dt
· ejθme + jωmeL · idqejθme + jωmeλmg,dqe

jθme

(6.10)
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and the magnets flux in the dq system becomes:

λmg,dq = λmg,αβe
−jθme = Λmge

jθmee−jθme = Λmg (6.11)

Therefore, the two voltage components in the dq reference frame can be expressed
as:


vd = Rid + L

id
dt
− ωmeLiq

vq = Riq + L
iq
dt
− ωme(Lid + Λmg)

(6.12)

it can be proved that the torque equation in the dq reference frame can be written
as:

m =
3

2
· p · Λmg · iq (6.13)

which shows that the only q component of the current is relevant for the torque
generation; therefore, for a given current value, having the current in phase wit the
back-emf lead to the maximum torque (MTPA operation).
It is worth to notice that now both currents and voltages are constant values if the dq
system is kept synchronous with the electrical quantities. This means that the PI con-
trollers can be designed with the same procedure adopted for the BLDC machine. This
is a relevant advantage when comparing a control in the rotating reference frame with
respect to the control in the time domain. However, this advantage is not ”price-less”
in fact a microcontroller is called to perform more operations (considering the transfor-
mations needed to pass from time domain, where the quantities are measured, to the
different reference systems -αβ and dq-), and, as already mentioned, the speed/position
detection needs to be fast enough in order for the algorithm to be effective.

6.2.1 PI Controllers Design in the dq System

Before describing the design procedure adopted for the PI controllers in the dq domain,
an intermediate step should be taken, in order to use the same approach which was
adopted for the BLDC machine. In Figure 6.1 the representation of the PMSM in the
dq domain is shown (accordingly to (6.12) and (6.13)). The existence of the multi-
plication blocks (in the coupling section) makes the system non linear; moreover, the
coupling between the d loop and the q loop makes the definition of two independent
loop not possible.

The operation to define a model without cross-coupling between the two axes is
called dq decoupling control and there are different ways of implementing it [21]. As-
suming a decoupling technique applied to the case study, than the two open loops can
be represented as depicted in Figure 6.2 for the q-axis and Figure 6.3 for the d-axis;
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Figure 6.1: Transfer function based model of a PMSM in the dq domain

1

sτc + 1

1

sL+R
Kt

1

sJ +B

Vq,inv + Iq M

Ke

Vq,ref Ωm

−

Figure 6.2: Open loop q-axis model after decupling

the speed loop interacts only with the q axis (as long as a MTPA operation is ensured);
therefore, the design of both speed controller and the q-axis current controller follows
the same procedure adopted for the BLDC machine (5.2.1,5.20) by conveniently adapt-
ing the parameters to define each transfer function block. The same procedure is also
used for designing the d-axis current controller; in this case, the plain expression of
the open loop non-controlled transfer function GHR,d (explicitly reported in (6.14)),
simplifies the design procedure.

GHR,d =
1

sτc + 1

1

sL+R
(6.14)

The PMSM model is used in this work as a comparison with experimental re-
sults. The experimental setup includes connections for current measurements that
affect mainly the inductance value seen from the inverter. For this reason the ”phase”
inductance of the motor is increased up to 7.75[µH] from the original 5.75[µH] reported
in Table 4.3; this choice will be explained when describing the experimental setup.

1

sτc + 1

1

sL+R

Vd,invVd,ref Id

Figure 6.3: Open loop d-axis model after decupling
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Speed loop q-axis current loop d-axis current loop
Parameter Without additional

inductors
With additional

inductors
Without additional

inductors
With additional

inductors
Without additional

inductors
With additional

inductors

Bandwidth [rad/s] 7137 595 36720 3035 36720 3035

Phase margin [deg] 70.9 75.4 60 60 60 60

Proportional coefficient [-] 8.09 0.67 0.3791 0.627 0.3794 0.63

Integral coefficient [s−1 0.3 0.025 8044 1102 8043 1103

Table 6.1: PMSM PI controllers parameters

The design of the PI controllers as explained has been implemented in an automatic
code and the results are addressed in Table 6.1; as done for the BLDC implementation,
the code gives the step response for the different loops. Being the systems of the same
type and the specifications for Bandwidth and phase margin equal to the BLDC case,
the step responses for the different loops are the same. It is worth to notice that the PI
gains for both the d and q current loops are almost equal; this is due to the slow me-
chanical dynamic, which does not affect the design the design of the current controllers,
and also the low back-emf constant (Ke) gives a contribution which is negligible in the
q loop.

6.3 MATLAB-Simulink® Implementation -PMSM Space
Vector Modulation-

The control of a power inverter, in order to obtain a sinusoidal current as an output,
is usually explained by means of the first type of implementation for this type of con-
trol where the firing signals for the switches where given as a result of an analogue
comparison between two signals: the reference (sinusoidally varying at the frequency
wanted as an output) and the carrier (typically a triangular wave varying at the switch-
ing frequency). Starting from that implementation different control algorithms have
been introduce with in order to achieve distinct goals such as: reducing the number of
commutation in time, reducing the harmonic content in the output current, and being
more adequate for digital systems.
The Space Vector Modulation (SVM) is named after the fact that the three legs at
the power inverter are control independently in order to get a certain voltage vector as
an output in the transformed αβ domain, as such, having three legs with two possible
states each leads to the capability of representing 23 = 8 different vectors.
In order to understand the values that these vectors can assume the general circuit
represented in Figure 3.2 needs to be considered. Taking as a reference firing signal
the one which is sent to the upper switch of each leg (S1,S2,S3) and knowing that the
lower ones are controlled in a complementary manner; considering as an example the
state (1,0,0),this will produce:

vaO = VDC ; vbO = 0 ; vcO = 0 (6.15)

these three voltages can be represented as a vector v1 in the transformed domain
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Space vector Switching state On state switch Vector definition

V1 (1,0,0) S1,S5,S6 2
3VDCe

j0

V2 (1,1,0) S1,S2,S6 2
3VDCe

jπ/3

V3 (0,1,0) S4,S2,S6 2
3VDCe

j2π/3

V4 (0,1,1) S4,S2,S3 2
3VDCe

jπ

V5 (0,0,1) S4,S5,S3 2
3VDCe

j4π/3

V6 (1,0,1) S1,S5,S3 2
3VDCe

j5π/3

V7 (1,1,1) S1,S2,S3 0

V0 (0,0,0) S4,S5,S6 0

Table 6.2: Inverter output voltages in the transformed αβ domain
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Figure 6.4: Inverter output voltages in the transformed αβ domain

αβ by means of the Clarke transformation (C.1) as:

v1 = vα + jvβ =
2
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)
+ j
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(√
3

2
vbO −

√
3

2
vcO

)
=

2

3
VDC + j0

(6.16)

in a similar manner considering all the different states (among the eight possible) one
can define eight vectors in the αβ domain as summarised in Table 6.2 and graphically
in Figure 6.4

In so far as at any instant a three-phase voltage can be represented as a vector in
αβ, then it means that the inverter can receive a reference voltage as a vector in the
same domain, and translate it conveniently into a sequence of commutations with the
aim of representing that very vector. The latter statement is the logic behind the SVM
technique.
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In particular, the inverter is called to represent the reference vector in within any
switching period. This means that in this time interval, the inverter will switch be-
tween some different states in order to place the output vector anywhere in the αβ
domain within the inverter limits. If, for instance, the reference vector is placed in
between two vectors (i.e. in one of the six sections in Figure 6.4) in αβ the inverter
will switch between the two bounding vectors and the zero voltage vectors (V0, V7) in
order to satisfy both position and amplitude at any instant. The order in which the
different vectors are placed in a switching period defines different SVM techniques; with
respect to the different implementations described in [30], the one implemented in this
work is named Synchronous PWM (SYPWM), in which, for each switching period the
zero voltage vectors (V0, V7) are applied for te same amount of time. Furthermore, the
position of the zero voltage vectors is decided so that the minimum amount of commu-
tations is needed in a switching period.
The SVM technique described before is implemented in a MATLAB® function linked
to the Simulink® model that represents the drive system. The PI controllers operate
in the dq domain and therefore the reference dq voltage coming out of the current
controllers is transformed according to (D.4) to define the reference vector in αβ.
The inverter output is given directly in the three-phase time domain, and hence, given
as an input to the state space model of the PMSM (5.23). From the motor model the
resulting output currents are transformed in the dq domain by means of (D.5) and sent
as a feedback for the PI controllers.

6.3.1 Simulation Results of the PMSM Drive System

The simulation was performed under the same condition as for the BLDC drive i.e.
giving a reference speed of 2500[rpm] and a reference torque of 0.2[Nm] at around
0.12[s].
The simulation without additional inductors does not give reasonable results if the
transformed output currents are given directly as a feedback. It has been noticed that
filtering the signal with a low-pass filter tuned around the switching frequency solves
the problem. Therefore the Starting problem can be explained as it follows:

”the fast current variation due to the low time constant of the motor makes the current
varying very quickly when a chopped signal, such as the output voltage of an inverter is
considered as a supply voltage. Under this conditions, having a fast current controller
leads to an inherent instability. The fast current variation is detected by the controller,
which sets a new reference voltage for the following switching period at the power in-
verter; this new reference is such that the system should recover from the previous fast
variation, and therefore at the next switching state the current varies even faster on
the other direction causing instability.”

As a matter of fact, the addition of a low pass filter in the current feedback, makes
the model resembling more a real case in which the current sensors, along with the
analogue to digital converter are characterized by a certain bandwidth and sampling
time respectively. This inherent behaviour can be approximated as a low-pass filter.
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(a) Three-phase current waveform,
,

(b) Three-phase current waveform with
additional inductors

,

(c) Phase current in steady state con-
dition

(d) Phase current in steady state con-
dition with additional inductors,,

Figure 6.6: Current waveforms with and without additional inductors

Figure 6.5: Speed response

In Figure 6.5 the speed profile followed by the motor, when the input step reference
is applied, is shown; the current waveforms resulting from this dynamic are depicted in
Figure 6.6. From the latter one, the improvement in terms of harmonic content given
by the additional inductors filtering effect, is remarkable. Even though, the additional
inductance value was not optimized for this case study, it must be pointed out that
this solution might not be applicable in those applications where a low volume and
light-weight solution is of paramount importance.
As a comparison between the BLDC trapezoidal control, and the sinusoidal control of
a PMSM, it can be noted that the torque ripple without and with additional inductors
tends to be notably lower under sinusoidal control
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(a) Resulting torque,

,

(b) Resulting torque with additional inductors

Figure 6.7: Torque profiles with and without additional inductors

Results Post-processing

A further code has been developed to work in series with the previous Simulink® model,
in order to make the results useful for the application discussed in 7.
The aforementioned code, starts with some data that needs to be stored when the
Simulink® simulation is completed, and performs a Fourier analysis (which was con-
veniently adapted) of the output current in steady state conditions (e.g.Figure 6.6c
or Figure 6.6d). One of the results that are obtained from this analysis is the Total
Harmonic Distortion (THD) of the current given as an input.
The THD is defined as:

THD =

√∑
h I

2
h − I21
I21

⇒ THD2 =

∑
h I

2
h

I21
− 1 (6.17)

The latter equation can be used to compute the increase in the conduction losses
due to a certain THD as:

Ph
P1

=

∑
h I

2
h

I21
= THD2 + 1 (6.18)

the trend of the latter function is shown in Figure 6.8.
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Figure 6.8: Conduction loss increase with the harmonic content
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The harmonic analysis applied to the waveform shown in Figure 6.6c brought to
THD = 1, which means (according to Figure 6.8) that the conduction losses are dou-
bled with respect to a case with sinusoidal current.
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Chapter 7

Finite Element Loss Analysis
With non-Sinusoidal Current

The aim of this chapter is to present a possible procedure for estimating the speed
dependent losses in an electrical machine by means of a FEA when the current given
as a source for the coil domains is not sinusoidal. The approach resembles the so
called ”Circuit-coupled FEA” implemented in some commercial software, where the
FE model of any kind of electrical machine or device, is connected to a circuit problem.
The solution of the circuit is dependent on the finite element model itself being it
either the load or part of it. In [25] a thorough loss analysis is performed by means of
a circuit-coupled FE analysis; however the high computational cost is also highlighted,
claiming up to 80 hours needed for a loss analysis at 37 kHz switching frequency.
It is worth to point out the fact the analysis of electromagnetic losses by means of a
FE code, considering the impact of the switching behaviour on the current waveforms,
has an inherently high computational cost; in fact the code should solve a FE problem
with a time step which is small enough to catch the minimum current variation, and
therefore, the higher the switching frequency, the higher the time needed for the loss
analysis. For this reason the implementation of analytical models for the loss prediction
(such as [10]) could be more suitable for this purpose.
The method proposed in this work takes advantage of the implementation suggested in
[20] where the speed dependent electromagnetic losses in a SPM motor are estimated
by means of FEMM.
The code has been conveniently adapted to work with both the portion of machine
shown in Figure 4.1b and with the output current from the Simulink® model as a
source of the stator coil domains. Some indications regarding the theory behind the
operation of this code are addressed in the following:

Main Idea:

The code aims to control the FE analysis in order to solve the problem according to a
time-stepping (temporal discretization) procedure. The current waveform (as a result
from the Simulink® model) is conveniently post-processed in order to define the highly
distorted three-phase current waveforms. In this step the Simulink® output itself is
conveniently resampled in order to have the minimum amount of samples needed to keep
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the original harmonic content. At this point the time distance between two samples
in the rebuilt current waveform, defines the time step required for the FEA. This time
step corresponds to an angle of which the rotor is rotate at each step.
For any rotor position, the equivalent current sample of the three currents is set as a
source of the stator winding. It is worth to point out that the initial rotor position and
stator currents are such that for the whole simulation the fundamental stator field is
directed along the q-axis (ensuring a MTPA control).
The FE model is solved for any rotor position as a magnetostatic problem and the
solution for each time step in each mesh element is conveniently stored.
The loss analysis is entirely developed as a post-processing procedure. In this phase, the
different solutions in each element of the mesh are treated as a time varying function;
the Fourier analysis such a solution is performed in order to develop the following loss
analyses.

Magnet Loss:

The existence of high frequency harmonics in the current waveforms introduces har-
monics fields in the air-gap that rotates asynchronously and/or in the different direction
with respect to the rotor rotation. In this context, according to the Maxwell-Faraday
equation:

∇×E = −∂B

∂t
= − ∂

∂t
(∇×A) = ∇× (−∂A

∂t
)

⇓

J = σmE =− σm
∂A

∂t

(7.1)

the current density J in the magnets can be found as the time derivative of the
magnetic vector potential A multiplied by the conductivity of the magnet material (set
to 0.625 · 106 for NdFeB magnets). In a 2D magnetic problem the magnetic vector
potential holds only the z component (orthogonal to the working plane), and so does
the current density. Having the all harmonics fro the post-processing allows to define
the current density for each harmonic in each element belonging to the magnets as:

Jm = −σmjωA− Jc (7.2)

where Jc is the average current flowing through the magnet for each harmonic; its
contribution to the expression ensures that the net current flowing through the magnet
is zero. At this point Jm is a matrix with a number of rows decided by the number
of harmonics (hmax) and number of columns given by the number of elements (Nelem)
defined in the mesh; and therefore, the total losses in the magnets can be computed as:

Pmag =
1

2
σm

Nelem∑
n=1

voln

hmax∑
k=0

(ω2
k · J2

m(n, k))
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where voln is the volume of the n-th element and ωk the frequency of the k-th
harmonic

Iron Losses

The prototype considered in this work makes use of non laminated iron on both sides;
this design choice is coherent with the fact that the iron itself is rotating synchronously
with the main magnetic field and thus the losses would be negligible if the stator current
was perfectly sinusoidal. However, also in this case, the harmonic fields existing in the
air-gap because of the stator current ripple will lead to iron losses (especially in the
inner ring, being it closer to the stator).
For the iron losses estimation the iron core is assumed to be laminated in order to use
typical loss data given by laminations manufacturer. It is worth to notice that the
method neglects any eddy currents effect in the magnetic field solution; and as long as
the iron is not laminated in the real case, then the assumption tends to be quite forced.
The method adopted for the iron loss estimation is addressed in [12] as the ”traditional
technique”. In this case study, the losses are assumed to be split in two terms: the
hysteresis loss (Ph) and the eddy current loss (Pec); as it follows:

Piron = Ph + Pec = ChωB
2 + Cecω

2B2 (7.3)

the latter equation can be used for each and every the harmonics of the flux density
B computed in the post processing.
The loss coefficient Ch and Cec are estimated from the loss data of the M330-50A
laminations; in particular from the specific loss data at a given frequency and flux
density it was assumed that the hysteresis loss accounts for 75% the total loss data, and
the remaining 25% loss is related to the eddy currents term. The estimated coefficient
are:

Cec = 1.183

[
W

m3T 2Hz2

]
Ch = 137.984

[
W

m3T 2Hz

] (7.4)

7.0.1 Results from the Loss Analysis

The loss analysis has been carried out with respect to the current waveform depicted in
Figure 7.3; in particular it represents the steady state current of a simulation producing
a reference torque of 0.1 [Nm] at 1500 [rpm].
In order for the method to be effective (within its theoretical based limitations), the
mesh in which the domain is discretized was quite dense Figure 8.5b resulting in a 7397
elements mesh.

The output power used for computing the efficiency is estimated by means of the
average torque coming out as a FE result. Remembering that the current given as an
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Figure 7.1: Detail of the mesh adopted for the simulation

input for the FEM, is the one coming out from the Simulink® model when a reference
torque of 0.1 [Nm] is assigned, by looking at the torque result from the FEA Figure 7.2
it can be noticed how the FE representation resembles the Simulink® one (which is
based on measured parameters), this is useful to prove the validity of the two models.

The loss analysis has been performed as explained beforehand. The frequency re-
lated to each harmonic was then considered to be proportional with the speed; in this
way representing the losses versus the mechanical speed of Figure 7.4 was possible. It
is worth to notice that the latter representation considers the harmonic content of the
time varying quantities, moving up in frequency with the speed; however by increasing
the speed the current harmonics are fixed around the switching frequency, this means
that the harmonic order of the current harmonics diminishes with the increase of the
speed; it is also true that the amplitude of the harmonics would tend to increase with
the speed as well (because of the higher impact of the back-emf). Therefore, it it has
been proved that the losses Figure 7.4 and the efficiency Figure 7.3 would not look
much different from the ones shown. From the loss figure it can be noted how iron and
magnets losses overtake the conduction losses already at 2000 [rpm]

The efficiency is depicted in Figure 7.5 as a comparison between a loss analysis
using sinusoidal currents as a FE source and the one using highly distorted current
waveform; in both the cases the output torque is the same.
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Figure 7.4: Variable speed losses with high ripple current source
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Figure 7.5: Efficiency comparison with sinusoidal and distorted current source
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Chapter 8

Experimental Validation

The test-bench adopted for the experimental validation is shown in Figure 8.1. The
simulated load condition is represented as it follows:

� The motor in the upper right (Figure 8.1) is is a brushed DC motor controlled as
a brake to maintain a speed, which is varied along the measurement phase. This
means that mechanical losses are all in charge of the brake motor.

� The brake motor is connected to the prototype by means of a belt-pulley system
with 1:3 gear ratio. Meaning that the tested motor spins at three times higher
speed then the brake one.

� The tested prototype motor (left of Figure 8.1) is controlled with a 25 kHz switch-
ing frequency motor controller in order to maintain a torque of 0.1 [Nm] for the
whole experiment

Given the latter operating setup, the absence of a torque transducer led to a torque
estimation by means of the torque constant. The latter one was estimated from the
back-emf constant (according to (6.7)) measured by means of an oscilloscope, by spin-
ning the motor with the open terminals and measuring the output voltage.
Another information needed for the torque measurement is the fundamental component
of the stator current (which is responsible for the average torque production) and this
is done by means of a suitable power analyser.

The complete measurement setup is shown in Figure 8.2. And the different choices
described below:

� The three-phase input power to the motor is measured by means of a power anal-
yser (WT1800). The 5 MHz bandwidth of this instrument ensures an accurate
power measurement, also under the highly distorted operating condition of the
electrical quantities, related to this case study. The embedded harmonic analysis
of the input signals allows the measurement of the fundamental current directly
from the instrument. The letter information is used in order to keep the torque
at a fixed value for the whole measurement process. The inductance of each wire
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Figure 8.1: Test-bench setup
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Figure 8.2: Test-bench setup

connecting the motor to the power inverter, passing through the power analyser,
was measured by means of an LCR-meter which gave an inductance value of
about 1 [µH] per wire (the wire length was around 65 [cm]). For this reason the
phase inductance in the models was conveniently increased in order to account
for these connections.
Even though for the three-phase power measurement of a three wire system only
two currents are needed, the third phase was also connected to a current input
channel of the power analyser for balancing the system.
As a matter of fact, the third current assumed a paramount importance in the
power measurement phase without additional inductors. In fact the power anal-
yser needs a stable and smooth signal to be taken as a reference for all the internal
measurements; particularly important, is the frequency of the signal to be mea-
sured (which is used for both power and harmonic measurements). The latter
information was not detected, at all, if the input signals were to be processed
(internally in the instrument) including all the harmonic content; for this reason
the third current was only used as a synchronisation source for the measurement
by means of embedded filtering features applied only to that channel.

� An oscilloscope (DPO 4054B) was also used, along with a current probe (P6021)
with the aim of visualising the current waveform to be compared with models
results. The 60 [MHz] bandwidth of the current probe ensured a fairly perfect
current visualisation

The power measurements were taken from the power analyser, along with the RMS
value of the fundamental current used to compute the output torque. The electrical
frequency was also measured from the power analyser to estimate the mechanical speed.
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Figure 8.3: Additional inductors

This procedure was performed for both cases (with and without additional inductors)
at speed steps of some 300 [rpm] up to 2400[rpm] the upper limit was mainly due to
system control instability on the motor side when operating without additional induc-
tors. The efficiency results are graphically depicted in Figure 8.4, along with the model
results in the same speed range for a comparison. The results with additional inductors
shows a slight overestimation of the efficiency with the method proposed. This might
be due to additional losses not considered in the model such as additional conduction
losses due to wires and connections in the test-setup.
On the other hand one would expect a higher difference in the results without addi-
tional inductors given the fact that any sort proximity effect loss in the winding is
neglected. Considering that the experimental validation does not consider any method
for separating the different loss sources it gets hard to say in which direction the method
is overestimating the losses; a possible assumption (if any source of error during the
measurement phase is neglected) could be related to the fact that, even though the
model is assuming a laminated iron core, the physics behind the iron losses under non
sinusoidal excitation is much more complicated than just applying the superposition
principle assuming all the harmonics as independent sinusoids, and the interaction of
the harmonics themselves with the non-linear BH curve of the iron should be considered
[1]. This might have led to an overestimation of the losses with the FE model.

As a final verification Figure 8.5 the current waveforms from the model and from the
oscilloscope and from the model with 0.1[Nm] torque reference and 300 [rpm] rotational
speed, showing a good correspondence of the results.
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(a) Current waveform at the oscilloscope, (b) Current from the Simulink®

model,

Figure 8.5: Current waveform comparison

75





Chapter 9

Conclusions

In this work two MATLAB-Simulink® implementations for electric drives are proposed
in order to compare two widespread control techniques in industrial applications. The
simulation results, along with the inherent higher resulting efficiency for the sinusoidal
control, make this control algorithm preferable over the trapezoidal one. The latter
statement holds as long as all the drawbacks related to the sinusoidal control are con-
sidered to be not relevant.
A further step was taken for considering the critical issues related to the control of
slotless machines with either one of the two control algorithms. The intrinsic low in-
ductance for this type of machine should be considered already in the design phase of
the machine itself, in order to find the most suitable solution for reducing the current
ripple when the machine is controlled by means of a power inverter.
The solution adopted in this work was adding inductors in series with each phase of the
motor in order to increase the electric time constant; the Simulink® models developed
in this work represent a powerful tool for verifying the performance of the drive system
also when alternative solutions with respect to the additional inductor one, need to be
checked.
The design of the PI controllers based o the Bode plot analysis for both the drive
systems is proposed. In this regard it was shown that during mechanical acceleration
phase the fact of having fast control algorithm along with a small electric time con-
stant and not high enough switching frequency can lead to a current drift towards high
peak values. Such a behaviour should be considered especially when intermittent fast
accelerations are needed.
In the last part of the work a method for evaluating the electromagnetic losses in the
motor is proposed. The method makes use of a FE analysis coupled indirectly with the
Simulink® models; the method gives promising results, and some improvements should
be investigated in future works in order to include a proximity loss estimation, which
should be able to include the adoption of any type of conductor, the method should
also be suitable for high frequency problems as the one described in this work.
The experimental results are provided in the last chapter as a ”partial” validation of the
model results; a further step would be to develop a system for separating the different
loss contributions and carry out thorough comparison between test-rig and computer
model.
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Appendix A

Air-gap flux density for
surface-mounted permanent
magnets

If the magnetic circuit depicted in Figure 2.3 is considered, the air-gap reluctance and
the magnet reluctance can be expressed as:

Rm =
tm

µrec · µ0 · Sm
, Rg =

g

µ0 · Sg
(A.1)

where Sm and Sg are respectively the magnet and the air-gap surfaces, µrec is
the relative permeability of the magnet on the operating condition and tm and g are
respectively the magnet and air-gap thicknesses. The air gap flux can then be computed
as:

Φg = Bg · Sg = Φrem ·
Rm

Rm +Rg
= Brem · Sm ·

tm
µrec·µ0·Sm
tm

µrec·µ0·Sm + g
µ0·Sg

= Brem ·
1

g·µrec
tm·Sg + 1

Sm

(A.2)

where Brem is the remanent flux density of the magnet.
Therefore, the air gap flux density (maximum value of the blue waveform shown in
Figure 6.1) results to be:

Bg =
Brem

Sg
Sm

+ µrec
g
tm

(A.3)
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Appendix B

Air-gap flux density for Halbach
array arrangement

In Figure B.1 the resulting flux lines from a FE simulation of a single pole of the tested
machine under no load condition is shown. The same section, is considered to build
a magnetic network for the air-gap flux density estimation; specifically, the section
considers a tangentially magnetised magnet, and the two halves of the radial magnets
located on its sides.

Figure B.1: Flux density map over a pole

The flux density map Figure B.1 can be translated into the equivalent magnetic
network depicted in Figure B.2; where: Rg is the air-gap reluctance considering the
series of the reluctances of the two air-gaps and the winding over half a pole;RL is the
leakage reluctance considering those flux lines that are not crossing the stator; Rm,r
and Rm,t are respectively the reluctance of half the radial magnet and the tangential
magnet. In particular, it is assumed that the useful flux crossing the stator is the one
coming out radially from the radial magnet (so that the air-gap reluctance is computed
with respect to the radial magnet surface), and the leakage reluctance consider the
flux path above the tangential magnet up to the middle of the stator; furthermore the
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Φrem,t
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Figure B.2: Equivalent network for a Halbach array

magnets are assumed to span fixed angle with respect t the radial coordinate which is
set as the average angle with respect to the real configuration (65% of the pole angle
for the radial one and 35% for the tangential one) . Considering all these assumptions,
the expressions for the different reluctances can be written as it follows:

RL =

π · (Ds,o + go)

2 · p
· αt

µ0 · go · la

Rg =
2 · (go + st + gi)

µ0 · π ·
Dm,i − (go + st + gi)

2 · p
· αr · la

Rm,t =
αt · π · Dm,i+tm2·p
µ0 · tm · la

Rm,r =
2 · tm

µ0 · π · Dm,i+tm2·p · αr · la

Φrem,r = Brem · π · αr ·
Dm,i + tm

2 · p
· la

Φrem,t = Brem · tm · la

where: Ds,o is the outer stator diameter, go is the outer air-gap thickness, gi is the
inner air-gap thickness, st is the stator thickness, tm is the magnets radial thickness,
αr and αt are the pole fraction occupied respectively by the radial and the tangential
magnets, la is the axial length, Dm,i is the inner diameter of the magnet ring.
The circuit can be solved according to the superposition principle by keeping only one
of the three current sources active at a time. The solution is found by means of a
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dedicated code, which receives all the useful data as an input, in order to build the FE
model of the motor and solve the circuit. In this way a direct comparison between a
FE solution and the circuit solution can validate the latter one.
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Appendix C

Clarke transformation

The aim of the Clarke transformation is to represent a three-phase time varying quan-
tities (ga(t),gb(t),gc(t)) as a vector (g(t)) in a complex reference system (α, β) as shown
in Figure C.1 , according to the following definition:

g(t) =
2

3

[
ga(t) + gb(t)e

j 2
3
π + gc(t)e

j 4
3
π
]

= gα(t) + jgβ(t) = |g(t)|ejγ(t)
(C.1)

Considering the exponential terms in their explicit form:

ejf = cos(f) + j sin(f) (C.2)

Then the two components of the vector from (C.1) can be explicitly written as:

{
gα(t) = 2

3

[
ga − 1

2gb −
1
2gc
]

gβ(t) = 2
3

[
0 +

√
3
2 gb −

√
3
2 gb

]
= 1√

3
[gb − gc]

(C.3)

which is typically written in matrix form as it follows:

[
gα(t)

gβ(t)

]
=

2

3

[
1 −1

2 −1
2

0
√
3
2 −

√
3
2

]
ga(t)

gb(t)

gc(t)

 (C.4)

Of particular interest is the case in which the starting system is represented by a
three-phase direct and balance system as:


ua(t) = UM cos(ωt+ θ0)

ub(t) = UM cos(ωt+ θ0 − 2
3π)

uc(t) = UM cos(ωt+ θ0 + 2
3π)

(C.5)
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Clarke transformation

γ(t) α

β

g(t)

Figure C.1: Vector definition in the complex domain

which, by means of (C.4), can be transformed in the αβ reference frame, giving the
following result:

{
uα(t) = UM cos(ωt+ θ0)

uβ(t) = UM sin(ωt+ θ0)
⇒ uαβ(t) = UMe

j(ωt+θ0) (C.6)

the resulting vector is rotating at a frequency ω along a circumference of radius UM
in the plane αβ
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Appendix D

Park transformation

Differently from the Clarke transformation, the Park transformation aims to represent
the three-phase time varying quantities in a reference frame (dq) which is rotating
synchronously with respect to the frequency of the original quantities (Figure D.1).
In this reference frame, the angle θdq between the dq and αβ reference frames can be
expressed as:

θdq(t) = θdq(0) +

∫ t

0
ωdqdt (D.1)

Now since the vector g(t) in the dq reference frame can be generally addressed as:

gdq = |g|ejγdq (D.2)

being: γαβ = γdq + θdq; then the vector in the rotating reference frame can be
written as:

gdq = |g|ej(γαβ−θdq) = gαβe
−jθdq (D.3)

and vice versa: gαβ = gdqe
jθdq

Also in this case, a matrix form transformation is typically adopted:

[
gd(t)

gq(t)

]
=

[
cos(θdq) sin(θdq)

− sin(θdq) cos(θdq)

][
gα(t)

gβ(t)

]
(D.4)

Furthermore, the direct transformation from the three-phase system to the dq ro-
tating system can be found by combining the two transformations. The resulting trans-
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Park transformation

γαβ(t)

γdq
θdq(t)

d

q

α

β

g(t)

Figure D.1: Vector definition in the rotating (dq) reference frame

formation is addressed in matrix form in the following:

[
gd(t)

gq(t)

]
=

2

3

[
cos(θdq) cos(θdq − 2

3π) cos(θdq + 2
3π)

− sin(θdq) − sin(θdq − 2
3π) − sin(θdq + 2

3π)

]
ga(t)

gb(t)

gc(t)

 (D.5)

Considering again the case addressed in (C.5) starting from its representation in the
fixed reference frame αβ (??), the Park transformation allows to represent the starting
system (considering (D.3)) as:

gdq(t) = UMe
jωt+θ0e−jωt = UMe

jθ0 (D.6)

which means that the three-phase system is represented as a fixed vector in the
rotating reference system (dq).
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