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Abstract

In order to assess the quality of a musical performance many aspects have to be
taken into account: timing, pitch, loudness, articulation and other parameters,
creating a complex environment of different variables to be evaluated. With
this study we want to propose a new time-based model, that is interested in
the notes duration, excluding the other parameters from the analysis. Here,
the hocket rhythmic technique is particularly suitable, since it creates a shared
melody between two or more performers, that requires mutual actions. In this
study we applied a new methodology for this field of research, based on the
predictive coding theory and implemented through a Bayesian approach. In this
way we created a dynamic data-analysis model, taking into account only the
IOI (Inter Onset Interval) of a performance. With this new kind of analysis it
is possible to compute different types of errors, in order to assess the quality
of a performance by means of objective measures and to extract useful features
about the interaction between performers. The framework we built is even able to
work in real-time. It can be used to control a personalized bio-feedback system,
in order to create a new learning process for musicians. Moreover, at the end
of a musical interaction it provides objective assessments about the quality and
through useful tools, it can help musicians to analyse their errors and timing
precision.
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Summary

In the introduction is presented the field of research of this study, in order to
better understand all the different areas that are involved in the following anal-
ysis.

In the second chapter are presented all the most important research and results
of the scientific literature, that involved the analysis of musical performances.
Particular attention is given to the mathematical techniques used, because later
will be introduced a methodology that has never used before for this kind of
musical analysis.

The third chapter will present the environment that was created to be able to
analyse the timing of a musical performance, made by two musicians using a
medieval hocket style. The participants, the score, the setup and procedures
used to collect the data, are all described here.

Then the fourth chapter represents the core of this study, where all the analysis of
the data that we have done are reported. Here it is described the time-evaluation
model we created, it explains the mathematical theory behind that and all the
steps that characterize the new algorithm. In this chapter are described all the 3
main objective parameters that we computed to evaluate the quality of a perfor-
mance. Furthermore, we tested also some initial hypothesis, and other techniques
that are usually implemented in this kind of research.

In the fifth chapter is described a real application that exploits the Bayesian
method and the new evaluation parameters described in chapter four. It shows
that it is already possible to implement an online application that can elabo-
rate the data coming from a live performance. In particular it aims to use a
bio-feedback system to improve the timing precision of multiple musicians while
they are playing.

Finally, in chapter six we summarized all the results obtained in this study. Fo-
cusing on what has been discovered and what could be improved. Then, are
reported some future applications that could take advantages of the innovative
analysis approach described in this research and of the results that we have
already obtained.
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Introduction

For human beings music is considered as a rewarding activity which is able to
empower people and connect them together [1]. People have a deep intuitive
understanding of music. Musicality can be defined as a natural, spontaneously
developing feature based on and constrained by biology and cognition [2]. Music
has the capability to enhance social activity and it’s used to regulate people’s
emotional arousal. It appears to be inside us, outside us, and among us, like
a shared cultural phenomenon [3], offering a bio-social empowering expression
that may date back to the very beginning of human evolution [2].

Since ancient times, human interaction with music has raised scientist’s curiosity.
The conception of music as a bio-technology reveals a double nature: a biological
trait better described as musicality, on the first hand, and, on the other hand, a
culturally evolved product that allows groups to express and, therefore, to dis-
tinguish themselves among each other [4].

The analysis and research-based study on music is well known as musicology. It’s
a field of study that require knowledge belonging to different areas. The parent
disciplines of musicology include: psychology, neuroscience, acoustics, psychoa-
coustics, information science, computer science and mathematics.

The project developed in this thesis and the resulting applications of it, belong
to the field of computational musicology. It is an interdisciplinary research field

between musicology and computer science. It includes many related disciplines



like music informatics, mathematical music theory, computer music, systematic
musicology and computational musicology. Research in computational musicol-
ogy can be seen as an intersection between humanities subjects and sciences.
This field is generally considered like an extension of a long history of inquiry
in music that overlaps with subject such as statistics, mathematics and informa-
tion engineering. The questions raised in this area, tend to be answered either
by analysing empirical data based on observation or by developing theory. The
approach used in this project is a combination of both.

The use of computers that allow to study and analyse music, generally dates back
in 1970 [5], but, in our days, computational musicology encompasses a broad
range of research topics that deal with the multiple ways music can be repre-
sented. Audio data can be globally conceptualized as continuum set of features
ranging from a lower to a higher level audio features. Low-level audio features
mean taking into account loudness or spectral flux. Mid-level audio features, the
target level where is concentrated the focus in this study, refers to onsets, beats
and rhythm. Eventually, high-level audio features refer to style, artist, mood,
and key, but, they are not taken into account in the following analysis.

In this particular study we explore the viewpoint that music is a bio-social tool
that enables a group to establish an empowering joint action [6]. More specif-
ically, at this point, the question is how, through music, a joint action such as
singing or playing simple instruments, can shows particular qualities that affect
group-formation. The main goal here is to discover which are the parameters
that can be extracted and computed from a musical interaction, that have the
property to be strictly correlated, within a certain approximation, to a subjective
assessment of the quality of a musical performance.

A big challenge for scientists is the articulated and multi-faceted way in which
music manifests itself. There are many different aspects and features that are
characteristics of every performed song, for example, timing, dynamics, harmony,
loudness, articulation and other parameters. All these different variables create
a complex environment to be evaluated. A global comprehensive understanding
would focus only on the fundamental principles that are at the heart of these
multiple facets. For this reason, it’s convenient to start from the simplest level
of social interaction that music may offer: a singing dyad [7].

In this thesis, it is proposed a completely new time-based model that exploits the



Bayesian probability theory, with the aim to evaluate the quality of a musical
performance respect to the regularity of the notes timing. This new model, is
interested only in analysing the note duration, excluding the other parameters
from the evaluation.

The timing of the musical notes in a joint action, is a feature that appear in
every musical interaction and it is one of the main characteristics that should
reveals information about how is perceived the performance from a human being
point of view. The simplest musical interaction, in which we can test a new
mathematical model to evaluate the quality of the performance, is between two
people that are performing a given score. Moreover, taking into account duets
performances, is also possible to analyse the leader-follower interaction, in order
to establish who is showing an imitating or correcting behaviour respect to the
other performer. All the research, test, data collection and analysis are made
possible thanks by Institute for Psychoacoustics and Electronic Music (IPEM).
It is the most advanced laboratory to conduct music-based experiment. It be-
longs to the University of Gent and it is located in Belgium. It is one of the
most advanced centre in Europe, mainly dedicated to the study of Embodied
Music Interaction (EMI). EMI manifests itself through sound-based activities,
like listening, playing and dancing, with other people as in a joint action, as well
as with music instruments and within the body that is considered a mediator for
music playing [3]. The interactions are constrained, by acoustical structures, by
cognitive activities in the sense of limitations of memory, attention, learning, by
body resonances, biomechanical and energetic restrictions [3]. Many scientists
believe that these musical constraints can be better understood just considering
the timing of embodied interactions, like the rhythmic coordination of the hu-
man body with external musical rhythms.

During the last decade, research in EMI field, have been strongly motivated by
a demand for new tools in view of the interactive possibilities offered by digital
media technology. Thanks to the advanced technologies available at IPEM lab-
oratories and the different background of the work teams that are involved in
the research, complex forms of interacting, such as full-body interaction, dyadic
interactions, or even the interaction of multiple musicians, have now become fea-
sible for study.

Since the EMI is the core of the research at IPEM, in this study is taken into



account how the movement of people, during a musical performance, is able to
influence the ability of keeping a regular timing of notes. Moreover, this research
aims also to discover how much significative could be the movement condition
respect a non-moving condition for the final quality of a musical exhibition.
The entire framework of analysis that is built in this project has even the capabil-
ity to work in a real-time environment. In this way the results obtained with this
project open the possibility to develop and to build new applications that can
work in real-time during a musical performance, to give additional information
to the players. A new proposal of this kind of applications is already realized in
this project. Using the time-evaluation model built in this study, it is possible
to use the information extracted from a real-time music exhibition and control
different kind of bio-feedback system, like for example, coloured lights or even
sound, to give information to the singers/players concerning the quality of their
performance. Performers can benefit from this bio-feedback system for adjusting
and improving the quality of the song played and also to auto-assess themselves.
At the end, the aim of this kind of applications is to improve the precision in the
regularity of the timing in a performance and also to give an assessment of the
overall quality of the song played by each performer.

Before going into details of this study, in the next chapter are reported the most
relevant approaches and results related to this field of research and from which

will be noticeable some similarities with the methodologies adopted in this work.



Quality of musical interaction

In a musical joint action, quality is an emergent feature of the interaction. It
is determined by the rules set by the score, in the case of written music, and
partly determined also by the musicians’ culture, experience and personality. If
a certain level of quality is reached during the performance, we may assume that
the interaction empowers each participant and, as a result, the ensemble.
Certainly, it is not obvious to examine quality with the same tools and methods
used to investigate the processes of musical interaction, hence there is the neces-
sity to include in such study also subjective parameters, that is, the quality of
the performance from both a third and a first-person point of view.

However, it is worth to summarize some of the existing methods to investigate
musical interactions between two or more performers and evaluate their appro-
priateness in the specific study of quality.

Since the scenario under examination in this research is composed by musicians
in small ensembles that have to coordinate their actions to produce sounds that
form cohesive auditory melodies, it’s important to understand which is the state
of the art regards the cognitive-motor processes involved in rhythmic interper-

sonal coordination.



2.1 RHYTHM IN JOINT ACTION

Cognitive science has taken advantage of musical tasks in order to investigate
how two or more subjects build representations of a joint action, employing both
behavioural and neuroscientific approaches. As it’s well reported in [8], the ca-
pability to intentionally coordinate a rhythmic joint activity with others, can be
seen as a specific case of joint action, that is the human behaviour that involves
multiple subjects coordinating their thoughts and actions in space and time.
Ensemble musicians have to coordinate their body movements or more in general
some form of action, to produce synchronous sounds and interlocking patterns,
in which separate instrumental /singing parts articulate complementary rhythms.
The joint action is considered rhythmic if the goal requires to produce specific
patterns of relative timing between the actions made by the involved individuals.
In general the prescribed score or temporal relationships require precision in the
order, at maximum, of tens of milliseconds.

An important statement in [8], reports that a regular time movements facilitates
the degree of precision during the musical interaction and the movement timing
has to be flexible to allow rate modulations from the partners, in the order of
hundreds of milliseconds, to let mutual cooperativity during the interaction.
This means that rhythmic interpersonal coordination requires simultaneous pre-
cision and flexibility on timing and it challenges the cognitive-motor system of
the partners.

Keller E. P. [9] [10], proposed a theoretical description of the main factors that
influence rhythmic interpersonal coordination, Figure 2.1. The framework, is for-
mulated in the context of ensemble performance, that is exactly the showcased in
this experiment. In the proposed theory, Keller established that the temporally
precise rthythmic interpersonal coordination requires three core cognitive-motor

skills: adaptation, attention and anticipation.

e Mutual temporal adaptation: rhythmic joint action, however, requires
the coordination of musical sequences that could include irregular patterns
of timing. Musical ensemble performances, are characterized by inten-
tional and unintentional variations in micro-timing event and tempo, as
well as systematic deviations in synchronism between parts played by dif-

ferent subjects. Such inconsistency in interpersonal timing must be kept
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knowledge

goals and strategies

socia factors

Figure 2.1: Factors that affect interpersonal coordination during rhythmic joint ac-
tion [8].

under control through continuous mutual temporal adaptation [8]. Mutual
adaptive timing is assisted by temporal error-correction mechanisms that
enable internal timekeepers to remain entrained despite small variations
in timing [11]. The ability to use temporal error correction varies across
individuals [12]. The mutual temporal adaptation is considered as the glue
that connect together individuals engaged in rhythmic joint action.

In musical context, mutual temporal adaptation can also contribute to
ensemble cohesion by improving the similarity of partners’ playing styles.
Some research with experimental tasks requiring piano duets performances [13]
and dyadic finger tapping [14] have demonstrated that compensatory ad-
justments in combination with error correction lead to co-dependencies.
Eventually, mutual temporal adaptation may be, at non-conscious level, a
form of behavioural imitation that facilitates ensemble cohesion by making

multiple performers sound collectively as one.

o Attention: rhythmic joint action can be considered a form of multi-
tasking. A form of split attention, which has been termed “prioritized
integrative attending” in [15], includes a mixture of selective attentions.
To produce an organic sound, ensemble musicians have to pay attention to
their own actions, with high priority, those of others, with lower priority,

and in the meanwhile they also have to concurrently monitoring the over-
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all ensemble output. In this way, during a music performance, ensemble
cohesion is facilitated, since partners are allowed to adjust their actions
based on the real-time comparison of the ideal ensemble sound and incom-
ing perceptual information about the actual sound.

Prioritized integrative attending requires a cognitive effort to the extent
that it involves the simultaneous separation but also integration of infor-

mation from different sources [16] [17].

« Anticipatory mechanisms: assists precise rhythmic interpersonal coor-
dination by allowing performers to manage the timing of their own actions
with reference to predictions about the future timing of others’ actions.
In other words, ensemble performers use this mechanisms of anticipatory
cognitive-motor to plan their own actions and to generate real-time pre-
dictions about the upcoming sounds from the partner [9].

It has been proposed that predictions can evolve in two different ways [18].
On one side, automatic expectancies about events at short timescales, for
example, the next note of the sequence played. On the other side, involves
anticipating co-performers’ actions by activating memory representations
of shared goals [10]. Temporal prediction abilities are thus driven by the
fidelity of actions simulation and mental images, and they can be acquired

and strengthened through active experience and observational learning.

It has been discovered [8] that these cognitive-motor skills are influenced by:
the performers’ goals concerning the interaction, their knowledge about the mu-
sic and familiarity with the partner, the use of regulatory strategies to facilitate
coordination and psychological factors like personality. In general, articulated
forms of rhythmic joint action, such as those encountered in musical ensem-
ble performance, require pre-planning. Musicians usually train for performance
through collaborative group rehearsal in order to establish shared performance
goals, i.e. unified conceptions of the ideal ensemble sound [19]. Co-actors thus
form memories of each other’s parts and the relationship between the parts [10].
Research on ensemble performance suggest that developing shared goals means
acquiring knowledge about the musical structure and the expressive intentions
and playing styles of the other members [20].

Musical structure refers to the hierarchical pattern of pitch and rhythmic ele-



ments: single tones are linked into melodic motives and phrases, while rhythmic
durations can be defined relative of an underlying metric framework. The way
musical structure is played in performances is flavoured by micro-timing devi-
ations and aesthetically motivated tempo variations that reflect the musician’s
individual expressive intentions and playing style [21].

A recent study that involved piano duos [22], has shown the importance of knowl-
edge about both musical structure and playing style. In the cited case study,
skilled pianists were required to play several duets with unknown partners. In
one condition the duet performers had previously practiced both parts, while
in the other condition the performers had practiced only their own part. Pi-
anists’ keystroke timing was recorded from keyboards and body movements were
tracked with a motion-capture system. The results underline that the variabil-
ity in interpersonal keystroke asynchronies decreased across repetitions and was
generally lower in the unfamiliar condition than the familiar condition. In other
words, coordination started out more precise and remained so, when pianists had
not rehearsed their co-performer’s part.

These results suggest that knowledge of a co-performer’s part, in the absence
of knowledge about their playing style, generates predictions about expressive
micro-timing variations that are based instead upon one’s own personal play-
ing style, leading to a mismatch between predictions and actual events at short
timescales. On the other hand, predictions at longer timescales, that is, those
related to musical phrases, and reflected in body movement, are improved and
facilitated by awareness of the structure of a co-performer’s part.

Social and psychological factors affect rhythmic interpersonal coordination at
many levels. Experimental works addressing interpersonal coordination have
identified links between personality characteristics and the cognitive-motor skills
involved in rhythmic interpersonal coordination. For example, as reported in
(23], children with higher social skills, as assessed by their teachers, synchronized
better with others in a dyadic drumming task. This could stem from a high level
of awareness of others in a social context.

Interpersonal coordination can have reciprocal effects upon social outcomes con-
cerning interpersonal affiliation, trust and prosocial behaviour. For these reasons,

timing of interpersonal coordination is affected by social skills [8].



2.2 ONSET DETECTION AND IOI-ANALYSIS WITH CROSS-CORRELATION

The interaction between two or more individuals is not reducible to the respec-
tive mind reading processes, but is built by a “participatory sense-making” that
spreads out in the dynamics of the interaction itself [16]. Therefore, interaction
cannot be studied by analysing only one single subject at a time, but rather
by analysing the emerged interaction itself, in the sense of behaviour relative to
one another. Although this concept is quite spread in the theoretical field of
dynamical systems [24], a deep understanding of interaction is still struggling to
emerge in the filed of neuroscience, despite the growing consensus around the
many facets of the “embodiment” concept [25].
Musical performance requires the skill to synchronize actions on-the-fly between
performers, and it is a specific case of intentional interpersonal coordination.
Music is formed by temporally related sounds, where movements must be pre-
cisely coordinated both within and between performers. Thus, interpersonal
coordination is a result of intended joint action rather than a spontaneous oc-
currence.
In the literature, there are some works, explained in the following paragraphs,
that are not directly addressing the evaluation of the quality of performance,
but they analyse some similar task, for example, joint finger tapping, to measure
the synchronization between musicians and to retrieve some features like leader-
follower behaviour.
Some of the approaches implemented in this research are build with the knowl-
edge of the methods already implemented in the following works.
In a recent work in 2018 [26], has been studied a joint finger tapping task exploit-
ing the intertap intervals (ITIs). They used a minimalistic musical paradigm to
investigate the interactions between a dyad of two musicians having the same or
different top-down predictions. Once extracted note on and off timestamp, all
the analysis has been processed with MATLAB.
Once extracted the onset times, authors computed the intertap interval (ITI),
the time between two successive taps, Figure 2.2.

In particular, they calculated the cross-correlation at lag —1, 0 and 1 between
each dyad member’s tapping time series. The relation between these coefficients

gave an indication about leader-follower interaction.
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Figure 2.2: Sequences of intertap intervals (ITIs) [26].

Mutual adaptation occurs when the two members of a dyad, equally weigh the
incoming auditory stimuli from the other member and their own model of the
task, Figure 2.3.

Leading-following usually depends on one of the dyad members that attenuate
the information coming from the other member. The leader referred as the part-
ner who puts more confidence in his own internal model.

In the case of leading-leading, both participants exhibit leading behaviour. This
means that they both discard information input from the other member and
prefer to trust only on their own model.

A perfectly synchronized couple with no variation in tempo result in high corre-
lation at all lags, whereas high synchrony with some variation in tempo produces
the highest correlation at lag 0. If a leader-follower dynamic is present, a positive
correlation at either lag —1 or lag +1 and negative or low correlation at lag 0
occurs, depending on which participant is the follower, that is, the more adaptive
one.

Most dyads showed lag coefficient patterns indicative of mutual adaptation, ex-
cept for a subset considering predominantly of drummers which showed a leading-
leading-pattern suggesting little or even no dyadic interaction. A possible expla-
nation for this result is that the drummer’s role in an ensemble may different
from other instruments because drummers serve the role of timekeeper and re-
quires a higher degree of internal synchronization of movements.

The result is of high interest, as it complements the strategies of leading-following

11
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Figure 2.3: Illustration of the different synchronization strategies and their correspond-
ing lag patterns performing cross-correlation on the I'TI time series for lag —1, 0 and
+1 [26].

in synchronization behaviour, underlying that the synchronization occurs also
without any apparent dyadic interaction. Furthermore, it emphasizes that dif-
ferences between individual musicians, such as which instrument they play, also

affect interpersonal synchronization strategies [26].

Another previous work in 2010 [14], carried out a joint finger tapping exper-
iment to study the mechanisms of coordination that are fundamentals in suc-
cessful interactions. In the cited study, 16 couples of participants were asked
to maintain a beat given in the first 8 seconds of each recording session, while
hearing an auditory signal coming from either the other performer or generated
by a computer metronome. The couples have been assessed on both synchroniza-
tion and drift from the metronome. The data obtained from MIDI keyboards
were imported and analysed, again, with MATLAB, taking into account only the
onset tapping times.

Three types of measures were computed: windowed cross-correlations, synchro-
nization indices, and the means of the absolute difference between the intertap

intervals.
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Usually, cross-correlation analysis and other similar methods assume the sta-
tionarity of the time series. Instead of assuming stationarity over the entire time
series, using a windowed cross-correlation with a window size of 6 taps and a
maximum of 3 lags, enabled to treat the time series as only having local station-
arity. Then the values obtained for each trial were averaged to extract one only
coefficient per condition.

The analysis give an indication of the directionality of the interaction, that is,
whether the participants are not interacting with each other (i.e. uncorrelated),
or whether there is a clear leader-follower relation where one participant lead the
other towards his own tempo.

As can be seen in Figure 2.4, when members could only hear themselves, there
is no correlation. In the unidirectional condition, in which they are hearing only
one performer, there is small but significant negative correlation at lag zero and
high positive correlation at lag +/ — 1. Lag —1 in the case both performers are
hearing the first member and lag +1 when they are both hearing the second
member. The positive correlations at lag 1 reflect the tendency of a member to
adapt towards the previous I'TI of the other member, by producing a shorter I'TI
when the other’s last had been shorter and longer if the other’s had been longer.
In the bidirectional condition, in which both partners were hearing each other,
both members showed the “follower” strategy, proven by high correlation coeffi-
cient both at lag +1 and —1. They formed a mutually and continuously adaptive
unit with no strong evidence of a leader-follower beahaviour.

In order to address task performance, this research looked how well the indi-
viduals were able to synchronize, employing for the analysis the synchronization
indices [27], based on variance of relative phase in relation to the computed
metronome or the signal of the other member. The index is a number from 0
to 1 and when bigger than 0.73 it has been considered as indicating the syn-
chronization regime [28]. The synchronization regime was found in all the con-
ditions. The tests revealed lower synchronization indices for the unidirectional
scenario respect higher values in bidirectional condition when both were hear-
ing each other. No significant differences were found in synchronization when
tapping along with the computer versus the bidirectional coupling condition.
This means that couples were good to synchronize with irregular but responsive

partner as with predictable but unresponsive computer. This suggests that a

13



0.4

. o -1
0.3 | @ lag0 %
[ Tlag+1

8 021 8
3
©
> 0.1f 8
=
R
e 0
©
o)
O-01+F
[
§e)
T 02t 1
o
8-03

-04+ g

__05 1 1 1 1

1 2 3 4
Hear Self Hear 1 Hear 2 Hear Other

Figure 2.4: Windowed cross-correlation at lag —1, 0, and +1. Conditions 1: uncoupled
condition, hearing themselves; conditions 2 and 3: unidirectional coupling, both hear-
ing member 1 and member 2, respectively; condition4: bidirectional coupling, hearing
each other [14].

successful coordination is supported by the prediction accuracy of the partner’s
future actions, known as anticipatory mechanism [29], and also by the mutual
adaptability to the current action.

Eventually, the second and last parameter computed to evaluate the task perfor-
mance, was the capability of the performers to keep the given beat.

Results showed that participants were significantly worse at keeping the given
tempo when listening to the other member and even worse in the bidirectional
coupling condition.

The research is well known because the authors identified a stable pattern in
interpersonal coordination, which has never been reported before.

They mainly discovered that when dyads are mutually coupled to one another,
they correct the duration of their I'TIs in opposite directions on a tap-to-tap basis
in a mutual attempt to synchronize with one another. These findings show that,
in a jointly coordinated tapping task, there is evidence of a continuous mutual

adaptation on a short millisecond timescale.
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Finally the research conveys that interpersonal coordination is facilitated by two
mutual abilities: to predict the partners’ subsequent action and to adapt accord-

ingly on a millisecond timescale.

2.3 MEAN SIGN ASYNCHRONY AND PRECISION

The study of tapping tasks is a spread framework used in the works related to
synchronization end coordination in musical interaction. However, in the latest
years, many research started evaluating real and natural music instrumental en-
semble.

A recent research in interpersonal entrainment in North Indian musical com-
position has studied the synchronization and movement coordination relate to
tempo, dynamics, metrical and cadential structure [30].

The authors employed a traditional music performance method to evaluate senso-
rimotor synchronization and coordination between two or more musicians. Senso-
rimotor synchronization (SMS), can be defined as a process by which the sound-
producing actions of musicians can become tightly synchronized and seems to
operate over relatively short timescales, typically hundreds of milliseconds, occur-
ring spontaneously. Indeed, the term ‘coordination’, refers to the management
of performances over longer timescales, from a few seconds up to several min-
utes and is more accessible to conscious control, including visual cues such as
head nods or upper body sway. Compared to SMS, coordination refers more to
culturally-specific knowledge.

We have already mentioned some of the main works, concerning synchronization,
but there is still a large literature of experimental research.

In [31], it’s reported that analysing performances by piano duos, synchronization
accuracy is not significantly affected by visual contact, although synchronization
is more accurate when the movements of the pianist playing the melody part
preceded those of the accompanist.

A related study [32], found that players of an accompaniment part were able to
synchronize using only visual information about movement but they were more
accurate when audio information was also available.

The Indian musical interaction study [30] aims to add more knowledge on this

works by examining aspects of SMS and movement coordination in natural per-
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formances, to present the most extensive quantitative study of entrainment based
on natural performance data.

The music genre used in [30] can be regarded as generally performed by a duo:
plucked lute (string instrument) player and tabla (Indian drum) accompanist,
sometimes there could also be a third musician playing an unchanging reference
part “drone” on the tanpura (long-necked plucked string instrument).

This simple scenario allows to consider a number of different factors in entrain-
ment, while at the same time limiting to a single genre and bounding the analysis
to the interactions within a dyad.

Analysis started with onset detection, and was particularly challenging due to
the highly complex auditory signals produced by the stringed instruments, and
the very wide dynamic range of all instruments. Manual labelling and correction
(to add, remove or reassign the automatically extracted onsets) were required.
The proportion of onsets requiring intervention was typically 5-15% of the total
automatically assigned by an onset detector algorithm.

Sensorimotor synchronization was analysed using the pre-computed event onset
times and the measures of asynchronies were calculated as onset time differences
where onset belonging to different instrument were assigned to the same metrical
position. Using this pairwise asynchronies, were quantified two aspects: mean
relative position and precision.

The mean relative position of the two instruments was measured as the mean
signed asynchrony. It basically indicates whether and how much an instrument
tends to play ahead (negative asynchrony) or behind (positive asynchrony) in
time with respect to the other one.

Precision is given by the standard deviation of the sign asynchrony (lower mean
relative position leads higher precision). In the case the standard deviation is
not an appropriate statistical measure, for example, whether the raw asynchrony
data is more appropriate as input for analysis than a summary measure such
as standard deviation, they used the mean absolute (unsigned) asynchrony as a
measure of ‘precision’, that can be used to judge how “successful” synchroniza-
tion is within duos. The overall distribution of signed asynchronies between the
melody instrument and tabla resulted symmetrical, as reported in Figure 2.5,

with a mean close to zero: mean = -2.34 ms, SD = 27.87 ms.
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Figure 2.5: Pairwise asynchronies between plucked strings and tabla. Negative values
indicate melody lead, positive value means melody follow the tabla [30].

In order to explore more deeply the variability of the data, the distribution of
asynchronies was computed splitting each performance by 2-minutes segments.
This reveals considerable variation within and between performances. Further-
more, the authors investigated which was the leader in instances in which the
tabla takes solos and the string player provides accompaniment, i.e. the normal
roles reversed. As result, across the corpus the lead instrument played ahead of
the one performing an accompanying role. For that reason the “melody lead”
phenomenon is in fact the lead instrument, no matter whether that instrument
is melodic or tabla. The asynchronous behaviour indicates a tendency to reduce
(i.e. precision to increase) over the course of repeated performances. This is to
be expected also because performances increase in tempo after one another, and
previous studies have found that variability of asynchrony increases proportion-
ally with the duration of the inter-onset interval (I0I) [33].

The experiment showed that in the genre taken into account, synchrony becomes
tighter and the melody instrument tends to play further ahead, with increasing
tempo.

An other method that was employed to check the relationship between speed of

playing and synchrony used event density. For each onset, a local event density
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for that instrument was calculated over a window of 2 seconds, as the number
of detected onset and then was averaged over each segment of the played song
to produce mean event density parameter. Correlations were computed between
these event densities (for each instrument separately, and also for the sum of
the two) and the asynchrony data. Thus, synchronization resulted significantly
more precise at higher tempi and even at higher event densities.

Many other factors which affect synchronization could be considered. In this
research, the authors focused specifically on loudness, cadential figures and also
reported observations on the occurrence of metrical errors.

It might be thought that loudness is positively correlated with speed, instead
from this work emerged that peak levels are not significantly correlated with
mean event density levels neither with asynchronization. Peak levels were com-
puted using peak RMS amplitude during the onset detection phase.

At the end of the tests to establish whether asynchronies are correlated at ca-
dences, resulted that mean absolute asynchronies is not significantly different at
cadences than non-cadences.

Regards the errors, in this corpus the authors identified three different metrical
performance errors. The first type of error is associated with any noticeable
uncertainty, which can be due to a momentary loss of attention following a ca-
dential downbeat. The second type of error occurs during a bridge between
melodic improvisation, it was the most difficult to find exactly, and the third
type of error occurs in the accompaniment of a solo.

As result, emerged no evident disruption of synchronization, so it suggests that
it is possible to play through a mistake without compromising synchronization.
At the end, from this research, we can summarize that synchronization between
musicians is therefore affected by factors including tempo, dynamics, and lead-

ership, with only small effects of metrical position.

The limits of the works analysed before is that they assume the processes under
examination to be stationary for a certain amount of time, with a homogeneous
variance across conditions, characteristics that are hardily met by a musical per-
formance, and by human behaviour in general.

On the other hand, there are also studies interested in the presence or absence

of joint periodicities during interaction, that have removed such assumption.
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Actually, it turns out to be a good method, for example, when there is a clear
periodicity in the actions of the performers. Although, for complex interactions
involving different periodicities makes it harder to derive a feature that captures
coherence.

Different periodicities at different locations of a piece are reflected in the wavelet
analysis. Therefore, since it worth drawing the most from this new kind of anal-
ysis, in view of an effective method to understand interaction quality, let’s have

a look in more details to some of the most recent studies exploiting cross-wavelet

transform (CWT).

2.4 (CROSS-WAVELET TRANSFORM

In the latest years, wavelet analysis has attracted much attention in signal pro-
cessing. A few studies have recently investigated the interaction between two
musicians employing wavelet theory [34] [35]. It is an interesting tool for differ-
ent fields, including engineering, mathematics and physics. It has been success-
fully applied in many areas such as transient signal analysis, image processing,
communication systems, and other signal processing applications [36]. There
are opportunities for further developments of the mathematical understanding
of wavelets in a wide range of applications in science and engineering. Any appli-
cation using the Fourier transform can be formulated using wavelets to provide
more accurately localized temporal and frequency information. This analysis
technique can resolve some of the difficulties inherent in Fourier analysis, like
finding the relation between the Fourier coefficients to the global or local be-
haviour of a function. Unlike Fourier analysis, wavelet analysis expands functions
not in terms of trigonometric polynomials but in terms of wavelets, which are
generated in the form of translations and dilations of a fixed prototype function,
called the analysing wavelet or mother wavelet. Different wavelet families make
different trade-offs between how compactly the basis functions are localized in
space and how smooth they are [37], Figure 2.6.

The wavelets belonging to these families have special scaling properties and they
are localized in time and frequency. Every application using the fast Fourier

transform (FFT) can be formulated using wavelets to provide more localized
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Figure 2.6: Example of different families of wavelet [38].

temporal (spatial), and frequency information, useful especially in case of non-
stationary signals.

For these reasons, wavelet transform (WT), is a technique employed in a lot of
different studies concerning astronomy, acoustics, nuclear engineering, sub-band
coding, signal and image processing, neurophysiology, music, magnetic resonance
imaging, speech discrimination, optics and earthquake-prediction.

Wavelet algorithms process data at different scales or resolutions. If we look
at a signal with a large “window,” we would notice gross features. Similarly,

)

if we look at a signal with a small “window,” we would notice small features.
This makes wavelets interesting, because they are able to mark both the big
characteristics of a signal and also small little details. An example of a simple
non-stationary signal is shown in Figure 2.7 and its corresponding continuous
wavelet transform is reported in Figure 2.8.

During a musical interaction, of particular interest, is the emergence or absence
of joint periodicities at different time scales. Accordingly, a melody may have a
nested time structure that descends from the whole composition to its different
parts, phrases, single notes and these periods may be performed by different
musicians, each having their own specific part in the timing.

However, when timing interleaves, there should be a correlation in periodicities.
Here it is where cross-wavelet transform become handy. Similarly, body move-

ments may be segmented at different timescales, from big movement like walking

20



Superimposed Signal

Amplitude
(=]

1] 01 0.2 03 04 0.5 06 07 0.8 08 1
Seconds

Figure 2.7: Signal consisting of exponentially weighted sine waves. There are two 25
Hz components, one centered at 0.2 seconds and one centered at 0.5 seconds. There are
two 70 Hz components: one centered at 0.2 seconds and one centered at 0.8 seconds.
The first 25 Hz and 70 Hz components co-occur in time.

to the oscillation of limbs or fingers. Each of these body parts is typically char-
acterized by a distinct range of periodicities that interleave and correlate with
each other.

The benefit from the use of cross-wavelet transform are shown in [35], were
three couples of professional piano players improvised over three different backing
tracks, half performances with visual information about their co-performer, half
without, while their body movements and musical composition were recorded.
The forearm and head movements of two pianists were recorded by a motion
capture system. Couples of pianists were instructed to develop 2-minutes impro-
vised duets on an ostinato, a swing and a drone backing track. The drone track
was a uniform alternation of just two chords, the ostinato track was a complex
four chords ascending progression and the swing was a bass line of a jazz.
XWT (Cross-wavelet transform) was used to assess coordination between two

time series through spectral decomposition. It exposes regions with high com-
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Figure 2.8: Continuous wavelet transform of the signal shown in Figure 2.7.

mon power and further reveals information about the phase relationship of the
coordination that occurs between participants across multiple time scales. The
results from a cross-wavelet analysis of the movement coordination that appear
between the lateral movements of the right forearms of two piano players playing
with the ostinato backing track are shown in Figure 2.9. The level of coherence
between the movements of the performers’ over time is denoted by the color: red
for high coherence, dark blue for low coherence, and it is displayed as a function
of period, in units of seconds, on the y-axis. Right arrows mean equal in-phase
coordination, that is, the two systems are visiting the same states in perfect syn-
chrony, instead, left arrows equal anti-phase coordination, perfect opposition.
For example, Figure 2.9 (A) shows the results of the cross wavelet analysis when
a couple was instructed to perform in synchrony with ostinato backing track.

It is noticeable that there is much less coherence and in-phase stability behaviour
in Figure 2.9 (B) which is a cross-wavelet plot of the musicians improvising with

one another, over the same track.
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Figure 2.9: Cross-wavelet plots of the lateral movements of the musicians’ right fore-
arms, displaying the coordination while the two players played the exact same part, in
synchrony with the ostinato backing track (A) and when the musicians just improvise
over the same ostinato backing track (B).

Thanks to the deployment of cross-wavelet analysis, the time series of these
movements showed different periodicities based on the features of the musical
track. This analysis was used to capture how the musicians’ movement coor-
dination relates to shorter, longer-term temporal structure and phrasing of the
musical context, also exploring how this coordination varies across different mu-
sician’s bodies parts, and finally the effects of the visual information manipula-
tions.

The ostinato track, for example, has a melodic phrase that is repeated every
4 seconds. Accordingly, the cross-wavelet plot reveals a high degree of coher-
ence caused by musician’s movement coordination, denoted by red colour, and
in-phase coordination, right pointing arrows, at the four-seconds interval.

On the contrary, the drone track didn’t show any specific periodicity, prob-

ably due to its simpler structure, that offered the musicians more variety of
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motion. Instead, for the swing condition, wavelet coherence showed musicians’
head movements coordination resulted at the faster time scale, between 0.25 and
0.5 seconds, respect the longer time scales of 4 seconds due to the right arm
movements coordination.

The authors suggested the conclusion that expressive interactions are guided not
only by brain processes, but also by bodily dynamics emerging on the fly, in

accordance with the tenets of music cognition [39)].

Closer to the research questions of this thesis, [34] investigated whether visual

bouts of interaction in sequences of recorded jazz-duet-performances, evaluated
by four experts watching them (without audio feedback), could be predicted by
the musicians’ movements, analysing the body movement coordination at differ-
ent time scales by means of cross-wavelet transform.
Such bouts were defined as periods of interaction arising from the behaviour of
the performers, where the characteristic movement patterns of the two musicians
indicated a degree of correspondence in the eyes of the annotator and with the
annotation of also the body part of the performers that were implicated in each
bout. The work made use of two datasets of video recordings: one in which
performances comprised a regular beat and metrical structure and the other in
which the performance style is characterized by the avoidance of a regular, pre-
dictable beat and metre, in other words, free improvisation. This allowed to
investigate how the degree of predictability afforded by the metrical structure
and the pulsed or not nature of the music might differentially influence the types
and timescales of movement coordination between the partners. The authors
defined in total 12 possible predictors of visually bouts of interaction (Table 2.1)
to be extracted from all the performances: 9 potential movement predictors and
3 more predictors computed from the audio data of the duo performances.

To assess the classification accuracy of the set of predictors were used two
complementary classification techniques: logistic regression and random forest
classification. The results suggests that at least four of the predictors failed to
predict interaction bouts in any of the datasets, specifically: Movement CWT
Phase, Audio Pulse Clarity, Audio RMS, and Audio WT Energy (Broad) were
discarded.

Another remarkable result from this analysis is the difference in prediction accu-

racies between the non-pulsed and pulsed duos. In the pulsed duos, the annotated
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Table 2.1: Predictors of annotated bouts of interaction [34].

Predictor name

Description

3-7

10

11

12

Movement CWT Energy (Broad)

Movement CWT Phase

Movement CWT Energy (CF)

Movement WT Energy (Any)

Movement Quantity

Audio RMS

Audio WT Energy (Broad)

Audio Pulse Clarity

Energy of the cross-wavelet trans-
form over frequency band (0.3-2.0
Hz).

Phase of the cross-wavelet transform,
indicating the momentary lead/lag
relationship between the performers.
Energy of the cross-wavelet trans-
form, computed using frequency
bands where the centre frequencies
were 0.3, 0.4, 0.6, 0.9 and 2.0 Hz.
Energy of the wavelet transform,
computed for each individual per-
former.

Summed quantity of motion from
both performers, computed using
frame differencing.

Amplitude envelope of the audio sig-
nal in terms of the root mean square
energy.

Energy of the wavelet transform,
computed from the audio envelope
over a broad frequency band (0.25-
10 Hz).

Clarity of the pulse sensation.
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interaction bouts were usually more difficult to classify with the individual pre-
dictors compared to the non-pulsed duos. Here, as well as in [35], the answer
depended on the kind of music the duets performed.

The best prediction rate were obtained using logistic regression models for the
non-pulsed duos with only a single predictor, but these models surprisingly failed
to deliver statistically significant improvements when additional predictors were
added. This suggests that there were either interactions between the predictors
not correctly specify in the models, or that there were non-linear relationships
between the predictors.

At the end, the annotated bouts of interaction were successfully predicted for the
non-pulsed condition, primarily by the CWT energy of the movements, across a
broad frequency range, and followed by moderately fast co-occurring movements,
as indexed by Movement CW'T Energy in frequency bands centred around 0.9 Hz
and 0.6 Hz. This means that non-pulsed duo performances were characterized
by shared periodic movements across a broad frequency range, although there
was also some tendency for mid-range-frequency.

Instead, different optimal predictor emerged in the pulsed duo performances,
in which interactions were characterized by slower shared periodic movements
(Movement CWT Energy centred in 0.4 Hz) and periodic movements at unre-
lated frequencies (Movement WT Energy (Any)). Furthermore, simple additive
logistic regression models failed to improve the model classification rates.

The authors explained this difference pointing to the structure of the tunes: while
jazz standards exhibit clear formal boundaries that allows for clear and easy coor-
dination, in particular in moments of transitions from one musician to the other
one, on the other hand free improvisation requires to musicians more relevant
visual communication established by their bodily movements. The outcomes of
the presented work [34], are important for developing new computational meth-
ods with the aim to approximate human judgements of meaningful coordination

between co-performers.

As we have seen, despite its wide use, cross-wavelet analysis hardly captures
coherence when different periodicities are involved, as in a musical interaction.
Actually, most of the studies evaluated the body interaction of musicians, indeed,

it is considered as a way to enhance their musical joint action, but, as shown in
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the free improvisation in [34] and non-pulsed duos in [35], some formal structure
profited of it more than others. In general, the studies on embodied cognition
suggest that empowering effects of such an interaction are dependent on quality,
that is, on properties of the performance. Although no one of the previous
reported works was explicitly addressing the expressive quality of a performed
musical interaction, they can be interpret as steps toward a definition of such a
quality.

In this thesis we address exactly the question whether there are measurable
markers of a qualitative performance/expressive joint action building a model

based on the Bayesian statistics.

2.5 BAYESIAN BRAIN HYPOTHESIS

A “predictive brain” hypothesis theory ranks among the most promising and the
most challenging ideas ever to emerge from computational and cognitive neuro-
science [40]. The Bayesian brain hypothesis [41] employ the Bayesian probability
theory, to draw up perception as a constructive process based on generative mod-
els. It is a nowadays largely debated theory that sees the brain as a generator
of predictions, rather than a passive receptor of stimuli from the external world,
that are processed and used as premises for action. The underlying idea is that
the brain represents sensory information probabilistically, in the form of proba-
bility distributions and for which has a model of the world that it tries to optimize
using sensory inputs [42].

Bayesian approach to brain functions explore the capacity of the nervous system
to manage situations of uncertainty in a way that is close to the optimal pre-
scribed by Bayesian statistics.

This recent theory assumes that the brain maintains internal probabilistic models
that are updated by neural processing of sensory information using approxima-
tion methods characteristic of Bayesian probability [43].

Therefore, brain can be seen as an inference machine that continuously predicts
and explains its sensations [44]. The core of this hypothesis is a probabilistic
model that can generate predictions, against which sensory samples are evalu-
ated to update beliefs about their causes and so update the model.

This generative system is mainly composed by a prior probability of those causes

27



(given by a prior knowledge) and a likelihood, that is, the probability of sensory
data, given their causes. Every time new data are available, the likelihood is
responsible to access the posterior probability distribution by an update of the
prior probability distribution. In a social context, the feedback is provided by
the other interacting subjects’ behaviour.

As reported in [45], music is a perfect case against which the predictive model
may be tested, caused by its very syntactic structure implies rhythmic, melodic
and harmonic expectancies, that is, prediction. Bayesian regression seems to be
a good method to study our problem and to extract measures of performance
relative to a Bayes’ optimal observer.

There is a lack of studies of musical interaction deploying Bayesian methods to
investigate expressive quality of musical interaction to date.

In this thesis, believing that accurate prediction of the partner’s action is crucial
in musical ensembles [46], we explore a new model based on Bayesian coding hy-
pothesis to find significative parameters that can denote the quality of a musical

interaction.
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Just hock it

In order to investigate the quality of musical interaction in duets performances,
it was necessary to create the environment to develop the tests.

In this section is described the experiment that was created in the laboratories
of IPEM, and in which the analysis of this study will focus on.

As we have said, since the timing of the musical notes is one of the main charac-
teristics in a joint (musical) action, the target of the study is to understand how
and which parameters that we can extract and compute from a live performance,

can be significative to evaluate the quality of the musical interaction.

3.1 PARTICIPANTS

The ethics committee of the Faculty of Arts and Philosophy of Ghent University
approved the study and the consent procedure.

Starting in 2018 and ending in 2019, a total of 15 couples of musicians were
recruited, 16 men and 14 women with an average age of 30.7 years old. Each
duo could be formed by 2 men, 2 women or both gender together, the only re-
quirement was that participants of each pair knew each other already.

As musicians we meant people currently playing an instrument or singing, with
at least 5 years of regular (formal or informal) musical training, that had to be

capable of singing a simple melody written on a music sheet.
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The gender and the age resulted well balanced in the sampled couples.

By means of a questionnaire given before the recording session started, were
collected also information about subjects” musical background, familiarity with
music ensemble and with the partner.

Participants that took part in the experiment, were informed in advance about
the task, the procedure and the technology used for the measurements. They
had the opportunity to ask questions and were informed that they could stop
the experiment at any time. There was the necessity to exclude 3 other couples
from the analysis, because they couldn’t perform the assignment and asked to

stop the experiment or because of technical problems with the equipment.

3.2 STIMULI

Since the most relevant parameter of the score that we have to choose for this
case study, is the length of the notes that will characterize the singing dyad, we
explore this topic taking the advantages of the medieval style called hocket.

In music, hocket (whose etymology has to do with “hiccup”) is a rhythmic tech-
nique using the alternation of notes between the voices of the ensemble, such
that one voice sounds while the other rests. In other words, it requires that two
or more musicians build a melody together by singing parts that never overlap.
In origin, the term referred to an inuit throat-singing but is just an instance of
the hocket.

The choice of the hocket style is due to its intrinsic intersubjective nature ac-
cording to which, even the fundamental musical elements, timing, rhythm and
melody, are made possible only by the interplay of two (or more) voices.

For these reasons hocket singing is a notable example of joint musical action.
During a singing dyad that employ this medieval style, several things can be
observed, like the regularity of the length of the notes played, synchronization,
tuning, the movement and pressure made by the body of the performers and
physiological measures (stress and heart rate). These are likely to be compo-
nents of an optimal interaction, or better, like reported in [4], of homeostasis,
which is a state of being where cognitive and motivational brain mechanisms

reinforce each other. Thereby, adopting the hocket rhythm style, the quality of
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the outcome strongly depends on the interaction between performers, and thus
on the contribution of each part to the whole.

In hocket polyphonic style, indeed, a single melody is split into two or more
parts in which the notes alternate almost regularly. Here timing is a key issue
and regularity is needed to build the required melody.

Musicians were asked to sing an interleaved melody “on stage” and due to a short
and limited rehearsal time, the task was expected to be challenging, in order to
lead to different outcomes in performances quality.

The musical stimulus (the score) that people involved in the experiment had
to sing, was created by Alessandro Dell’Anna from a universally known pop
tune that the majority of participants have recognized after the introductory
bass riff. The song we are talking about is a modified version of “Billie Jean”
by Michael Jackson. Nevertheless, as a self-encouragement and word pun, the
melody used for this experiment was named “Just (like) beat it” (reminiscent
of another Jackson’s greatest hit) and split it into two interlacing parts: “Just”
and “Beat”, assigned to each of the two participants to be sung in a hocket style,
hence “Just hock it”. Figure 3.1 shows the first part of the melody ”Just” as-
signed to the first individual of each ensemble and Figure 3.2 report the "Beat”
part, the score assigned to the other partner.

The two parts are complementary, this means that the notes never overlap,
forming a single melody. Each part is divided in 2 sections called segment A,
constitute by the first 8 bars (first two rows) and segment B, constitute by the
last 8 bars (latest 2 rows). Each of the 2 scores (“Just” and “Beat”) contain 40
notes, distributed in 16 bars, with a 4/4 meter and a 120 bpm tempo indication.
The only note used is the eighth note, or a quaver. It is a musical note played for
one eighth the duration of the whole note (semibreve) that is the same amount
of twice the value of the sixteenth note (semiquaver) or half the duration of a
quarter note (crotchet) or still, one quarter the duration of a half note (minim).
It can be easily found in Figure 3.1 and Figure 3.2.

Furthermore, in order to create a sort of song, the “Just” and “Beat” parts had
to be repeated four times in total, without interruptions. This allows to cre-
ate a performance that lasts approximately 120 seconds. For these reasons, it
was required that the performers have to be musicians with at least 5 years of

experience, with the capability to read a score and to perform in an ensemble.
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Figure 3.2: Score assigned to the second subject of each couple.
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3.3 SETUP

The entire experiment was performed at the ASIL, the most advanced laboratory
in Europe, to conduct music related studies. It belongs to IPEM research centre
of the University of Ghent and was built by the desire of Marc Leman in 2017.
It provides a big stage with 3D audio speakers and motion capture system.
However, the setup for this experiment was quite simple. It was composed by
two microphones, attached directly to the head of the participants, to be really
close to the mouth. The ASIL is soundproofed and the acoustic is dry. In this
way having the microphone close to source it ensure neither reverb nor eco in
the recordings.

The performers have to stand on top of two balance boards facing each other at
1.5 m. The balanced board is able to capture the pressure and the movement of
the performer’s body, thanks by 4 sensors positioned on the four corner of the
boards. The data relative to the pressure that each sensor was detecting, were
stored as MIDI data.

The entire session was recorded with a Logitech webcam positioned in the middle
of the subjects in order to record the entire scene with the whole body of the
performers in frame.

Microphones, balance boards and webcam were all connected to the main com-
puter running Ableton to record all the signals generated from each performance.

An example of the stage and the setup used, is shown in Figure 3.3.

3.4 PROCEDURE

Upon arrival of each couple at the IPEM laboratories, they were firstly asked
to fill the informed consent. An oral explanation of the task followed, in which
participants were informed that they had to build a melody together, combining
the notes from the two voices, stressing that they will never overlap, just alter-
nating one note after one another, passing from one subject to the other.
Moreover, individuals were not allowed to read the partner’s score.

The whole experiment was divided in 5 subsequent time sessions.

A the beginning the subjects were free to rehearse their part in two different
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Figure 3.3: Recording session of couple 11 in the ASIL. Performers standing on bal-
ance boards in order to measure the movements and the voices were recorded with
microphones directly mounted near the mouth.

rooms for 5 minutes and they were allowed to listen one or two times their own
melody to capture the right pitch.

Then, they were gathered in the Art-Science-Interaction Lab (ASIL) and invited
to get on the stage.

When all the devices and tools were correctly connected, 15 minutes were re-
served to allow performers to rehearse, for the first time, together, before the
beginning of the real recording session. However, also the training phase was
recorded, so that information about the process of learning and coordination
could be available as well.

Even if one or both participants were not entirely smooth in the execution of
their performance, the training phase stopped after 15 minutes and the two per-
forming condition were explained. They were required to perform 8 distinct
trials, each one spaced by a little break of 1 or 2 minutes.

Before the start of each trial they were told which one of the 2 conditions they
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had to perform: the moving condition, in which subjects were encouraged to
move according to the music in whatever way the liked, always staying on top of
the balance board, and the still condition (or non-moving), in which no kind of
movement were permitted (except for those strictly necessary to sing).

In each single trial, after 4 beats of a metronome, subjects had to start singing,
repeating four times the score assigned, with a suggested rate of 120 bpm.

In this way one single trial lasted about 120 seconds. The total recording session
consisted in 4 moving trials and 4-non moving trials in a randomized order, and
lasted about 20 minutes.

A final requirement was to keep going even if one or both performers got some-
thing wrong, like some missing notes, and to continue until the experimenter
have said “stop”. Furthermore, a recording of each participant alone in the non-
moving condition was taken as a baseline before and after the 8 experimental
trials. In total, this phase lasted about 45 minutes.

A second phase followed, in which participants were separately asked two ques-
tions for further investigation. Musicians were asked whether they could sing
the whole melody alone, this means the entire song made by the union of the 2
music sheets, and whether, after a listening session, they were able to identify

the correct melody between the right one and another similar one.

3.4.1 SELF-ASSESSMENT

After about 20 minutes of synchronization of the audio and video signals by
means of a script, a recording of all the trials of a couple was made available
for a manual annotation. Participants were then placed in front of two different
monitors, without having the possibility to look at the monitor of the partner,
for the self-assessment phase.

From the subjective point of view we explored two factors. Firstly, they were
given two headphones and they were asked to assess the quality of their perfor-
mance in its development over each single trial. They had to listen and watch
each entire trail and in the meanwhile they had to rate the musical coordination
of the pair. The suggestion was to assess the quality of the interaction, rather
than the quality of one single performer. Through a proper software they could

use the mouse to move a slider and rate the quality of the interaction with a
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score from 0 to 120, while the video recordings was going. As you can see in Fig-
ure 3.4, all along the video appears a line that is the corresponding evaluation

of the interaction in each moment.

Figure 3.4: Manual annotation of the quality of the interaction. While watching and
listening to the recorded trial, the slider at the bottom on the left, can change the
score given to a specific moment of the performance.

In the case musicians were unsure about their assessment, they could stop the
video, go back and reassess it. At the end of the process, for each trial, they just
had to save their assessment.

The subjects had to assess the trials independently, without being affected by
the partner’s judgment, looking at her/his monitor.
This type of performance evaluation is particularly useful because it allows to

see the development of the assessment throughout an entire exhibition. As you
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can see from Figure 3.5, it’s easy to see where errors occur, with drops in the

score evaluation, or if the interaction is stable, marked by a continuous line.
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Figure 3.5: Two example of annotations. On the left there is the annotation of one
subject and on the right the annotation of the partner for the same trial. X-axis
represent time in seconds, y-axis is the score of the quality from 0 to 120.
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Figure 3.6: Average of the two subjects annotations. Moments of optimal interaction
between 95 and 120, if lasting at least 10 seconds.

Nonetheless, from this over time evaluation can be extracted the mean score
as a single value to sum up the entire annotation of each trial.
A drawback could be the lack of more specific details about how to establish
the score to the quality in a scale from 0 to 120. This may cause some different
interpretations among assessors, as it can be seen in Figure 3.5. Even though the
evaluation method may seem a bit vague, we will see, in the results, that these
assessments show some degree of coherence and can be compared to objective

measures.
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After this first self-assessment phase, musicians had to assess the second subjec-
tive factor.

They were required to listen again all the trials one by one and measure the
joint sense of agency, that can be summarize as how much the performers are
perceived as one single unity.

The complex issues of agency have been examined by researchers in the related
fields of psychology and neuropsychology.

At the individual level, the sense of agency is defined as the subjective feeling
of being in control of a given action, compared to being subjected to an action
or event [47]. In performing music, this is the awareness that a certain action
will produce a sound with this pitch or that intensity of the tone. This process
implies a sensorimotor prediction because a given motor action is connected to
a given sensory outcome [48].

The phenomenon of sense of agency can also be generalized from the individual
to the group, distinguishing a “shared” from a “we” sense of joint agency [49].
Pacherie, in [49], reported that if an action is a joint action, the relative sense
of agency should be a joint sense of agency, that means, a feeling of being in
control of at least a part of the joint action outcome.

Furthermore, in the case of joint agency, Pacherie [49] stresses the importance
of predictability: whereas a shared sense of joint agency should results from a
low predictability of the partner’s action, a we-agency should presuppose high
similarity among partners’ actions and, as a result, high predictability.

In this phase, musicians were asked to look at the highest moments of their as-
sessment for each trial and evaluate the joint sense of agency, explained as the
feeling of control over the process on a scale between 0 (independent), 3 (shared)
and 6 (complete unity with the partner), as shown in Figure 3.7.

This question was explained saying that the interaction could be either the
product of two actions not really well coordinated between them (independent)
or the product of two coordinated but distinct actions (shared) or the product
of two actions that are not felt as different, but rather as the accomplishment of
a single subject.

Whatever the limits of such a distinction, the interest lies in the possibility of
identifying a level in which the contributions of the (two, in this experiment)

partners are clearly distinct and another level in which they blend into one, lead-
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Figure 3.7: Scale to evaluate the joint action sense of agency.

ing to a kind of boundary loss between agents.

After listening every trial, musicians had to evaluate the joint sense of agency
writing the relative number in a form.

Therefore, the self-assessment phase was composed by two different evaluations:
annotation and agency, for each trials, so that subjective annotations could be
compared with an objective assessment of the timings.

The self-assessment phase took about one hour of time.

Finally, at the end of this process subjects completed the questionnaire leaving
some general comments and opinions about the experiment.

In total, each couple required between 1.5 and 2 hours of work to complete the

whole experiment.

3.5 HYPOTHESIS

Interaction quality is observable in bio-social markers, for example, in acoustical
expressions, such as timing, and in bodily expressions, like moving.

We assumed that the interplayed melody required a constancy in timing. Due
to the fact that the timing of one singer affect the timing of the other singer,
both timings had to be predictable. This means that partners should be able to
predict each other’s timing in order to perform correctly according to the musical
score, although expressive timings, such as change in tempi, were possible.

The literature and the background developed so far lead us to the following
hypotheses:

o Musical rules, described through a musical score, define a framework for
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interactive performances but not all performances are empowering, or have
an empowering effect. To reach that empowering effect, it is necessary to
establish an interaction quality. Optimal interaction moments are charac-
terized by synchronization between the performers, that means regularity

of the notes duration.

The empowering effect of a performance can be experienced by the per-
formers themselves. Performers can estimate and evaluate their own perfor-
mance quality, from a third-person perspective, through annotation values
and they can access their own experience, from a first-person viewpoint, in

terms of the agency experienced during the interaction.

We hypothesize that timing and movement are correlated with annotations
and with estimations of agency. In particular, we assume that more ac-
curate timing is correlated with higher annotation values, and with higher
values for joint-agency experiences. Given the high similarity of the singers’
parts, our hypothesis is that the highest quality moments of interaction
would be characterized by higher sense of joint-agency values, that is, by

we-agency.

We hypothesize that movement would allows subjects to embody their
timing, improving the overall quality of the performance respect the non-
moving condition and in general allows them to make their timing more
accurate. We hypothesized that allowing performers to move, in accordance
with the major tenet of the embodied cognition framework [50], should

bring better performances.

Of particular interest is also the question whether learning plays a role in
reaching interaction quality. We expect improvements in synchronization

and timing over the repetition of trials.

After tested 15 couples of musicians and stored audio files, MIDI move-
ment data, self-assessments and video recordings of a total of 120 trials,
we are ready to discover the new time-evaluation model based on Bayesian
statistics, used to create objective measures about the quality of the per-

formance.
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Time-evaluation model

In this chapter is described the analysis of the data previously collected during
the experiment with the couples of musicians.

The core of the analysis, comes from an innovative idea of Prof. Marc Leman
head of IPEM, and employ a new methodology for this filed of research, based
on Bayesian inference. As we will see, it allows to define 3 objective measures,
about the quality of a performance, that we can compare with the subjective
measures, the self-assessments, already collected.

The analysis are mainly done using MATLAB R2018b.

As we have said, in order to evaluate the quality of a musical performance we
limit ourselves to the analysis of timing, excluding other parameters like pitch,
loudness and articulation. Unlike previous data-analysis methodology which as-
sumed a stationary tempo during the performance, or strict hocket execution
based on reciprocal actions, here it is adopted a more dynamic data-analysis
approach.

We gave to the performers the indication of a 4/4 meter and 120 bpm, but we
assume that the timing is based on the tempo that emerges from the interaction.
There is not one or the other performer that is the reference for the timing-
analysis.

We assume non-stationarity because we do not require a stable tempo during

the performance and musicians are considered as components of an interaction
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dynamics. Each subject is part of a joint action and its relative timing charac-
teristics.

To regulate that dynamics we assume that each musicians makes a prediction of
the global timing of the joint action (the interaction). According to the predic-
tive coding theory we assume that performers constantly adjust their predictions
about the joint timing. The data-analysis approach is based on the idea that
performers try to reduce performance errors based on predictions. The funda-
mental prediction in the domain of timing is about tempo and note durations.
Given the particular nature of the hocket music style adopted in this study, we
assume that the interaction quality largely depends on the regularity of the notes
duration sang during the interaction.

Furthermore, our task could be considered as a semi-hocket style because the
performance is based on mutual actions rather than reciprocal actions. Indeed,
according to the score used in this experiment, performers could sing two con-
secutive notes, rather than only one note as in a reciprocal action.

Since we are interested in the joint timing of each performance, with the au-
dio file collected from the experiment, we can now extract onset and inter-onset

intervals.

4.1 SEMI-AUTOMATIC ONSET DETECTION

An inter-onset interval, or 101, is the time elapsed between two consecutive on-
set. More specifically, it is the time between the beginning of one note and that
of the next note. It can be determined by one performer, that is singing two
notes after one another, or by two performers, each singing a note in sequence.
The IOI is generally considered to be the strongest contributor to accent and
pulse perception.

IOI are independent to the duration of the sounding notes, which in this experi-
ment are always shorter than the IOI, because the notes of the employed scores
never overlap, resulting in a silence before the next onset.

The corresponding term used in acoustics and audio engineering to describe the
initiation of a sound is onset. It refers to the beginning of a musical note, or in
general of a sound, in which the amplitude rises from zero to an initial peak.

Onset is related to the concept of transient: all musical notes have an onset,
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but do not necessarily have an initial transient, that is characterized by a high
amplitude, short-duration sound at the beginning of a waveform.
Audio onset detection concerns itself with finding the time-locations of all sonic

events in a piece of audio. An example is reported in Figure 4.1.

Figure 4.1: Example of onset detection applied to an audio file. The vertical purple
lines determine the onset found and the highlighted area is the IOI, showing an interval
of 500 ms.

In signal processing, onset detection is an active research area. The different
approaches for the detection can operate in time domain, frequency domain or
complex domain. For example, they can look at the increasing amplitude of
a signal in time-domain, the increasing of spectral energy, changes in spectral
energy distribution or they can even look at spectral patterns recognizable by
machine learning techniques such as neural networks. Generally every technique
should allows to adjust some parameters in order to adapt the onset detection al-
gorithm to a specific audio file, in order to minimize the amount of false positives
and false negatives. Moreover, the effectiveness of an onset detection algorithm
increase when the notes on the audio file have a clear and strong attack.

In music, the term attack refers to the manner in which a note is performed by
the musician, whether decisive and quick, or smooth and slow.

For that reason, we asked performers to sing every note emitting a sound similar
to the pronunciation of “ta” or “pa”, in order to ease the onset detection phase.
For the onset analysis we used Sonic Visualizer. It is an application for viewing
and analysing the contents of music audio files, developed at the Centre for Dig-

ital Music, Queen Mary, at University of London. It is particularly handy to use
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and it has an onset detection function built in. Once an audio file is imported in
Sonic, it is possible to apply the onset detection and adjusting some thresholds
based on the amplitude of the signal to analyse.

Although many parameters, of the onset detector algorithm, are adjustable, there
are some conditions in which the onset detector is not able to correctly find all
the notes.

In this experiment, for the majority of the trials, the onset detector struggle to
identify two really closed onset, as shown in Figure 4.2. This happened when
there wasn’t a clear gap between the amplitudes of signals relative to two differ-

ent notes.

Figure 4.2: Example of false negative. Two consecutive notes, in which the audio
signal is not clearly separated, are captured as one single onset by the transformation
function of Sonic Visualizer.

The false positive case happened rarely and was solvable just tuning the onset
detector’s thresholds.
As you may have noticed, this process always required a manual check of the on-
set detected and eventually a manual correction, this means, adding onset that
the algorithm wasn’t able to find or removing those in excess. This is the reason
why we can refer to this process as semi-automatic onset detection.
After manually checked the onset, with Sonic Visualizer was possible to export
the timestamp of the onset in a CSV file, as shown in Figure 4.3, that was directly
manageable by MATLAB. These operations were repeated for each performer of
every couple for all the trials. This phase required a lot of time, but it was
necessary to pay attention and to analyse carefully every audio file because the

further analysis will employ mainly the onset data extracted at this step.
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K5_S1_02_C2_onset

3.536000000
2 4202666667
3 5.925333333
4 6.624000000
5 8.400000000
i 9.024000000
10.634666667
i 11,344000000
3 13.018666667
0 13.710000000 New Point
11 15386666667
12 16.032000000
12 17.653333333
4 18.309333333

Figure 4.3: Example of the first part of a CSV file with the timestamps of the onset
extracted for the second musicians of couple 5 during the second trial. “New Point”
indicates a manually added onset.

4.2 INTER-ONSET CLASSES

It is important to notice that the CSV files extracted, contains only the onset
of each individual. To compute the IOI of the musical interaction of every trial,
it is necessary to merge the onset of both performers and then calculate the
difference between the consecutive onset. In this way, using MATLAB, it is
possible to compute the IOI of the joint action.

Looking at the scores used in this experiment, it can be noticed that merging
together the two music sheets (“Just” and “Beat”), as it results from the joint
action in the performances, the time intervals between two consecutive notes can
be of 3 different durations.

There are only 3 different intervals length that, according to the score, should
appear in the performances and those are: half note, quarter note and eighth
note, as reported in Figure 4.4. Each one is called a duration class or better: an
inter-onset class. With the specifications given with the scores, the fastest note,
the eighth note, should be caught in each performance within the range from 200
ms to 400 ms. Then the second interval, the quarter note, should be performed
as the double of the eighth note, at around 600 ms and finally the half note at
around 900 ms.

We didn’t use any metronome to help the couples to align to the perfect tempi

and then to maintain it, because musicians had to be free to express themselves
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Figure 4.4: Here it’s easy to notice the 3 different IOI that appear during a performance
that respects the notes length of the scores. On the x-axis there is the sequence of
IOI all over the performance and on the y-axis their relative value, i.e. the duration
of each interval.

and to adjust the timing based on their interaction capabilities in a musical
ensemble. Fo this reason we have to create a classification mechanism that is
able to categorize each IOI emerged in a performance, assigning it to one of the 3
inter-onset classes, memorizing the development of each classes to finally predict
the future behaviour of each one of them such as reflecting the behaviour of the

human brain. For this purpose we exploited the Bayesian brain hypothesis.

4.3 BAYESIAN INFERENCE APPROACH

Bayesian inference is an important technique in mathematical statistics. In gen-
eral, (statistical) inference is the process of deducing properties about a popu-
lation or probability distribution from data. Bayesian inference is therefore the
process of deducing properties about a population or probability distribution
from data using Bayes’ theorem.

The key feature is that this method allows to update a probability for a hypoth-
esis as more evidence data becomes available.

Bayesian updating is widely used in a broad range of activities such as engineer-
ing, medicine, philosophy and it is computationally convenient, but it is not the

only updating rule that might be considered rational.
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Moreover, Bayesian probability matches particularly well the problem we are
facing in this study, because it interprets the probability as an expectation rep-
resenting a state of knowledge.

Bayesian inference derives the posterior probability as a consequence of a prior
probability and a likelihood function derived from new observed data. Therefore,
it requires to specify a prior probability, that is updated to a posterior probabil-
ity in light of new data (evidence).

Our goal is to update our knowledge of u, the expected value of an inter-onset
class, with a new IOI emerged from the performance; i.e., we wish to find p(u|X)
where X is the new 10I data. Using the general Bayes’ updating rule [51]:

p(p]X) oc p(X ) X p(p) (4.1)

where p(X|u) is the likelihood function for the current evidence data and p(u)
is the prior probability for the inter-onset class mean.
Assuming that the each class of IOI is Normally distributed with a mean of pu

and a variance of o2, then the likelihood function for X is:

X =] exp{ -2 (42)

Assuming also the prior distribution for each class of IOI as Normally distributed,

with mean M and standard deviation 7, the prior distribution results:

p(p) = . exp{—w} (4.3)

NoTe=] 277

Plugging the likelihood and prior into Bayes’ rule gives us:

7_120_2 exp{ _<M2;2M) + B 21;(0-1;1 - :U’) } (44)

As we will prove, the posterior can be re-expressed as a Normal distribution.

p(p]X) o

Since the terms outside the exponential are normalizing constants with respect

to p, we can drop them. We therefore focus on the exponential.
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Let’s re-write the terms inside the exponential:

L[p?—2uM + M? 3" a? — 2nzu+ nu?
) 2 + 2

(4.5)

T o

Any term that does not include p can be viewed as a proportionality constant,

can be factored out of the exponent and can be dropped (recall that et = e%?).
Therefore, we obtain:
1[{o?u? — 20%uM — 272nzu + m2np?
2 o?r? (4.6)
1[p?(nt? + 0?) — 2u(0*M + 7%nz)
2 o272 (47)
Then: (o MAmr?)
2 o +nt4x
1K =20 oy
_5 |: 02£2 ) :| (48)
(nT2+02)
2
o2 M4nr3z
1 (M B m)
_5 [ o272 (49)
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In other words, p|X is Normally distributed with mean:
o?M + ntz
TP ot (4.10)
and variance: )
o°T
T+ o (4.1
We can also re-written the mean in the following form:
1 n
M+ —2 % (4.12)
=tr  ato
and the variance can be re-written as:
g2, 2
T
T2"+ — (4.13)



This is an important result. We can notice two things. First, the variance of
p|X is smaller than the variance of the prior mean (72) and smaller than the
variance of the data mean (¢2/n). That is, combining the information from the
prior and the new data, gives us a more precise estimate than if we used either
information source by itself.

Second, the posterior mean is a weighted average of the prior mean M and the
new data mean z. The weight on the prior mean is inversely proportional to the
variance of the prior mean (1/72), and the weight on the data mean is inversely
proportional to the variance of the data mean (n/c?).

Therefore, the amount of weight on prior and likelihood depends on the relative
uncertainty between the two distributions. This concept is represented graphi-
cally in the Figure 4.5.

Three Normal distribution are shown: blue represents the prior distribution, gold
the likelihood and pink the posterior. In the left graph in the figure, you can see
that the prior (blue) is much less spread out than the likelihood (gold). Therefore
the posterior resembles the prior much more that the likelihood. The opposite

is true in the graph on the right.
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Figure 4.5: Bayesian inference for Normal distribution. In blue is represented the prior,
gold is the likelihood and pink is the posterior. The variance of prior and likelihood
assume the role of weight to generate the posterior [52].

If the prior mean is very precise relative to the data mean, then we should
weight it highly. Alternatively, if the data mean is more precise, then it should
be assigned a bigger weight.

We have shown the Bayesian update of a prior normal distribution with new

sample information [51].
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Involving Gaussian distributions makes the maths a lot easier and when applied
to Bayesian inference it requires computing the product of the two Normal dis-
tributions.

Even without doing the maths, we knew that the posterior would be a Gaussian
distribution. This is because Gaussian distribution has a particular property
that makes it easy to work with. Gaussian family is conjugate to itself with
respect to a Gaussian likelihood function. This means that whether we multiply
a Gaussian prior distribution with a Gaussian likelihood function, we will get
a Gaussian posterior function. The fact that the posterior and prior are both
from the same distribution family (they are both Gaussians) means that they
are called conjugate distributions and the prior distribution is called conjugate
prior for the likelihood function [52].

There are many other inference situations in which priors and likelihoods are
chosen such that the distributions are conjugate because it makes maths easier.
For example, in data science in Latent Dirichlet Allocation (LDA), that is an
unsupervised learning algorithm for finding topics in several text documents.
The advantage for using Bayesian framework is that it allows to update your
beliefs iteratively in real-time as new data comes in. In this case it works as
follows: we have a prior belief about the mean value of an IOI class and then
we receive some new data from a performance. We can update the belief by
calculating the posterior distribution like we did above. Afterwards, we get even
more data comes in. So the posterior becomes the new prior. We can update
the new prior with the likelihood derived from the new data and again we get
a new posterior. It’s a cycle that can continue indefinitely, updating the prior

every time new data comes in.

4.3.1 DEFINING PRIOR DISTRIBUTIONS

As we have said, there are 3 parameters that we want to estimate during a perfor-
mance. These are the 3 types of IOI that we can find in a performance according
with the score used.

Since in this experiment, musicians weren’t using a metronome, but they just

received suggestions about tempi, we have firstly to detect which are the 3 in-

50



tervals length in which they are singing.

For these reasons, instead of just using the fixed intervals that emerged from the
score as prior beliefs, we based the prior exploiting the first 15 seconds of each
performance. In this way we take into account all the IOI that are part of the
first part of a song to define the prior distributions for each of the 3 inter-onset
classes.

I I
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

Figure 4.6: Histogram of the IOI in the first 15 seconds in trial 4 of couple 4. X-axis
is the length of IOI and y-axis is the number of IOI having a certain value. The 3
inter-onset classes are not well separated. Index of bad performers.

As we can see in Figure 4.6, determining which are the 3 main intervals played

in the first 15 seconds, could be difficult to understand it from the IOI’s his-
togram, especially when performers don’t clearly respect the intervals between
the notes. However, since we knew in advance that we wanted to divide the data
in 3 categories, we employed the k-means clustering algorithm.
The first values for the centroids are taken near the median of the IOI, knowing
that based on the score, the IOI in the first 15 seconds should have the same
number of 101 belonging to class 1 (the shortest interval) and class 3 (the longest
interval), and half of them should be of class 2.

This algorithm showed to perform well also in case of bad performers, in which
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there was not a clear separation between different 101 classes.

Since k-means clustering could not converge we assure that after a maximum
fixed number of iterations it stops, giving an approximate information about the
3 classes.

In Figure 4.7 is shown the plot of the 3 clusters founded by the k-means algo-

rithm, given the initial 15 seconds of a trial.

k-means

Figure 4.7: Clusters obtained from the data in the first 15 seconds in trial 1 of couple
11. Blue line, red line and yellow line highlight the clusters centroids. X-axis is just
the sequence of 101 encountered and the y-axis is the length of the IOI.

Now that we have found the center of each cluster (or IOI class), we can use
the centroid of each class to estimate the duration of the next 10l of its specific
class. Then, around the 3 expected values we can know build the prior distribu-

tion. In other words, we have built the priors beliefs.

4.3.2 SEQUENTIAL BAYESIAN UPDATING

Now that we have a prior distribution for each class we can adjust the expectation

of each one of them along the performance. Since performers are human being,

52



there will be little changes of the intervals if they are good to maintain regularity
of the timing, indeed, we will discover big gap between the expectation values
of each class and the next IOI interval, in the case musicians are not able to
maintain timing regularity.

The first thing that we do when we analyse a new 101 (after the first 15 seconds),
is to classify it into one of the three classes. To do this we just assign it to the

nearest expectation value of the 3 classes.

New 101
I 1
1 : 2 : 3
I |
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Figure 4.8: Classification of a new IOI into one of the three possible classes. In this
case, the new IOl is assigned to class 2 because it has the nearest local IOI mean.

At this point, the likelihood function for the chosen class can be computed. It
reflects the new evidence data contained in a short (shifting) 5 seconds window.
Based on the performed IOI data in the buffer, we calculate an evidence-based
IOI (using expectation-maximalization).

Then the posterior distribution, as we have shown before, can be computed mul-
tiplying the prior and the likelihood obtaining another Gaussian distribution, as
shown in Figure 4.9.

This cycle is repeated for every new performed IOI. It’s important to remember
that the 3 classes are always independent, this means that each one of them
maintains its own prior distribution that is updated whenever a new performed
IOl is classified within that class and so it is included in its buffer (5 seconds
length) that contains the data to compute the relative likelihood function.

We decided to maintain a buffer of 5 seconds, instead of, for example, including
a fixed number of performed IOI, to have a smooth adjustment of the IOI ex-
pectation over the performance, that reflects the behaviour of the most recent
performed IOI of each class.

At every cycle, one prior distribution of a selected class is updated with the like-
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lihood to get the posterior, that will become early the prior of the next cycle.

This mechanism continue until the last IOI performed.
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Figure 4.9: In blue is represented the prior distribution, in gold is represented the
likelihood function computed with the new IOl data encountered in the last 5 seconds
(represented by the gold balls on the x-axis) belonging to a specific class. Multiplying
these 2 distributions we obtain the posterior distribution (pink line) [52].

Therefore, at each interaction there are 3 maximum a posteriori probability
(MAP) estimates, that are represented by the mean (or mode) of the 3 posterior
distributions. We assume that these local means 101 works as a predictors for
generating (through joint action) a new 101 of each class.

This innovative mechanism based on Bayesian updating can be considered as
the mathematical expression of the predictive coding theory which assumes that
performers, in order to regulate the dynamics, constantly adjust their predictions
about the joint timing.

Therefore, running the bayesian updating method through an entire performance,
allows us to obtain the progression of the MAP estimate for each one of the 3
IOT classes, as can be seen in Figure 4.10. In this way it is noticeable the
behaviour of means values of the posterior distributions along the performance,
as we have shown before, the shifting in time are due to the new IOI that adjust
the predictions over time.

As you can notice from Figure 4.10, with this representation is possible also to

o4



recognize some repetitive behaviour. For example, for the couple five in trial
one which is the performance take into account in the Figure 4.10, we can see
that the class one (shortest interval) shows a progression that repeats over the
same segments. In this case, we can easily see the trend to increase the duration
of the first IOI class during A segment, indeed, performers usually decrease the

duration of it during the B segment.
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Figure 4.10: X-axis represents the seconds, vertical lines split A and B segments of the
score. Y-axis represents the length of the intervals. The 3 levels at different intervals
length represent in blue the behaviour of the first class, in red the second class and in
yellow the third class of intervals. The black bold lines in the middle of each of the 3
classes are the MAP estimates of each category.

Moreover, the areas colored in yellow, red and blue are the areas that separate
the prediction values from the evidence IOI. When a new IOI is analysed, it is
not only used to update the inter-onset class predictor of its own class but we can
also compute the distance (in milliseconds) with the previous estimated value.
Thus, the time difference of the new IOl compared with the local IOl mean is

then defined as a prediction-error.
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A graphical representation is reported in Figure 4.11.

Prediction error
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Figure 4.11: The time difference between the MAP estimate (mean of the prior distri-
bution) and a new IOI is called prediction-error [53]. Using this new evidence we can
compute the likelihood to update the prior distribution and get the posterior which
mean value is the new estimate duration for future IOL.

Given our innovative dynamic framework, based on the predictive coding the-
ory, we want to compute some objective measures that can reflect the quality
of a performance. For this reason, exploiting the new prediction method, we

considered 3 different types of prediction-errors, related to:
e Fluctuation error: micro-timing prediction-errors.
o Narration error: meso-timing prediction-errors.

o Collapse error: macro-timing prediction-errors.

4.4 FLUCTUATION ERROR

Fluctuation errors are the micro-timing predictions-errors, this means that the
time difference between the predicted 101 and the successive actual value is very
closed. In particular, an error is classified as fluctuation error when the 101 devi-
ate from its expected class value of at maximum two times the standard deviation
of the prior distribution (20), generally in the order of tens of milliseconds.

These fluctuations can be caused by different sources such as micro-corrections
due to small mistakes, or even small onset measurement errors due to the anal-

ysis. However, fluctuations can be considered necessary in order to maintain a
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performance state, even of high quality.
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Figure 4.12: The 3 horizontal lines are the progression of the MAP estimates for each
class and at correspondence of the new IOI, the vertical lines represent the fluctuation
errors. X-axis represents the duration of the performance in seconds and y-axis repre-
sents the length of the intervals in seconds. The long black vertical lines, split A and
B segments of the performance.

In Figure 4.12 you can see all the fluctuation errors found over a performance
and the relative distance from the expected values. You can observe also how the
prediction value of each IOI class adapt at every new IOl evidence. As expected,
in case a new IOl is longer than its predicted value, than the MAP estimate will
increase its value, the opposite if a new 1Ol is shorter than the value predicted.
Storing all the fluctuation errors that we encounter in a performance, allows
us to compute the final Root Mean Square Error (RMSE) for each IOI class,
where low fluctuation values are considerate sign of good interaction, because
they mean regularity over the performance, on the other hand, high fluctuation
values indicates that, at least analysing micro-timing, musicians didn’t maintain
constant notes intervals.

In Figure 4.13 is plotted the sequence of fluctuation errors that are computed
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over 120 seconds of a performance, with different colours to differentiate the
classes and at the bottom are also reported the final RMSE values for each 101

class.
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Figure 4.13: X-axis represents the seconds of the performance, instead y-axis is the
fluctuation error in seconds. This is the entire sequence of micro-errors found in the
trial 2 of couple 11. Fluctuation errors of class 1 are drawn in blue, class 2 in red and
class 3 in yellow. The bottom plot reports the absolute value of the errors. Finally
you can see the actual RMSE values computed for each IOI class and also the total
error calculated combining all the errors of the 3 classes.

Since we have the singing part of each individual and then the parts of the
subjects in the same couple are merged together to analyse the joint action, we
are able to compare the fluctuation errors of each single musician of the ensem-
ble.

Furthermore, thanks to manual annotations about the starting and ending points
of A and B segments of each trial, it is also possible to compute the fluctuation
errors for just a specific part of a performance.

Probably the most useful parameter that we can extract from the overall fluctu-
ation errors in each single performance is the total RMSE fluctuation error. It

summarize in a single value, the regularity of the musicians during the interac-
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tion. It is computed as the RMSE of all the fluctuation errors belonging to all
the 3 classes. With it, we can now draw up the raking list of the couples, starting
from the couple with the lowest combine fluctuation error until the couple with
the highest value. The ranking list is reported in Figure 4.14 with respect to the

mean RMSE fluctuation error obtained from the 8 trials of every couple.
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Figure 4.14: Couples’ ranking list based on the mean RMSE fluctuation error computed
over the 8 trials. Here it is reported the total fluctuation error of each single trial
and each couple is also subdivided in two columns: trials performed with movement
condition and without.

We can obtain a couples’ ranking list also based on the previous subjective
measures that we have taken. Respectively the annotation and the agency self-
assessments. In Figure 4.15 is shown the ranking list based on annotation values
of the couples, starting with the pair with the highest mean evaluation, over the
8 trials, until the couples with lowest mean annotation values.

Then in Figure 4.16 there is the ranking of the couples based on the agency

values, again computing the mean over the 8 trials of every pair of musicians.
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Figure 4.15: Ranking of the couples based on the mean Annotation values computed
over the 8 trials. Y-axis is the scale used for the annotation measure that goes from
0 to 120. Starting from the left we find the best couples, for the annotation measure,
going towards the right side of the plot where there are the worse couples.

Figure 4.16: Ranking list based on the mean agency values computed over the 8 trials.
Y-axis represents the different level of agency, from 0 to 6. Starting from the left
towards the right side of the plot we find the couples with a decreasing agency value,
this means from the best until the worse couples.
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Now we have 2 subjective measures, annotation and agency, that we can com-
pare with the first objective measure, the fluctuation error.

Since annotation and agency are considered two different measures of the qual-
ity of a musical performance, we are interested to understand, whether and how
much correlated these measures are with the fluctuation error, that is, the ob-
jective measure computed exploiting the innovative approach based on Bayesian
probability.

Our aim is to find whether there is significant relationship between low value
of fluctuation error and high values of annotation or agency, that characterize
good performances and also whether high fluctuation error corresponds to low
annotation and agency values.

For these reasons, we computed Kendal’s rank correlation coefficient. It is a
statistical measure for calculating the degree of similarity between two rankings,
and can be used to assess the significance of the relation between them.
Computing the Kendal’s correlation in MATLAB, we got 2 outputs: RHO and
P-value. RHO is the correlation coefficient that goes from -1 to 1 and P-value
test the hypothesis of no correlation against the alternative non-zero correlation.
If P-value is smaller than 0.05, then the correlation value RHO is considered
significantly different from zero, this mean that it is found a certain degree of
correlation between the measures analysed.

As you can see in Figure 4.17, the correlation test between fluctuation error and
annotation found significative correlation, P-value under 0.05 that means ac-
cepting the hypothesis of correlation and with a RHO value of 0.37, both for the
movement and non-movement condition. This confirm the relationship between
our first objective measure and the subjective measure.

To compute the correlation are taken into account all the trials of every recorded
couple.

Further analysis shows us also more details about the correlation within these
measures.

Splitting the couples in two groups, on one side the best couples and on the other
side the worse couples, based on their value of the fluctuation error measure, we
found the following results. Computing the correlation analysis, within anno-
tation and fluctuation error belonging to good performers we found significant

correlation (P-value equal to zero) and RHO equal to -0.35, but within bad per-
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formers’ fluctuation error and annotation we got a P-value of 0.7, much higher
than 0.05, led us to accept the hypothesis of no correlation.

The last result suggests that the fluctuation error is significantly correlated to the
annotation measure in case the performers are good to maintain timing regular-
ity but in case of bad musicians it does not reflect well the qualitative evaluation

of a performance.
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Figure 4.17: Scatter plot of the trials where in x-axis there is the value for the fluc-
tuation error and on y-axis there is the average annotation score. Blue circles mark
performances with non-movement condition, while red circles mark the movement con-
dition performances.

The difference that emerged between good performers and bad performers can
be caused by the level of details that the fluctuation error is capable to capture.
Since it is a really fine measure, in the order of tens of milliseconds, this seems
to characterize well the good couples but bed performers could be characterized
better by other parameters.

The second correlation analysis that we have done is between agency and fluc-
tuation error. The scatterplot is reported in Figure 4.18.

Overall it shows a significant correlation within the measures, but with lower
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RHO value compare to the previous correlation analysis. Indeed, no correlation
is found whether movement and non-movement conditions are analysed sepa-
rately, with a P-value greater than 0.05. Agency correlations analysis reported
always lower correlation values respect the correlation analysis for the annotation

measure.
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Figure 4.18: Scatter plot of the trials, where x-axis represents the fluctuation error and
y-axis is the agency value. Red circles mean movement performances and blue circles
non-movement performances.

Moreover, computing the correlation with the couples divided in two groups
like before: good performers and bad performers, the result reflect what we have
found also for annotation values. This means that also agency measure seems to
be well correlated with the fluctuation error values belonging to good performers
(P-value equal to 0.009 and RHO of 0.24) but it shows no significant correlation
with bad performers (P-value equal to 0.423 and RHO of 0.09).

Summarizing, the fluctuation error is the first objective measure that we can
extract from the predictive dynamic framework we have built. It can captures
the micro-timing prediction-errors. It takes into account only the IOI that are

really closed to the means inter-onset classes, less than 20 of distance from the
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means. We know that fluctuation errors can’t be the single parameter able to
perfectly reflect the quality of a performance, but it can give us an evaluation of
the performers precision, in the orders of tens of milliseconds, to keep the 101
constant over time.

As a first test, we have taken the annotation and agency values made by the
performers,; as 2 different measures of quality of each performance. These were
the data we had already collected so they were just ready to use for our analy-
sis. Further tests, could use quality evaluation data taken by third subjects that
might assess multiple performances based on some particular quality aspects,
like annotation and agency used in our experiment or even based on new ideas.
Overall, we have found that the objective measure that we have built, the fluc-
tuation error, shows significant high correlation values with annotation measure
and slightly lower but still significant correlation values also with the other sub-
jective measure, agency.

This is the proof that fluctuation error can be used as a reliable measure to
evaluate the quality of a performance and in this case we have proven that it is
connected with the values of annotation and agency.

Moreover, in both cases, this error representation seems to correlate better with
good performers than bad performers. The results shows that fluctuation errors
it’s a reliable objective measure to evaluate the timing regularity and it is par-
ticularly significant in case of overall good performers.

It’s important also to notice that the values given by the performers about
agency, should be taken evaluating only the best moments of the each perfor-
mance, so it is not an evaluation of the overall performance.

Finally, we suggest that bad performers could be characterize better taking into
account other measures of errors. Since fluctuation errors are collected only when
small errors happen, we thought that we could also take into account, in another
separate parameter, the big errors of performers with respect to the predicted
inter-onset means. For this reason now we will explore the collapse error, the

second objective measure.
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4.5 COLLAPSE ERROR

Collapse errors are the macro-timing prediction-errors, this means that time
difference between the predicted IOI and the actual value is not so close.

They are catastrophic in the sense that they can break down the interaction,
although it was expected to continue. This also means that the dynamic systems’
state is not longer the same. An error is classified as collapse error whenever the
time difference between a new IOI and its expected value is longer than two
times the standard deviation of the prior distribution of its class, generally in
the order of hundreds of milliseconds.

An explicative image is reported in Figure 4.19.

Prior probability distribution
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Figure 4.19: Collapse error is defined as the time difference between the predicted
mean of the prior distribution and the IOI, in the case that distance is greater than
20, where o is the standard deviation of the probability distribution.

These are bigger errors respect the fluctuation errors, and can be more easily
detected also by a human being listening a performance.
They can be caused by mistakes or could be also interprets like a misclassification,
this means that an IOl is so far from it’s expected mean class that is recognized
belonging to an adjacent class.
Collapse errors do not influence the update of the prior probabilities, that are

influenced only by micro-errors.
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Since there could be also pauses during the performances or very long 101 caused
by mistakes, just like the manual annotations done to mark A and B segments
along the sequence of I0I, it has been marked also the moments where the
interaction broken, in order to exclude these moments from the analysis.

Unlike fluctuation errors, there could be trial that don’t have any collapse error,
if the performers kept constant 1OI.

As we have done before, the total collapse errors founded in a trial are merged
calculating the RMSE and obtaining in this way one single value for every trial.
Then, we are interested to find if this second objective measure that we have
computed, is correlated with the subjective measures annotation and agency. So,

like we did before, we computed Keller’s correlation test for both the measures.
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Figure 4.20: Scatter plot of the trials, where x-axis represents the collapse error and
y-axis is the annotation value. Red circles mean movement performances and blue
circles non-movement performances.

The correlation test with annotation is shown in Figure 4.20 and, unlike the

fluctuation error, results no significant correlation.
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Even considering movement condition and non-movement condition separately,
the test suggests still no significant correlation. All the values of the test are
reported in Figure 4.20.

As we did before, we computed also the correlation splitting the couples in 2
group separately, good performers and bad performers, but still P-values are re-
spectively 0.130 and 0.867, a lot over the threshold for considering the hypothesis
of correlation.

This results show that collapse error are not reflecting the annotation measure.
The second step is to test the correlation with the other subjective measure,

agency. Results are reported in Figure 4.21.
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Figure 4.21: Scatter plot of the trials, where x-axis represents the collapse error and
y-axis is the agency value. Red circles mean movement performances and blue circles
non-movement performances.

Again, collapse errors doesn’t show significant correlation even compared with
agency measures, P-values are always way beyond the threshold.

Whether we try to repeat the test only with good performers or bad performers,
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the results don’t change, reporting P-values of respectively 0.956 and 0.547, still
no significant correlation.

This second objective measure that we have computed, didn’t show any signifi-
cant correlation in all the tests performed.

The method with which it is computed is the same used for fluctuation errors,
the only difference is that collapse errors are not taken into account to update
the prior because they should appear rarely and they could cause quick changes
of the predicted intervals.

The results suggest that measuring only the bigger errors of performers is not
enough to establish a measure of quality of an entire performance. This is the
results we got using as comparison the ranks of annotation and agency.

We suggest that collapse errors, could be considered such as a further informa-
tion to supplement other measures, to have a better overall understanding of the
total errors of a performance, but it can’t be used as the only parameter to rely

and from which extracting an overall evaluation of a musical performance.

4.6 NARRATION ERROR

Narration errors are the meso-timing prediction-errors. Up to now, we only have
been looking at the length of the IOI and how much the performers maintained
the three inter-onset classes as much as constant over the performance, com-
pletely ignoring the melody.

For these reason, we want also to take into account the narrative, that is defined
by sequences of notes duration.

An error is detected when a predefined sequence is interrupted by the omission
of a note or an IOl is so far from the expected duration that is recognized as 101
of another class, breaking the correct execution of a sequence.

Since for this case study, the score is characterized by two main short sequences
of notes, one over the A part and the other over the B part, we want to anal-
yse whether the performers are repeatedly singing two sequences of notes as
requested by the score.

In particular, according to the score used in this experiment, the class intervals

sequences that should emerge from the interaction are the following:

o Repeated sequence over A part: 2-1-2-3
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o Repeated sequence over B part: 1-1-1-1-1-1-1-2-1-2-1-3

Where 1-2-3 are the possible inter-onset classes that we have defined. During
the execution of the A part, its sequence is repeated 8 times in row, while during
B part the second sequence is repeated 4 consecutive times.

The correct sequence, according to the score can be seen from the fluctuation
errors in Figure 4.22, where we can see that the IOl are correctly classified in
the expected classes according with the given score.

With this third objective parameter, based on narration, we want to measure
how much the musicians are able to repeat the same sequences of IOl over a
performance.

In order to easily adapt the script to any other score and make the analysis
more flexible, we decided not to use the fixed IOI sequences imposed by the
score adopted in this experiment, but recognizing the sequences that musicians
are singing in a performance and looking at how many correct repetitions of the

same sequences there are in the performance.

Figure 4.22: Here you can see the classification of the IOI, marked with different
colours for each class. Blue line in case of class 1 (shortest interval), red line in case of
second class (middle interval) and yellow line for the third class (longest interval). In
this plot, the sequences of the IOI that emerged from the interaction correspond with
the ones expected from the score.

For this purpose, is needed to find the 2 smallest sequences that are repeated
during each trial.
First of all, the sequence of IOl that composes a performance, is converted in
a sequence of numbers, where each number corresponds to the class of an 1OI.

Then, for searching the most repetitive pattern we set some handy boundaries,
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such as, minimum length of a pattern is 4 IOl and maximum length is half of
the total IOI of a performance.

The searching algorithm accepts a pattern when the following conditions are
founded: the exact sequence of a pattern has to be repeated at least 2 times
in row and it has to cover at least the 30% of the total amount of IOl in a
performance.

With these conditions, we were able to find the two most repetitive pattern of
each trial.

After the pattern detection phase, we just had to check how much of an entire
performance was covered by the two most common pattern.

At the end, foreach trial, we obtained a single value indicating the percentage
of the performance in which the musicians correctly repeated the pattern found
in the previous phase, that, in order to be more flexible, could be completely
different from the ones established by the score used in this experiment.
Moreover, we can now test the correlation with the other subjective measures:
annotation and agency. The results of the test with annotation measures are

shown in Figure 4.23.
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Figure 4.23: Scatter plot of the trials, where x-axis is the percentage of the performance
correctly covered by the two most repetitive pattern, it can goes from 0% to 100%,
and on y-axis are reported the annotation values from 0 up to 120.
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Keller’s correlation test accepted the correlation hypothesis (P-value equal to
0) with a correlation value RHO equal to 0.41, even in case the data were split
in movement and non-movement conditions the test showed the same correlation
results. We ran the test also splitting the couples in good performers and bad
performers, obtaining in both cases significative correlation with narration error
with values of RHO equal to 0.25 in case good performers and RHO equal to
0.28 for the bad performers.

Then, we ran the correlation test with agency, results are shown in Figure 4.24.
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Figure 4.24: Scatter plot of the trials, where x-axis is the percentage of the performance
correctly covered by the two most repetitive pattern, it can goes from 0% to 100%,
and y-axis represents the agency values from 0 to 6.

Also the correlation test with agency shows significant correlation with a RHO
value of 0.15. Narration error is still significantly correlated to agency consid-
ering no movement condition performances, but this time the test reports no
significant correlation for the movement condition.

Whether we run the test for the good performers and bad performers separately,

it shows significant correlation in both cases, with RHO of 0.28 for the good
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performers and 0.24 in case of bad performers.

In this way we have built the third objective measure and, as we have done for
the fluctuation error and collapse error, we can build the couples’ ranking list
based on the narration errors made by the couples in the 8 performances.
Narration error comes from the classification of each IOl in a specific class, based
on the Bayesian regression, and then, after the pattern detection phase, it is cal-
culated as the percentage of the total performance correctly covered by its most
repeated pattern.

Respect to annotation measure, the narration error reached the maximum cor-
relation degree compared to fluctuation error and collapse error, so it is the
parameter that we can compute objectively that better reflects the quality of a
performance like a manual annotation could do.

This parameter is not taking into account how much the IOl are far from the
predicted values, but it is just checking whether the sequences of 101 classified
over the performance (thanks to the innovative Bayesian method) are creating
always the same pattern over the song.

The only test that showed no significant correlation is between narration error
and agency in case of movement condition. This is in contrast with the results
obtained with the annotation in case of movement, from which emerged high
correlation. This suggests that correct execution of the narrative of a song could
be present also in case of not high level of agency between the performers, that
based on the result obtained for the fluctuation error, instead, can be considered
necessary to perform high precision in terms of micro-timing errors.

In this experiment narration error has shown the highest values of correlation
with both annotation and agency measures, therefore it is the best objective
measure that we built that reflects the values of such measures. Moreover, from
the results we can extract that this third objective parameter can be related to
a human being point of view about the quality of a performance, because it has

high correlation values in almost all the test computed.
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4.7 MOVING VS NON-MOVING CONDITIONS

Since half of the trials are recorded in moving condition and the other half in
non-moving condition, we can observe whether movement significantly influences
changes of the 3 objective parameters that we have computed.

For this reason we computed the boxplot for each condition and then we com-
pared the two boxplot with the signrank function (Wilcoxon signed rank test)
in MATLAB that returns the p-value of a paired, two-sided test for the null
hypothesis that difference between two paired samples comes from a distribution

with zero median.

Onset prediction error boxplots
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Figure 4.25: Boxplot comparison between movement and non-movement conditions for
the fluctuation error computed for all the trials. X-axis is divided on the two conditions
and y-axis represents the RMSE values for the fluctuation error.

Figure 4.25 shows the result of the Wilcoxon signed rank test that reports, at
the default 5% significance level, a p-value of 0.003 that indicates that the test
rejects the null hypothesis of zero median between pair samples.

This result suggests that the movement of the performers influences positively
the fluctuation error, showing lower fluctuation errors in movement condition

against higher errors when performers are not moving.
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We are now interested to do the exact same test also for the narration and
collapse errors.

Narrative error boxplots
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Figure 4.26: Boxplot comparison between movement and non-movement conditions for
the narration error computed for all the trials. X-axis is divided on the two conditions
and y-axis represents the narration error.

Figure 4.26 reports the boxplot for movement and non-movement conditions
relative to the narration error and the result of the Wilcoxon signed rank test
shows a p-value of 0.72, over the threshold of 0.05. The result reports that there
is no significant difference between the two conditions.

The same result is obtained computing the test considering collapse error. In
this last case the p-value is equal to 1, that means no significant improvement
in movement condition also for the collapse error.

Therefore, we can summarize that the movement is not helping performers to
reduce narration errors and also collapse errors, because we didn’t find signi-
ficative difference between narration errors in movement condition compared to
non-movement condition. For the collapse error we got the exact same result,
again no significant difference, or improvement, when performers were singing in

the movement condition respect non-movement condition.
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Indeed, we found significative difference between movement condition and non-
movement condition in the fluctuation errors. The Wilcoxon signed rank test
reported that the boxplots of the two different conditions are significantly dif-
ferent. Therefore, we can say that moving while singing can help performers,
probably in subconscious way, to maintain a more precise rhythm, i.e. constant
duration of the IOI performed.

Since all the performances are assigned to one condition (moving or non-moving)
just relying on the instruction given to the performers, further analysis could
check if performers were actually moving and not moving in the assigned condi-
tions. For example, there could be some performances of non-moving conditions
in which the body movements of musicians are significant. With this other check

we could exclude performances that were not executed as requested.

4.8 LEARNING EFFECT

We are interested to discover whether the repetitions of 8 times the same trial,
have significant effects that we can notice in the objective parameters studied.
To test the learning effect over the 8 trials we used an approach similar to the
one employed to compare the movement versus non-movement condition.

If we look at the development of the fluctuation errors over the 8 trials, we can
see that there is not a clear behaviour shared by the different couples. In the
plot reported in Figure 4.27 you can see the development over the 8 trials of the
fluctuation errors, for all the couples. Sometimes there is an improvement over
the trials of the fluctuation error, but is not an evident trend.

To test whether there is a significant improvement of the performances over the 8
trials we decided to compare the values (for the 3 parameters created: fluctuation
error, collapse error and narration error) of the first trial versus the results that
musicians obtained in the last trial.

As can be seen in Figure 4.28 we computed the boxplots of the trials for all the
couples, taking into account the total fluctuation error of each trial and grouping
by the number of the trial for the entire recording session.

From the plot it is easily noticeable that the boxplots are really close to each

other.
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Figure 4.27: Developments of the fluctuation error over the 8 trials, for all the couples.
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To verify whether there is a significant improvement over the trials, we calcu-
lated the Wilcoxon signed rank test between the first bloxplot (of trial 1) and
the last one (of trial 8).

Figure 4.28 report a p-val (from the signrank function computed) equal to 0.33
that means no significant difference between the performances analysed. This
means that there is not a significant fluctuation error improvement between the
first trial and the last one.

We have repeated the exact same test also for the collapse error and the narra-
tion error. The first reported a p-val of 0.742 and the latter a p-val of 0.808. Still
we didn’t find any significant improvement between the first and the last trial.
Therefore, the hypothesis of having a learning effect over the 8 trials of the ex-
periment, is rejected. In this experiment there is not an evident learning effect.
The reasons could be that the trials may not be enough to notice such effect and
people struggle to improve with this genre of music that could sound unfamiliar
for many of them. It’s important to notice that the trials were recorded all in
the same hour without individual rehearse between them, it was a demanding
challenge for the musicians so probably in order to notice evident learning effect

is needed more time for individual and ensemble rehearse.

4.9 LEADER-FOLLOWER INTERACTION

Another challenge that we tried to face, was to recognize the leader-follower be-
haviour between two performers based on the errors values. In particular we
wanted to analyse the sequences of fluctuation error made by the two distinct
subjects, to find correlation information that can suggest a leader or follower
trend.

This analysis is based on the micro-timing error. As we have seen, fluctuation er-
ror has a good degree of correlation compared to subjective qualitative measures
but more important, for every IOI, it shows the error made by the performer.
It can be positive or negative with respect to the mean of the IOI class and
comparing it with the following errors of the other partner we want to find if the
behaviour of a musicians (her/his errors) influenced the errors of the partner.
As the literature reported in chapter two has shown us, this topic is usually

explored computing the cross-correlation between the time-series of the two dif-
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ferent subjects.

First of all, we can notice that the examined performance is divided in 2 differ-
ent segments: A part and B part. The first part is characterized by a reciprocal
interaction, this mean that the actions of the 2 subjects are always alternating.
Instead, B part, that is slightly longer and complex compared to A part, shows a
mutual interaction, in which the same subject sometimes has to sing two notes in
row. This can cause misalignment during the cross-correlation of two fluctuation
errors arrays that belong to each single performer. For this reason we decided
to merge errors, of an individuals, that appear consecutively and don’t have an
error of the other subject in between.

To better understand the results of this process, in Figure 4.29 you can see the
two sequences of errors of two participants before the compression and in Fig-

ure 4.30 the sequences of errors after the compression.
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Figure 4.29: Here are represented the sequences of errors of two performers, one subject
in red and the other in blue. Every error has the same width along the x-axis, instead
the y-axis represents the fluctuation error in seconds. We can notice that there are
consecutive errors both for the red subject and for the other one.
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Figure 4.30: Here we have the same sequences of errors of Figure 4.29 but consecutive
errors belonging to the same subject are merged together, in order that the width is
the same for all the errors and the hight is the mean of the merged errors.

The compression of consecutive errors allows to execute a cross-correlation

function with an exact match between the errors of two performers.
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The changes that we made at the sequences of errors reflect our idea to test how
much an error of a subject influenced the error of the other subject that comes
later.

At this point we performed the cross-correlation test between the errors sequences
of each trials.

Since A part and B part are really different and we could find different leader-
follower behaviour in each one of them, we calculated the cross-correlation sepa-
rately. This means that the errors in all the A part of a trial were linked together
in a single sequence, the same happened for the B part.

Moreover, we analysed the output of the cross-correlation function for lag +1
and -1 only. In other words, the two sequences of errors are shifted of maximum
one position. In this way the error of a subject is compare with the error of the
other subject that comes before and after.

An example of the sequences used for the cross-correlation are reported in Fig-

ure 4.31 and a visual explanation of the output obtained is shown in Figure 4.32.

Figure 4.31: Here are represented the sequences of errors of two performers for A part,
they don’t require any compression, they are ready to compute the cross-correlation
function.

Correcting behavicur

LiET;Bﬂliﬂl_FﬁD;;lqu'jﬂﬂz

15 2 28
Min cormelation lags = 0,300, Min comelation value = -0,338024 10*

Figure 4.32: Calculating the cross-correlation between the sequences of errors shown
in Figure 4.31, we got a minimum value of -0.338 at lag -1.

The plot of Figure 4.32 shows that running the zcorr function in MATLAB,
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with the two arrays containing the sequences of fluctuation errors reported in
Figure 4.31, we obtained a negative value for the lag -1.

It is shown only the output at lag -1 because is the strongest cross-correlation
value between the two possible shifting. Indeed, we considered only the maxi-
mum of the absolute values obtained at lag -1 and +1. At lag 0 we have always a
cross-correlation value of zero because, as you can see in Figure 4.31, the errors
of the two subjects are naturally shifted of one position, as they appear during
the execution of a performance.

Moreover, we also compute the correlation test to make sure, with the value RHO
and P-val, that the output that we get from the cross-correlation is significative.
We stored only the cross-correlation values that resulted significant.

There are two parameters that we used to set the correcting or imitating be-
haviour to one of the performers. First, we looked at the cross-correlation value:
in case of negative output, such as the example in Figure 4.32, there is neg-
ative correlation between the errors and we can interprets such as correcting
behaviour, i.e. when one subject is producing longer notes, the other one shows
a correcting behaviour, this means, the partners is emitting shorter notes.

In case of positive cross-correlation, we interpret it as imitating behaviour. That
is, if one subject is making longer notes, also the other one is singing longer notes.
In other words, they are copying the errors of each other.

Then we ran the test for all the trials of every couple. In Figure 4.33 is plotted
the output of the cross-correlation for A and B part of the 8 trials of couple 5.
For each trials is shown the behaviour of the subjects in A and B parts. Is not
specified which subject of the couple has a certain behaviour, but we can under-
stand from the colour of the geometric shape, whether there is an imitating or
correcting behaviour. Moreover, we can notice that A and B part have always
different cross-correlation values and also sometimes show different behaviour on
the same trial. If we want a more general view, about the behaviour of both
musicians over the 8 trials, to understand which one of the two is showing an
imitating or correcting behaviour, we have summarized all this information in
the plot in Figure 4.34. For every couple it counts all the cross-correlation output
for A part and B part. Then, for each part it shows which was the musician that

had a certain behaviour in the majority of the trials.
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Figure 4.33: A and B parts are distinguished by circles and rhombus. Whether the
geometric shape is empty, means imitating behaviour, if it is filled, means correcting
behaviour. Y-axis reports the absolute value of the cross-correlation function.
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Figure 4.34: Cross-correlation results of each couple divided in A and B part. The
colour specify which subject has a more evident behaviour in the 8 trials. Instead the
geometric shape is empty whether there isn’t a specific behaviour of one subject that
is repeated more than 50% of the trials. X-axis represents all the recorded couples and
y-axis represents the average cross-correlation value calculated on the 8 trials.
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Averaging all the trials of each couple, emerged always a higher correcting be-
haviour compared to imitating behaviour. Indeed, the average cross-correlation
values (y-axis in Figure 4.34) calculated over the 8 trials, shows always negative
values, that we interpret as correcting behaviour, from one of the participants in
every couple.

The main result that we obtained can be summarized in Figure 4.35, where we
can see that the A part achieved always higher cross-correlation values compare
with B part, but in couple 4.

We were also interested to see whether a higher correcting behaviour could be the
cause of an improvement over some of the objective errors previously calculated,
but as you can see from Figure 4.35 there is not evident difference between the
cross-correlation values of the different couples, indeed the correcting behaviour
has not any significant correlation with any other measures previously computed.
Here we have described the approach that we used to compare the errors of two
performers. Based on the common used method of cross-correlation, we applied
it to the errors that musicians made. For this reason we have classified two pos-
sible conditions: imitating and correcting behaviour.

In case the cross-correlation highlighted a positive value, we treated it as an
imitating action, because it means that the errors of one of the two perform-
ers are following the behaviour of the errors made by the other musician, so in
this case we could have marked one subject as leader and the other as follower.
Instead, the majority of performances highlighted a negative value for the cross-
correlation function. We referred to this action as correcting behaviour, because
when the error of a performer is positive, the next error of the other musician
appears negative, so they are correcting each other.

The results show that averaging the output of every performance we got, for all
the couples, the predominance of negative cross-correlations values, this means
correcting behaviour. Moreover, results suggest that in the music parts where the
rhythm is simple to maintain, for musician with years of experience, we have a
more negative cross-correlation values respect more difficult parts. We interpret
more negative values for the cross-correlation functions as stronger correcting
behaviour. This means that it is more easy to have a correcting behaviour be-
tween performers over simpler parts of the performed song.

Overall, since we don’t have any imitating behaviour, in average over the perfor-
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mances, we can say that in this case study there is not an evident leader-follower

interaction.
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Figure 4.35: For each couple here it is shown the absolute value of the average cross-
correlation output and the variance, for A part and B part (across all the 8 trials).
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Real-time analysis and bio-feedback

system

This chapter describes a real application that we built, which exploits the infor-
mation that the analysis we have previously done can give us.

A possible implementation aims to help musicians, during the execution of a per-
formance, to maintain a regular rhythm. In the performance requested in this
experiment, constant rhythm means constant 101 with low fluctuation errors.
The idea from which this real-time analysis and bio-feedback system comes from,
is to use the 3 main objective measures we computed before: fluctuation error,
collapse error and narration error, to create an application that can be used by
performers in order to learn and to improve the execution of the correct notes
duration during a performance.

We think that the measures of quality that we have created could be useful
not only at the end of a performance to assess it but, whether they could be
computed in real-time, but they can be used to create an application that helps
musicians to improve the timing precision.

For these reasons there is the need of some sort of bio-feedback system, such
as different colored lights or even a sound system, that can provide a reward
when the subjects are performing well (according to the objective parameters)

and a penalty in case they are changing the timing and are not constant over
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the execution of the performance.

5.1 REAL-TIME ONSET DETECTION

First of all, since our experiment is based on the calculation of the notes dura-
tion, we need to detect the onset in real-time, while musicians are performing.
In signal processing, onset detection is an active research area and there are an-
nual competitions, for example the MIREX (Music Information Retrieval Eval-
uation eXchange) that holds annual meeting and features also an Audio Onset
Detection contest.

Since this field is well explored we decided to employ the Madmom audio sig-
nal processing library created in 2015. It is a library written in Python with
a strong focus on music information retrieval (MIR) tasks. It implements a lot
of functions that can be applied to audio signals, among which there are also
an offline and online onset detector. The onset detector program detects all the
onset in an audio file according to the algorithm described in [54] which reports
a method that incorporates a recurrent neural network that operates in real-time
with minimum delay.

Many onset detection methods have been proposed over the years. Traditional
methods usually incorporate only spectral and phase information of the signal
but top-performance algorithms employ machine learning techniques and use
probabilistic information. However, approaches like [55] use neural network and
in [56] a Hidden Markov model but they all have in common, that they work
only in offline mode because the peak-picking methods used, rely on future in-
formation to determine the location of an onset.

Only few algorithms have been designed specifically for online scenarios, for ex-
ample [57]. In real-time the aim is to minimize the delay between the occurrence
of the onset in the audio signal and its detection.

The method explained in [54] and implemented by the Madmom library is based
on a revised version of the onset detector algorithm that won 2 years the MIREX
onset detection contest, with some modifications in order to enable the system
to work in real-time scenarios. The algorithm is structured in three main pro-
cessing step: signal pre-processing, neural network onset prediction and peak

post-processing.
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Figure 5.1: Real-time onset detection system overview [54].

As input, the system takes a discretely sampled audio signal with a rate of
100 frames per second and transformed it to the frequency domain with three
parallel Short-Time Fourier Transforms (STFT) with different windows lengths
to capture both recent and also “older” information.

The data obtained is then fed into the recurrent neural network to detect the next
occurring onset in the audio stream. The network was trained as a classifier with
supervised learning and early stopping on a 75% portion of the total dataset that
consisted of 327 audio excerpts taken from different previous works. The data
set included annotations manually checked using spectrograms obtained with
different STFT lengths used together to capture the precise timing of an onset
without missing any one due to insufficient frequency resolution. The dataset
included a total of 28067 onset.

The output of the neural network is an onset activation function with values
in the range from 0 to 1. It represents the probability of an onset at a given
position.

Finally, simple post-processing is used to report the onsets instantaneously while
minimizing the number of false detections.

The main advantage of using a neural network, compared to simple signal-based
onset detection methods, is that its onset activation function has a very low noise
floor with high peaks only at the onset positions. In this way, can be applied a

very low threshold to detect the onsets as early as possible without risking many
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false detections. Moreover, there is the possibility to merge closed onset, such as
10 ms far from each other, as only one onset detected.

The online algorithm called OnsetDetectorLL (recall to Lucky Luke, the cow-
boy known to “shoot faster than his shadow”, because it is able to detect an
onset before a human can hear it) compared to its offline variant and also to all
the detection methods implemented in aubio (dedicated library for audio tasks),
showed excellent results [54]. It falls short off the performance the offline version
of the same algorithm but clearly outperforms other onset detection methods
based on spectral flux, complex domain, high frequency content and combina-
tions of them.

After having installed the Madmom package there are some executable programs,
such as OnsetDetectorLL, that can be ran in offline mode or online mode. To use
the offline mode it needs to specify the audio file to analyse and then it create a
CSV file with the timestamps of all the onset detected. Whereas, in the online
mode, it takes as input the audio signal that it is captured by the first channel of
the computer audio board and then, it dynamically update in real-time a CSV
file with all the onset detected.

In both cases it is possible to adjust the threshold for the peak-picking in order
to modulate the sensitivity of the onset detection.

In this way, while the onset detector script is capturing and writing the onset
timing on a dynamic file, it is possible to read all the new values from this file
through MATLAB and using the same methods explained in chapter four, we
can compute the three objective parameters (fluctuation, collapse and narration

errors) and update their values while performers are playing.

5.2 BIO-FEEDBACK SYSTEM

Our aim is to exploit the objective measures about quality and time precision,
while performers are playing, and give them useful information about timing.
Therefore, the system analyses the onset detected by the real-time onset detec-
tor program, it computes the IOl when a new onset is available and based on the
Bayesian approach explained in chapter four, it computes the fluctuation and
collapse errors while musicians are playing/singing.

In particular, since we want to inform musicians about how regular they are
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maintaining the timing, we decided to use different colored lights to advise per-
formers about their timing.

Since each subject is a component that creates the joint action, the error com-
puted for an onset is a useful information for the musicians that played that
specific notes. Therefore, we have to reserve as many bio-feedback sources as the
number of participants in the ensemble. For example, in this last experiment in
order to test the real-time bio-feedback system we used some RGB stage lights
of the ASIL.

The set of lights sources reserved for each performers give her/him information
about her /his timing. So, we can compute their errors and they can receive dif-
ferent information based on the colours of the lights.

The schema of colours used to advise about the type of error that they are com-

mitting is reported in Figure 5.2.

u—20 7 H+20

Figure 5.2: Probability distribution of a certain inter-onset class. Based on how far
will be the next I0I from the expected value (mean p and standard deviation o), the
lights will switch to the colour of the assigned area.

As can be easily seen in Figure 5.2 we have defined four different colours that
report four different information. Green light is associated to a regular performed
IOI. This means that the IOI is closed to the expected duration of its class. Red
light is associated to an IOI that is faster (shorter duration) respect to the
expected value. The threshold that defines how far an IOI has to appear to be
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considered as anticipatory, can be decided based on the kind of application that
we want to build. In the experiment conducted in this study, we can consider
the thresholds as y£ 0. On the other side, blue light is associated to an IOI that
is slower (longer duration) respect to the predicted value.

Finally, in case the error is bigger than 20 respect the expected value, what we
have previously called collapse error, a black out of the lights reveals the bad
execution of the performance.

This is the schema we have used in order to inform in real-time the performers
about their timing. The colour of the lights reflect the value of the fluctuation
error and in case of black out they report the presence of a collapse error.
Moreover, the system provided also a reward for the participants in case both
of them were maintaining a correct execution of the interval durations for a
certain amount of time. Concretely was created a game of coloured lights that
started when performers reached a pre-fixed number of consecutive 101 with low

fluctuation error, i.e. 101 that fall inside the green region of Figure 5.2.

5.3 REAL-TIME FRAMEWORK

The entire framework represents one possible real application that can benefit
from this study. The final test aims to employ the new objective qualitative
measures, described in chapter four, and thanks to the real-time onset detector
and the bio-feedback system, it aims to improve the learning process, to help
performers keeping the correct duration of the notes during a musical perfor-
mance. Finally, the computed measures such as fluctuation error, collapse error,
and narration error could also be used as reference to asses the quality of the
performance. As we have seen from the results at the end of chapter four, the
most reliable parameters that best reflect the quality of a performance are the
narration error and the fluctuation error.

We tried to implement this framework in which we have multiple performers
singing/playing together monitored in real-time, with the lights that change
based on the errors of each performers and with the final computation of the

overall quality of the performance.
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5.3.1 SETUP

This new application was tested and executed in the ASIL. We tested the frame-
work with an ensemble formed by even more performers than before, involving
a total of three musicians. They were positioned at the center of the laboratory,
in order that they could see each other but more important they had a set of
three or four RGB LED lights dedicated to each one of them, as a help for them
to adjust the timing in case of mistakes.

We noticed that using the onset detector over a voice audio signal, as we have
done before, could be difficult to recognize with high precision all the notes sang
by the musicians. In order to increase the reliability and the precision of the
real-time onset detector, we decided to use components of the drum to play,
instead of singing. Therefore, performers had to use a bass drum, a snare drum

and a floor tom, as you can see in Figure 5.3.

Figure 5.3: Setup with three musicians in the ASIL. Every one with an individual
component of the drum and a set of lights that during the performance change the
colours based on the information to give to each one of the performers.
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Musicians were free to chose the drum part with which they felt more com-
fortable. In Figure 5.3 you can see the setup with three musicians in the ASIL.
As you may have noticed, each drum’s component has a directional microphone
to capture the sound and they were positioned as closed as possible to their sound
sources. Every microphone was connected to the rack PC of the ASIL, that can
be seen as computer with advanced audio boards in order to manage multiple au-
dio inputs (with the availability of phantom power for the microphones sources)
and multiple audio outputs. The three microphones were connected to the mic.
inputs of the rack PC.

Using Ableton live 10 software, we created four output channels to redirect the
microphones sources. In the first output channel we mixed together the signals
coming from all the microphones. This will be the channel used by the onset de-
tector program. Then, in the output channels 2, 3 and 4 we redirected the sound
coming from each microphone independently. Using Ableton we could adjust
the volume of each source in order to normalize them to the same level. In this
way at the output of the audio board of the rack PC we got 4 channels that we
sent to the M-Track Eight by M-Audio, an 8 channel audio board that allowed
us to connect the four channels to the computer were all the computations and
analysis were done.

Notice that the role of Ableton software in the rack PC could be replace by an
analog mixer. At the end we just needed to mix all the microphones signals in
one channel for the onset detector program and then control the output volume
and redirect the single sources of sound to independents output channels.

The need of a channel with all the mixed sound sources was necessary because
the Madmom library analyse the signals that it receives in the first channel of
its computer’s audio board. For this reason mixing together all the sources it’s
possible to analyse and to detect the onset of multiple sources that are playing
together.

Since there was the need to recognized which of the three musicians was the
actor of the onset that was detected, we created a python script that using pyau-
dio library could evaluate the volume of the input microphones and understood
which of the three performers was actually playing at every detected onset. In
this way we could associate every onset to the musicians that generated it.

Finally, to manage the lights that have to advise the musicians about their er-
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rors, we used the Enttec DMX USB PRO interface for sending and receiving a
physical DMX512 (Digital MultipleX) signal to control LED lights from PC and
Mac programs. Through the DMX python library we were able the control the
colour of the lights based on the errors.

Since there are many libraries and different scripts to use in this kind of exper-
iment the final setup was managed as follow: the onset detector python library
works independently, it analyse the signal that contain the combined sources
and when an onset is detected it writes the timestamp in a CSV file. The same
CSV file is read by the MATLAB script that compute the IOl and using the
Bayesian approach update the distribution of the 3 inter-onset classes. For each
IOI it computes also its error from the predicted value and write the error value
in a shared file.

The last program we created is written in python and has 2 threads: the first
detects which microphones is working, analysing the amplitude of the signals
that comes from the microphones, in this way the other thread, that controls the
lights through the DMX protocol, can take the value of the error given by the
MATLAB script and the number of the microphone that has generated the last
note, to adjust the colour of the lights for the musicians who generated a specific
onset.

However we observed quite soon that whether the lights change the colour at each
single error, could be too fast and difficult for the musicians to adapt her/his
tempo based on the advice. For this reason we created a simple filter that had
the aim to create a smoother change between the colours of the lights. In partic-
ular, it is important to remember which are the previous errors of a subject and
their amplitudes. The algorithm for the smoothing works as follow: it simply
sum up all the errors of one subject, no matter if they are positive or negative
errors, respect the expected inter-onset mean class. When the sum is higher or
lower than a pre-fixed threshold, the lights turn red or blue based on whether
the timing is getting faster or slower. Then the filter reduce the sum of errors
proportionally to the time passing.

With this method there is the need of a series of consecutive errors to reach a
status that expect to alert the performer. Moreover, we can have multiple con-
secutive small errors that summing up overtake the threshold and the user is

alerted that there is an evident change of the notes duration.
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Overall this smoothing algorithm seems to work well. Adjusting the parameters
such as the thresholds for the alert of the performers and how much decreasing

the sum of the errors over time, it can be adapted to different applications.

5.3.2 PROCEDURE OF THE REAL-TIME TEST

The aim of this first real application, was to test the real-time onset detector
with three performers playing different parts of the drum and to try also a first
implementation of a new sort of learning method, that exploits the errors ex-
tract from the Bayesian approach to change the colour of the lights that should
be used as timing reference by musicians.

As a first test we analysed a trio of musicians. They were musicians with more
than 5 years of experiences in music, but none of them was a drummer.

They were instructed to perform the exact same melody created from the “Just”
and “Beat” scores of Figure 3.1 and Figure 3.2 but this time split in three parts.
Each one of the musicians were allowed to chose the part of the drum they liked
the most and they were positioned at the center of the ASIL.

The three microphones were already positioned closed to the point where the
musicians had to hit the drum.

Since not all of them felt comfortable to play the drum, we allowed 30 minutes
of free rehearsing.

The first thing we needed to do was the calibration of the volume of every mi-
crophone. Based on the pressure the musicians used to play the drum, we had to
equalize all the volumes to be as similar as possible to allow the onset detector
to caught all the onset.

Second, in order to correctly detect which microphone was the source of each
note, we set a threshold for every microphone. The threshold allowed to distin-
guish when the sound captured by a microphone came from its user or whether
it came from a different musician. Since the sounds emitted by the drum’s parts
are quite loud and they can be easily captured by all the microphones in the
stage, with this method a python script could recognize which was the correct
source of the sound just checking which of the three input signals (one for each
microphone) had an amplitude higher than its threshold.

When all the microphones were correctly calibrated the session could start.
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Musicians had to alternate the same A and B parts of the melody that we have
described in chapter 3, for a total of 120 seconds. As in the analysis reported
in the chapter 4, the first 15 seconds of the performance were used to create
the prior knowledge about the duration of the 3 inter-onset classes. During this
initial period all the lights were white to illuminate the stage, and then when the
priors were formed the colours of the lights of each performers started to change
based on their errors. In case all of them received green lights (that means good
tempo regularity) they received the reward in the form of a game of colored
lights.

At the end of the performance the lights stopped and the program revealed the
final fluctuation error, collapse error and narration error.

From the analysis in chapter 4 we have discovered that narration error and the
fluctuation error are the best parameters that can summarize the quality of the
performance.

With the fluctuation error we can observe the precision to follow a regular timing.
Usually, best performances of the previous experiment, that we can now call the
offline version, got a total fluctuation errors around 30 milliseconds. Instead, for
the fluctuation error, best couples of offline version reached a perfectly execution
over the 90% of the total song. Moreover, the same plots we did for the offline
version are computed also in the online version. In this way, at the end of a
performance musicians can have a look at the plots such as the development of
the 3 intervals over time, pictured in Figure 4.10, and understand whether there
are some repetitive errors that occur over the performance looking at the plot
with the sequence of types of errors shown in Figure 4.13.

The plots and the results of the errors, can be used in this way as a reference
for the musicians to evaluate themselves and to improve their timing precision

during the performance.

5.3.3 REsSULTS

The online version of the test with the real-time onset detector and with an en-
semble formed by three musicians has proved to work really well.
First of all we compared the results, that are, the total errors obtained with

the real-time analysis, with the correct errors obtained with an offline analysis.
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For this reason, we took the recorded performances and we calculated all the
onset with Sonic Visualizer, as for the previous experiment with the couples of
musicians. After a manual check, we used the extracted onset to re-compute
the (offline) analysis and obtained again the fluctuation, collapse and narration
errors.

Overall the offline results differ from the online version of only few milliseconds.
We have proved that the onset detection can work in real-time with a general
error of only 1% of the total onset missed. This is caused of course by the use of
the drum, that is a particularly suitable instrument for the goals of this experi-
ment, but the correct analysis of the onset detector is mainly determined by the
precision with which the microphones and the signals are adjusted.

Regards the learning process, the filter we applied to provide a smooth effect in
the change of lights colours works fine, but some performers could prefer a more
quick response to the note played.

Since the lights are just a bio-feedback with the aim to help performers, their
behaviour and responsiveness can be adjusted based on the preference of each
musician.

Some performers reported that having to look at the lights could distract them
from the execution of the performance and from maintaining an eye contact with
their partners. For these reason another solution could be studied implementing
a bio-feedback that use for example a sound system instead of lights feedback.
We even tried the same experiment with only one person playing the drum and
it works as with multiple performers.

This test was just the first implementation that exploited the analysis reported
in this study. We created an application that works in real-time during a perfor-
mance and which can elaborates all the data without delay, even from multiple
performers. Here we have shown that the results of the analysis computed in
real-time can be used, for example, to create a new learning method for musi-

cians.
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Conclusion

In this study we faced the manner of evaluating the quality of a musical perfor-
mance, through objective measures. The research focused on the analysis of the
timing that emerges from a musical interaction.

We created the environment that set the basis for this new kind of analysis and
that allowed us to collect data about the timing of a joint action. Therefore,
exploiting the medieval hocket music style, we defined the rules and created a
test in which a performance was made by the joint action of two performers.
From this simple and basic musical interaction we collected the data of 15 dif-
ferent couples of musicians, for a total of 120 performances recorded. For each
performance we collected also the self assessments of the participants, namely
the annotation and agency values.

We could use these two measures, that overall evaluate the quality of a perfor-
mance, as our first subjective parameters of reference and from which starting
elaborating and comparing other objective measures, computed from the col-
lected data.

Relying on the predictive coding theory, we created a system that using the
Bayesian probability theory, allows to emulate the behaviour of the human brain,
that, according with this theory, it uses the sensory input to constantly generat-
ing and updating a mental model. The Bayesian approach that we built follows

exactly this theory. It can generate an initial prior knowledge and then it can
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update the model when new evidences are available.

The key aspect that we considered, to later defining some measures of quality,
is the prediction error. It can be measured as the distance (over time) from the
value predicted by the model and the real evidence.

Based on these assumptions, we defined two types of errors: fluctuation error and
collapse error. The first one includes the micro-timing errors that are necessary,
even in good performances, to maintain a stable rhythm. Instead, the second
represents the macro-timing errors that should significantly affect the quality of
the performance.

Checking whether these two measures computed from the data, reflect the values
about the quality collected with annotation and agency evaluations, the results
suggest that fluctuation error is highly correlated to both the subjective mea-
sures, instead collapse error is not correlated with any one of them.

From this results we can consider the fluctuation error as a good approximation
of a personal qualitative measure of a musical performance but we can’t say the
same thing for the collapse error. Using this last parameter we can not evaluate
the quality of a performance as a human being would do it.

Maybe a different computation of this type of error could bring to different re-
sults. A different ways to compute this error could be to sum all the collapse
errors instead of computing the RMSE of all the collapse errors detected on a
performance. In this way the number of times that this mistakes appear would
have a higher impact in the final error value that we take into consideration at
the end of each performance.

The third objective parameter that we computed takes into account the classes
that the Bayesian approach assigned to each onset and it checks how well the
performers have repeated the same patterns of intervals over the song. This could
appear as a simple measure but the results showed that it reached the highest
correlation with the annotation and agency measures. Therefore we can rely on
this parameter to evaluate the quality of a musical performance even more than
the fluctuation error.

Then, we tested also the hypothesis that we made at the beginning of the study,
about the increasing of the performance due to the moving condition respect
the non-moving condition and the learning effect that should be present while

repeating the same performance 8 times.
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Comparing the behaviour of the three parameters that we have built between
the moving condition and non-moving condition, it emerged that the movement
helps only to maintain a lower fluctuation error. Collapse error and narration
error didn’t show significant difference between the two conditions.

To test whether the learning effect leads to a reduction of the errors along the
8 trials of each couple, we tested whether the results of the first trial are signif-
icantly different from the results we got on the last trial. The Wilcoxon signed
rank test showed that the two trials didn’t bring significantly different results.
The lack of free time to rehearse together, discuss and try the critics parts of the
song could be the cause of these results.

The last parameters we studied were the imitating and correcting behaviour,
through the use of the cross-correlation between the sequences of errors of each
couple. We considered an imitating behaviour the case in which one of the musi-
cians was copying the actions (in our case the errors) of the partners. Instead, we
associated a correcting behaviour, whether one of the partners compensated the
errors of the other. The results reported a correcting behaviour in the majority
of the performances. We calculated also that the degree of cross-correlation is
not significantly correlated with any of the computed subjective measures. This
means that having a higher or lower imitating behaviour doesn’t correspond to
a better or worse performance in terms of errors.

The deployment of the Bayesian probability is something that has never been
used before in this kind of musical research. However, applying this technique
we obtained two parameters, namely fluctuation error and narration error, that
have shown to be correlated to measures of quality given by human beings. These
parameters confirmed that we reached the initial goal of this study, but we went
further more.

We built a real application that implements the objective measures we have cre-
ated. Its aim is to help performers to maintain a correct timing during the
performance. Moreover, at the end of a performance it provides other tools to
help musicians to understand which errors they committed, to give them some
insight about the rhythm that they kept and finally it offers an overall evaluation
of the quality of the performance, thanks mainly to the fluctuation error and the
narration error.

This was just a possible application that can benefit from the results achieved
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in this study. The last experiment proved also that this kind of analysis can be
done in real-time and can involve also multiple performers.

There are many improvements that could be done starting from this project. The
Bayesian approach could be refined to adapt also to data the are not normally
distributed. Could be modified the calculation of the collapse error in some dif-
ferent ways as we have seen before, because, as the fluctuation error it could be
related to a measure of quality.

Could be created a different subjective measure about quality, for example, to
evaluate the performance by a team of experts, in order to have a more homo-
geneous criterion of evaluation over different couples.

However, the application of the methodologies developed in this project can open
new paths especially in the employment of the Bayesian statistics. Moreover, as
we have proved, this study could have also immediate and practical applications,
for example, to develop a better learning process for musicians and for a fast and

easy objective assessment of a musical performance.
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