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Abstract

The continuous development of robotic and sensing technologies has led in

recent years to an increased interest in human-robot collaborative systems,

in which humans and robots perform tasks in shared spaces and interact

with close and direct contacts. In these scenarios, it is fundamental for the

robot to be aware of the behaviour that a person in its proximity has, to

ensure their safety and anticipate their actions in performing a shared and

collaborative task. To this end, human activity recognition (HAR) techniques

have been often applied in human-robot collaboration (HRC) settings. The

works in this őeld usually focus on case-speciőc applications. Instead, in

this thesis we propose a general framework for human action and gesture

recognition in a HRC scenario. In particular, a transfer learning enabled

skeleton-based approach that employs as backbone the Shift-GCN architec-

ture is used to classify general actions related to HRC scenarios. Pose-based

body and hands features are exploited to recognise actions in a way that is

independent from the environment in which these are performed and from

the tools and objects involved in their execution. The fusion of small network

modules, each dedicated to the recognition of either the body or hands move-

ments, is then explored. This allows to better understand the importance of

different body parts in the recognition of the actions as well as to improve the

classiőcation outcomes. For our experiments, we used the large-scale NTU

RGB+D dataset to pre-train the networks. Moreover, a new HAR dataset,

named IAS-Lab Collaborative HAR dataset, was collected, containing general

actions and gestures related to HRC contexts. On this dataset, our approach

reaches a 76.54% accuracy.
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Chapter 1

Introduction

Human activity recognition (HAR) is a computer vision task that consists in

understanding the human behaviour through the classiőcation of a person’s movements,

according to a previously deőned set of activities of interest. These can be performed in

space with one or several body parts, during a certain, usually limited, time interval. The

understanding of the activities aims at being universal, namely the same label should

be associated to different persons performing the same activity in different fashions or

under different circumstances.

Human activity recognition covers a vast area of applications, from safety monitoring

in industry [1], public events [2] or private homes [3], to human-computer interaction [4],

human-robot interaction [5ś7], virtual reality [8] and healthcare applications [9, 10]. In

this thesis, in particular, we focus on a human-robot collaboration scenario, in which

recognising actions is particularly important in order for the robot to be aware of the

movements performed by people in its proximity. Indeed, a collaborative task is carried

out in an effective way if the robot understands what actions the person is doing, so that

it can properly react to them while guaranteeing the human worker’s safety.

Depending on the application, the recognition process can concern different types

of movements, which can be classiőed hierarchically according to their complexity as

follows [11]:

- Actions, consisting in simple atomic activities such as walking, writing or drink-

ing. Usually, different subjects perform the same action in similar ways. Action

recognition can be applied in a large variety of őelds, from assisted living [3] to

health-care [9] to human-robot collaboration [5].

- Gestures, which comprehend body movements that are aimed at an intentional

or unintentional nonverbal communication, usually performed with the hands or

with the upper part of the body. Their execution can be universal or can be

inŕuenced by the social and cultural environment as well as by the individual

judgment. For example, a gesture with meaning stop can be done by putting
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one or two hands ahead, by forming an X shape with the forearms or by waving

both hands simultaneously. Gesture recognition is usually applied to achieve a

communication between two entities, for example in virtual reality applications [8],

human-computer interactions [4] or sign language recognition [12].

- Behaviours, namely physical actions that reŕect an emotional or psychological state.

Behaviour recognition can be applied for example in healthcare applications [10].

- Interactions, involving more than one entity, can in general refer to two people

engaging in mutual actions or in the interaction of a human with an object. For

example, human-object interaction recognition can be performed for safety moni-

toring [13].

- Group actions, consisting in actions performed together by a small group of people.

Their recognition can be applied for example to some security applications [14].

- Events, which include activities that take place in a speciőc environment or high

level actions regarding a large group of people. An application is the recognition

of anomalous events in public events [2].

The őrst categories are considered more easy to recognise, while the complexity increases

for the last entries of the list.

Nowadays, the recognition process is mostly based on supervised machine learning

techniques, which can be summarised into three main stages:

- Data collection: the őrst phase of recognising an activity consists in collecting data

descriptive of the performed movements. The type of collected data depends on the

sensors employed for their acquisition. Examples of data types are RGB-D videos

captured with vision sensors, which include both RGB and depth frames, or signals

collected with wearable sensors such as IMU and EMG sensors.

- Features extraction: Features are pieces of information that provide a shared repre-

sentation for all the data belonging to the same category. For example, two actions

classiőed with the same label should be described by a common set of features.

In the HAR task, the extraction process aims at deőning the set of features that

are shared across all the data relative to the same activity. For each data type,

different kinds of features can be extracted, and in some cases a data pre-processing

phase can be carried out, after which the features are extracted from the processed

data. Features extraction techniques divide into hand-crafted methods, which em-

ploy traditional computer vision algorithms to extract relevant information from

the available data, usually based on some prior knowledge, and deep learning meth-

ods, in which a neural network is trained to automatically extract features from

the collected data.
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- Classiőcation: the extracted features are then employed to classify the activities,

by grouping together data with features that are considered close according to

some measure of similarity. Classiőcation methods can in general be divided into

traditional machine learning methods and deep learning methods. In the second

case, usually the same deep learning network employed to extract deep features is

successively exploited to classify new, previously unseen data examples (end-to-end

learning).

The choice of the learning method employed for recognition depends on the applica-

tion and on the type of activity to be recognised. Generally, for simpler activities such

as actions, gestures or behaviours, high level features can be more easily extracted from

the data. An example is given by pose-based features, extracted from RGB-D data or

from signals captured with wearable sensors (e.g., Xsens motion capture systems [15]).

They consist in the representation of human movements through a sequence of keypoints

of one or more parts of the body, such as hands in the case of gestures, hands and face in

the case of behaviours, or the full body in the case of actions. The set of body keypoints

is often referred to as skeleton, and methods that classify activities starting from pose

features are called skeleton-based. The HAR complexity increases when more people are

involved in the activity as in the cases of interactions, group actions and events. In these

scenarios, the use of wearable sensors is less feasible and mostly vision-based approaches

are adopted. For this reason, the learning methods employed in these cases usually rely

on more low-level features, such as the ones extracted using deep learning methods from

raw data like RGB-D videos. A more detailed overview on HAR methods will be outlined

in Section 2.1 of the following chapter.

As mentioned above, in this work we are interested in the application of action and

gesture recognition to human-robot collaboration scenarios. Indeed, in recent years the

technological development of robotic systems and their ever-increasing popularity in var-

ious industrial sectors, as well as in everyday life, has led research to investigate ways

of making maximum use of their potential. In particular, human-robot collabora-

tion (HRC) in manufacturing has raised considerable interest, serving the purpose of

optimally exploiting the capabilities of humans and robots in the execution of a shared

task. While robots are better suited to perform repetitive and fatiguing tasks, other

operations that involve cognitive skills and ŕexibility can be carried out more efficiently

by a person. A speciőc class of robots, namely collaborative robots or cobots, are usu-

ally employed in these contexts, and they typically consist in medium-sized robotic arms

such as KUKA LBR, UR and Franka Emika Panda robots, shown in Figure 1.1. While

traditional industrial robots operate according to rigid pre-generated codes and are not

developed to work in proximity and/or close contact with humans, collaborative robots

are often required to dynamically adapt to the behaviour of a human operator in a shared

workspace. Generally, the level of interaction that a person has with a collaborative robot

can vary depending on the speciőc scenario considered, and can be classiőed according to

different aspects [16]. For what concerns the methodology with which human and robot
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workspace. Moreover, it can also be useful both for the purpose of dynamically controlling

the behaviour of the robot depending on what the human is doing and to allow the human

to actively communicate with the robot. Indeed, the robot awareness can be addressed

as a HAR problem: by recognising the actions that a human operator is doing inside the

workspace, the robot can react accordingly, while gesture recognition can be performed

to receive directions and instructions.

1.1 Problem deőnition and goal of the thesis

This thesis focuses on vision-based human action and gesture recognition in a human-

robot collaboration context using deep learning methods. In particular, a skeleton-based

approach is adopted. The choice of using pose features is based on the state-of-the-art

results obtained by skeleton-based approaches to HAR. The advantage of using skeleton

features is given by different factors. First of all, compared to raw RGB-D data they

are a very compact information representation that can be expressed with either 2D or

3D coordinates, encoding only the essential points needed to describe body movements.

The spatial information is naturally deőned by the relationships between joints in the

human body, while temporal information is represented by the evolution of each joint in

time. This high-level information is inherently free of disturbances that could be caused

by the external environment, such as background, lighting and aesthetic differences of

people such as clothes or skin colour.

By applying skeleton-based action recognition in a HRC context, we also aim at

deőning a generic framework applicable to different HRC scenarios, since pose features

do not contain any information about the speciőc environment or the speciőc objects and

tools used. For this purpose, we collected a dataset containing a selection of actions and

gestures, which were chosen by reviewing several human-robot collaboration works [5, 6,

17ś33]. All the actions and gestures reported in the surveyed papers that were deemed

signiőcant for a HAR task were included in the dataset. We highlight that collaboration

scenarios are particularly interesting as they represent the latest and more advanced

shared work setting between human and robot. While in other contexts it might be

sufficient for the robot to stop or slow down when a person comes in its proximity, to make

a collaboration setting safe and efficient it is necessary for the robot to understand what

the human is doing, thus the task of action recognition becomes particularly relevant.

As both actions, such as screw, hammer, walk, and gestures, such as stop, left, right,

are included in our dataset, the skeleton model considered in the recognition process

contains both keypoints of the body and of hands. This makes our task particularly

challenging, since usually action and gesture recognition are treated as separate tasks

in literature. To perform action classiőcation, a deep learning framework was adopted.

More in detail, we őrst pre-trained a shift graph convolutional network [34] (see Sec-

tion 4.2.1) on a large scale action recognition dataset (NTU RGB+D [35]). Then, we

employed a deep learning technique called transfer learning, treated in more detail in
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Section 5.2.1, to train this model to recognise actions from our newly collected dataset.

Moreover, the effect of using only some speciőc subsets of the skeleton information was

studied. In particular, besides training a network using the complete skeleton informa-

tion (body + hands), we also trained separate network modules on the body skeleton

sequences (hands excluded) and on the hands skeletons sequences. Then, different ways

of ensembling these networks were tested and the results were compared with the ones

obtained by training a single neural network using the full skeleton information. The

fusion of different modules has was employed to better understand the role of the differ-

ent body parts in the recognition of an activity, as well as to improve the classiőcation

results.

The remainder of this thesis is organised as follows. In Chapter 2, a brief overview

of the related works in the human activity recognition őeld and of HAR applications

to human-robot collaboration scenarios is reported. Chapter 3 discusses the process of

skeleton features extraction, by introducing the main datasets and methods for 2D and 3D

human body pose estimation. In Chapter 4, an overview of the main human action and

gesture recognition datasets is presented, followed by a short theoretical introduction to

the state-of-the-art deep learning models developed for skeleton-based action recognition.

In Chapter 5 a detailed description of the proposed HAR for HRC framework is reported,

putting an emphasis on the different steps followed in achieving our goal. In Chapter 6 the

experiments performed to evaluate the proposed framework and the obtained results are

described, from the collection of the dataset, to the pre-training of the neural networks

employed, to the transfer-learning phase. Finally, Chapter 7 concludes with a short

summary of our work and of the results achieved. Moreover, possible future directions

and potential improvements of the conducted study are outlined.



Chapter 2

Related works

Being human action and gesture recognition in the context of human-robot collabo-

ration the focus of this thesis, in this chapter an overview of the main works in literature

related to these research areas is presented. In particular, őrst papers dealing with action

recognition methods are surveyed and successively a more detailed review of works that

apply action recognition in human-robot collaboration scenarios is presented.

2.1 Human action recognition

As mentioned in Chapter 1, the task of human action recognition has become relevant

in the őeld of computer vision in recent years, being employed in the development of

many important applications. Different techniques have been studied to recognise the

movements performed by a person, which differentiate depending on the sensors used to

acquire data, on the type of data acquired and on the features extracted from these data,

and őnally on the method used to classify the actions.

For what concerns the types of sensors, this thesis focuses on vision sensors, that

are among the more widely employed, with the advantage of being non-intrusive low-

cost devices that allow to acquire multiple streams of data simultaneously, such as RGB,

depth, and infra-red video frames. However, usually a single vision sensor is not sufficient

to acquire robust data, and a vision sensors network composed by multiple cameras is

required in order to deal with common computer vision problems such as occlusions and

restricted őeld of view. Moreover, other types of sensors could be used in recognising

actions, alone or jointly with vision sensors, e.g., inertial measurement units (IMUs) or

other wearable sensors [3, 6, 36]. The main drawbacks of these is that they usually

require a higher technological knowledge from the user and they are more intrusive, since

a physical contact of the person with the acquisition devices is needed.

With respect to a traditional object recognition task, the main challenge in the task

of action recognition consists in handling both a spatial and a temporal dimension. This
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is usually done by extracting features from the available data that describe how the pose

of a person changes over time. In vision-based approaches, the features can be either

hand-crafted or obtained with learning methods. We can divide the different types of

features as follows:

- image representations: to encode the body motion, a single 2D image can be gen-

erated in different ways. In [30] the differences in consecutive frames are used to

obtain an optical ŕow image that describes the motion (Figure 2.1a). Another

similar method consists in computing temporal templates starting from the optical

ŕow, such as for example the motion energy image and the motion history im-

age [37](Figure 2.1c). The main drawback of these encodings is that they collapse

an intrinsically tridimensional information in a 2D image. In this way, the tem-

poral order of the action is lost, which can cause difficulties in the distinguishing

some kind of activities, in particular actions that are somehow temporally mirrored

such as opening and closing a door or picking up and putting down an object. In

[38], instead, a temporal image is computed starting from the 3D volume obtained

by stacking consecutive frames, with x, y as spatial coordinates and t as temporal

(a) Optical ŕow

(b) Temporal images

(c) Temporal templates

(d) Depth motion maps

Figure 2.1: Examples of image representations.
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coordinate (Figure 2.1b). This volume is sliced at a predeőned value of y to obtain

a 2D image. The result of this operation is however strongly dependent on the

choice of the slicing value of y and is not very robust to any changes of scenario.

In [39], motion maps are generated from depth frames in an adaptive way to take

into account the temporal order of the frames, leveraging the motion energy of each

frame.

- body pose representations: another common type of feature exploited to recognise

actions is the 2D or 3D body pose. This is usually described by a set of joints

positioned in salient points of the human body (e.g., head, neck, shoulders, etc...),

connected with each other according to the human anatomy. The body pose can

be easily represented through a graph, where each node encodes a human body

joint through its coordinates in space and each edge connects two adjacent joints

in order to create a skeleton-like representation. Early models for body pose esti-

mation employed classical computer vision approaches, such as extracting features

of body parts with feature descriptors like the Histogram of Oriented Gradients, or

adopting structural models to articulate constraints used to parse body parts [40].

However, deep learning approaches have recently outperformed classical body pose

estimation methods, leading to higher estimation accuracies and better general-

isation capabilities [40ś42]. Skeleton joint information is typically processed to

obtain more descriptive motion features. In [43], joints are represented as points in

(a) Skeletons as points in SE(3) (b) Points, lines and planes

t

(c) Spatiotemporal skeleton graph

(d) Skeleton Posture Motion Features

Figure 2.2: Examples of body pose representations.
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SE(3) and the body motion is described through geometric relationships between

the joints (Figure 2.2a). In [44], a motion map given by the evolution of the body

poses in time is encoded in an image (Figure 2.2d). In this case, no temporal order

information is lost in the creation of the image, since the spatial information of

the skeleton can be easily condensed in a one dimensional vector containing the

coordinates of all the body joints, while time is encoded in the second dimension.

In [45], more geometric features are computed using the joints coordinates, such as

lines (connections between joints) and planes (enclosed within three or more joints)

(Figure 2.2b). Similarly, in [34, 46ś50], four skeleton representations are derived,

namely shape representation of joints, motion representation of joints, shape rep-

resentation of bones and motion representation of bones. Moreover, in [34, 47ś50]

the body graph is extended to the temporal dimension, namely each joint at time t

is connected with other joints at time t according to the body graph and also to its

evolution at time t+1 (Figure 2.2c). Finally, [39] considers the pairwise differences

of joint coordinates between two consecutive time instants and the difference in

position of each joint with respect to a reference joint.

- Deep features: it is also possible to extract features from RGB or depth data using

deep learning methods through the training of a neural network, which subsequently

serves as action classiőer. To capture both spatial and temporal features in a video,

3D convolutional neural networks have been introduced in several works [51ś53].

These take as input sequences of images, i.e., image volumes, and extend the tradi-

tional kernel of convolutional networks to a three dimensional kernel (Figure 2.3a).

In [30, 54], instead, the authors adopt a 2D convolutional network with multiple

streams fused together at score level, where each stream captures either spatial or

temporal features (Figure 2.3b). The introduction of recurrent neural networks and,

in particular, long-short term memory networks (LSTMs) made it possible instead

to learn both spatial and temporal information exploiting the network’s integrated

gated memory units [55, 56] (Figure 2.3c). More recently, transformer networks

have been replacing LSTMs. Indeed, by introducing attention mechanisms, they

are able to learn both the sequentiality and, more generally, the context encoded by

the data being analysed [57]. Finally, we highlight that deep features can also be

extracted from the previously listed representations such as optical ŕow [30] or pose

based features [45], rather than directly from raw rata. A particular type of neural

networks, called graph convolutional networks (GCNs), has been recently intro-

duced to learn relationships between body keypoints during a person’s movement,

starting from a spatiotemporal body graph [34, 47ś50] (Figure 2.3d).

Regarding the classiőcation phase, traditional methods include support vector ma-

chines (SVM) [38, 58], random forest classiőers [38], hidden Markov models (HMMs) [29],

or other classical statistics techniques such as chi-square based feature selection [59].

SVMs use hyperplanes to separate elements of different classes, with the possibility of
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(a) 2D and 3D convolutional kernels (b) 2 stream CNN

(c) RNN and LSTM neurons

(d) Graph convolutional networks stages

Figure 2.3: Deep learning models for feature extraction and classiőcation.

choosing between different kernels depending on the needs, while HMMs model the time

component of videos with transitions between states.

The increasing development of deep neural networks and the ongoing research on the

topic has strongly impacted the performance of action recognition methods. As men-

tioned above, different types of trained neural networks can be used to classify actions.

The main issue when dealing with deep learning methods concerns the amount of data

needed to obtain good results and the high computational power required. More in de-

tail, during the training phase the computational effort required by a network increases

with the size of the data, which is determined both by the number of examples used and

by the size of each example, and with the network complexity, which can be considered

proportional to the number of operations computed for each input sample. Furthermore,

if the data being fed to the network is heavy or the network is particularly complex,

also the times necessary to classify new data increase. Generally, these two factors are

connected, i.e. learning features from heavier and more complex data may require more

complex networks and thus a higher computational cost. For these reasons, pose-based

features are often preferred, since the sequences of skeleton joint coordinates represent a
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lightweight input when compared to images or 3D volumes. Moreover, as already men-

tioned, the human skeleton can be easily represented with a graph, making it a good

input for some deep learning models such as graph convolutional networks. In particu-

lar, according to the literature, the introduction of spatiotemporal graph convolutional

networks [34, 47ś50] for skeleton-based human action recognition has led to a great im-

provement in the performances obtained on many human action recognition datasets.

State-of-the-art results in skeleton-based action recognition are also achieved with some

transformer networks [60].

Finally, it is worth mentioning some recent attempts to learn and recognise human

behaviour with deep reinforcement learning [61], which represents a powerful tool, mod-

elled on natural animal behaviour, of learning more rewarding features. However, as the

choice of hyperparameters for training is very delicate in order to obtain good results,

these techniques have not yet managed to outperform other aforementioned methods.

2.2 Action recognition for human-robot collaboration

Human action recognition is largely applied in human-robot interaction contexts. The

aim of the recognition can vary from social and educational purposes [62, 63] to safety

and productivity improvement in manufacturing industry and assembly chains [5ś7, 18,

29]. In social scenarios, mostly hand gestures or face expressions are recognised, allowing

to communicate and interact with the robot. In industrial settings, instead, each speciőc

scenario analysed generally entails a certain level of interaction between humans and

robots, based on which the purpose of action recognition (safety, communication, etc.)

is deőned and the actions of interest required for the given scenario are designed.

When a low level of contact and collaboration between humans and robots are contem-

plated, the actions to be recognised include mainly circumstantial actions with respect

to the robot’s workspace. For example, in [5] the actions recognised are passing, observ-

ing and dangerously observing, interacting. The recognition is done with a multi-modal

approach: a 3D-CNN is used to learn features from the sequences of RGB frames, while

signals collected with haptic sensors are employed to detect collisions between human

and robot and are fed to a 1D-CNN.

When more collaboration between human and robot is expected, generally the actions

to be recognised concern instead different stages of assembly. For example, in [6], the

recognised actions include grabbing a tool from the toolbox, inserting the screws, tightening

the screws and putting back a tool in the toolbox. These are recognised using the fusion

of signals collected with EMG and IMU sensors, as well as skeleton features, all classiőed

using CNNs. In [30] the assembly actions include instead cleaning, hammering, polishing,

smearing, installing, screwing and marking, recognised using a two-stream CNN as the

one shown in Figure 2.3b. In [7] three types of interactions are taken into consideration,

namely the human receiving a plate from the robot, the robot reacting to the human

fetching a screwdriver by grasping screws to pass to the operator and őnally the human
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handing the robot a screwdriver. Here, a probabilistic approach that relies on the phase

estimation of human movements is employed to classify human actions, where phase

denotes the encoding of motion trajectories. In [29] it is described an industrial setting

in which a two-armed robot cooperates with a person, and the actions to be recognised

include receiving parts from one of the robot’s two arms, joining two parts, screwing them

together and putting the assembled product in a box. The recognition is done using both

signals collected with inertial sensors placed on tools and body keypoints estimated from

depth frames collected by a camera with a top view, while a hidden Markov model is

employed in the classiőcation phase. In [27] similar activities are considered, such as

taking a product or a component, move a product, grab a tool, put on screws, hold a

product, tighten the screws, check and place product. Here, image features and pose

features are combined to capture the action patterns. In particular, the former are

extracted from images cropped on hands, on which the attention of the recognition

process is focused.

Finally, in some HRC scenarios, gesture recognition is performed to allow a better

communication between human and robot. In [18], for example, six gestures the human

uses to communicate with the robot (on, off, right, left, up, down) are recognised by

fusing together three different modalities, namely speech command (with a CNN), hand

motion (with a LSTM), and body motion (with transfer learning on the Inception-v3

network).

Clearly, recognising actions and gestures in a human-robot collaborative assembly

process allows the human to communicate directly or indirectly with the robot, speeding

up the time needed to complete an operation and improving the safety of the worker.

However, in the literature there is a lack of a general framework for action recognition

in HRC scenarios. Indeed, by reviewing works on action recognition for HRC in an

industrial setting it emerges that most works focus on a case-speciőc scenario.

In particular, as emerges from what reported above, there are two main strands of

work in this őeld, the former focusing on recognition of assembly actions and the latter

on recognition of gestures to communicate with the robot. In the őrst case, usually an

assembly operation is deőned as a sequence of several actions that vary in type and order

of execution according to the case examined. It follows that, for each action recognition

methodology proposed, a new dataset, descriptive of the speciőc assembly operation

considered, is acquired. These small datasets are in general not publicly available and

only cover small sets of actions. There lacks instead a dataset and a general benchmark

for the recognition of actions in a generic human-robot collaboration context. Moreover,

often the considered assembly actions are paired with the tools employed to perform

them [6, 28, 31, 33]. These tools can be recognised with object detection algorithms to

improve the action recognition performance, but they make the recognition process even

more speciőc, since in different contexts different tools are usually employed.

For what concerns communication gestures, they refer to movements, mostly linked

to the hands or to the upper body portion, that aim at giving a direct instruction to the
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robot, such as moving in a certain direction. Most of the times they are performed with

a single hand and, again, they are speciőed according to the considered scenario, namely

a vocabulary of gestures is predeőned, assuming that these should always be performed

in the same way [18, 20, 64].

Despite the speciőcity of the applications studied in this őeld, it can be noticed that

many actions and gestures are recurrent among most of the human-robot collaboration

scenarios presented in literature. It could then be interesting to deőne a general set of

actions that do not depend on the speciőc environment in which they are performed or

on the manipulated tools and objects, and that are considered useful to recognise in a

generic human-robot collaboration context. Moreover, it could be useful to include in the

recognition process both actions and gestures to improve the collaboration efficiency and

to increase the variety of HRC scenarios enclosed in such general framework. These two

issues are addressed in the action and gesture recognition framework for HRC proposed

in this work.



Chapter 3

Human body pose estimation

Human body pose estimation is a computer vision task that aims at estimating the

position of skeletal joints for each person detected in an image. Generally, the keypoints

estimated from a RGB image are two-dimensional, but by exploiting depth sensors in-

formation or multi-view scenarios also 3D body keypoints can be estimated. The perfor-

mance of pose estimation methods has drastically improved after the introduction of deep

convolutional neural networks, with the consequence of encouraging research towards the

study of skeleton-based HAR methods. Clearly, a robust estimation of the pose of the

subject performing the action (i.e. the use of an accurate human pose estimation al-

gorithm) is crucial to achieve a good performance in skeleton-based action recognition

approaches.

In this chapter, a brief overview of pose estimation methods is provided. First, the

most popular datasets employed for human pose estimation are described. Then, methods

for estimating 2D body pose using RGB-D frames are presented. Finally, a brief overview

on 3D body pose estimation methods is reported.

3.1 Datasets for body pose estimation

There exist different standard datasets commonly used to train deep learning based

pose estimation models. Generally, each dataset differs for the convention used to anno-

tate the human poses in the data, leading to different topologies of the skeletons. Two of

the more commonly used datasets for training and testing body pose estimation networks

are:

- MS COCO dataset [65]: orginally designed for object detection, it was later ex-

tended with body keypoints annotations of images picturing one or more person.

It contains around 200k images and the body model includes 17 joints, as shown in

Figure 3.1a. In [66] the dataset was extended with whole-body annotations. These

include also the keypoints of hands, face and feet, with 42 (21 per hand), 68 and 6
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are captured with a single camera and are developed for hand pose estimation from sin-

gle depth images. Indeed, it can be observed that single-view 3D hand pose estimation

is a more commonly addressed task than 3D body pose estimation, due to the greater

accuracy of short-range depth frames. Hence, datasets for 3D hand pose estimation are

more popular compared to the body estimation case. Another 2D hand pose estimation

dataset is the CMU Panoptic Hands dataset [75], which was created by manually anno-

tating the hands joints of the subjects in a subset of images taken from the MPII dataset

and from the NZSL dataset [12], the latter proposed originally for sign language gestures

recognition. Unlike the other datasets described above, the images in this dataset are

not cropped on the hands and contain more varied, contextual information, making it

more suitable for hands pose estimation in cases in which close-ups on the hands are not

available.

3.2 Models for 2D body pose estimation

The datasets described above can be used to train deep learning models to predict

the pose of a person. These models can be then exploited to estimate body poses in

images of real-life scenarios, working as regressors for the body keypoints. In particular,

in many applications such as skeleton-based human action recognition it can be useful to

retrieve the body pose in real-time, especially when safety or communication purposes

are involved. For example, we might be interested in recognising actions potentially

dangerous for a worker in a controlled environment, in order to timely act in taking the

necessary precautions ad avoid damages. Another example can be given by skeleton-

based recognition of gestures employed to communicate: if the pose of the hands is

estimated quickly, it is certainly easier to achieve a clearer and more ŕuid communication.

However, being body pose estimation a difficult task, the architectures that achieve

state-of-the-art performances usually entail a high computational complexity, and time-

effectiveness is often sacriőced for greater precision. This makes it difficult for most of

them to be employed for real-time body pose estimation, even when relatively powerful

hardwares are available. Achieving real-time pose estimation becomes even more difficult

when more people are involved or when hands and face pose estimation are needed, since

the estimation time scales with the number of subjects in the image and with the number

of keypoints to detect.

One of the more widely used open source libraries for pose estimation is OpenPose [41].

This library provides different pre-trained models for multi-person pose estimation, al-

lowing to estimate in real-time either 15, 18 or 25 body keypoints, 42 hand keypoints and

70 face keypoints. For body joints estimation, the available models are trained either on

the MS COCO or on the MPII dataset, while the training for hand pose estimation was

done on the CMU Panoptic Hands dataset [75]. When using OpenPose models with also

hand or face estimation, the inference speed becomes slower than the one of the models

for body pose estimation, but the networks provided are still able to guarantee real-time
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results when only one person is in the input image. The approach used by OpenPose

is bottom-up, namely the trained network őrst estimates the position of all body parts

and subsequently exploits part affinity őelds to determine the connections between them,

therefore separating different subjects.

A more recent open source library that is based on a similar bottom-up approach is

OpenPifPaf [42], that uses composite őelds to deőne associations between the detected

keypoints. The body model used by OpenPifPaf is the one deőned by the MS COCO

dataset. In this library, also a network that estimates the COCO whole-body model,

complete of hands and face joints, is available. However, while the OpenPifPaf network

that provides the 23 body joints estimation can run in real time, the one for the whole-

body pose estimation (i.e., body+hands+face) is much slower and is not really suitable

for real-time applications. In particular, unlike OpenPose, this library does not provide

dedicated networks for estimating only the hands (or only the face) joints, and since

for the whole-body case a single network is used to estimate 133 joints, its complexity

necessarily increases when compared to a network estimating only the body joints, leading

to longer inference times.

3.3 From 2D to 3D body pose estimation

The pose estimation architectures presented, namely OpenPose and OpenPifPaf, fo-

cus on predicting the body keypoints of people in an input image in terms of 2D co-

ordinates. However, richer information about the body movement can be provided by

a 3D estimation of the body keypoints. The task of 3D body pose estimation can be

particularly difficult when approached directly, namely by regressing the 3D keypoints

locations from images. More common techniques consist in extending the estimated 2D

body keypoints into the three-dimensional space. One őrst method consists in using

RGB-D sensors, such as Microsoft Kinect V2 or Intel RealSense cameras, which pro-

vide both color and depth information. By overlapping RGB and depth images through

an appropriate affine transform it is possible to project the estimated 2D joints in 3D,

where the third dimension is given by the depth value measured by the sensor. Another

option is to use a multi-view setup, in which each camera independently estimates the

2D keypoints of the subjects in the scene and the different perspectives are then fused

together by exploiting the extrinsic parameters of the cameras in the network. Using

multiple cameras leads also to an advantage in terms of robustness of the estimated 3D

poses, since it reduces the possibility of occlusion. However, to obtain good results, the

camera network must be carefully calibrated in order to avoid large errors when fusing

the different views. The works of [76ś78] are all examples of state of the art methods

for multi-view 3D pose estimation. The key idea in [76] is to use a matching algorithm

to cluster the 2D poses detected in all views, where each cluster encodes the correspon-

dences between keypoints of the poses of one subject across different views. From these

encodings, the 3D body pose of each person is successively inferred. In [77], an algebraic
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Chapter 4

Skeleton-based human action

recognition

As mentioned in the previous sections, there has been growing interest in the last

years in skeleton-based action recognition methods. This is motivated by several factors:

- the intrinsic characteristics of pose-based features, which constitute a high-level

information encoding body movements in a way that is independent of the sur-

rounding context

- the development of new deep learning models particularly suited to learn from this

type of graph-like information, such as graph convolutional networks

- the parallel ongoing improvement of body pose estimation techniques, on the good-

ness of which the outcome of skeleton-based recognition depends.

These points allow also to highlight the main challenges and critical aspects to be taken

into consideration when dealing with skeleton-based action recognition methods. First

of all, deep neural networks learning from skeleton features generally require a complete

input, namely all the body joints should be correctly estimated. Thus, the increased im-

portance in employing robust and accurate pose estimation algorithms. State-of-the-art

body pose estimators performance is actually very high for what concerns the main body

keypoints, but becomes less satisfying when hand pose estimation is required, especially

when the hands are not closely framed by the camera. For this reasons, most skeleton-

based action recognition models found in literature focus either on body keypoints or on

hands keypoints, but rarely jointly on the whole-body skeleton model.

In this chapter, an overview on skeleton-based action recognition is given. First the

main action recognition datasets that contain skeleton data are described. Subsequently,

a theoretical introduction to the state-of-the-art deep learning methods used for skeleton-

based action recognition is presented, with a focus on two main approaches: graph
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convolutional neural networks and Transformer networks. In particular, in this thesis

we focus on the former approach, investigating its performance and robustness in a

human-robot collaboration scenario.

4.1 Action recognition datasets

In the literature there are several publicly available datasets used to benchmark action

recognition models. For skeleton-based action recognition models, the interest is on

datasets that also contain information about the 3D body joints of the people performing

the actions. Among the main datasets for skeleton-based action recognition there are the

MSR Action 3D dataset [79], the Northwestern UCLA dataset [80], the UTH-MHAD

dataset [36] and the NTU RGB+D dataset [35]. These datasets mostly include everyday

actions such as walking, throwing, waving hands, workplace activities such as standing

up, sitting down, picking up, carrying, and sport-related actions such as kicking and

jogging. They are all collected using Microsoft Kinect sensors, and the skeletons are

extracted using the Kinect embedded skeleton tracker, that outputs the estimation of 25

body keypoints.

The most recent and also largest dataset among the ones mentioned is the NTU

RGB+D dataset. This dataset contained originally 60 actions categories and was later

extended with 60 additional actions to create the NTU RGB+D 120 dataset [81]. The

dataset was acquired using three Kinect V2 cameras and contains RGB, depth and infra-

red information and skeleton annotations. The actions performed are grouped into three

main categories: daily actions, medical conditions and mutual actions. There are avail-

able 56, 880 video samples for the őrst 60 actions and 57, 600 video samples for the

additional 60 actions, since every action is performed multiple times by several different

subjects, also covering changes in background and lighting conditions. Some examples of

data contained in the NTU RGB+D dataset are shown in Figure 4.1. Many recent works

use this dataset to train and test the proposed models for skeleton-based HAR [34, 44ś50,

60], and in particular two standard cross-validation protocols are proposed for evalua-

tion. In the őrst one, called cross-view, the actions collected by two cameras are used

for the training phase while those collected by the third camera are used for the testing

phase. In the second scenario, called cross-subject, the actions performed by 20 subjects

are used for training while those performed by the remaining 20 are used for testing.

Generally, a higher performance is achieved in the cross-view scenario, meaning that it

is more complex to generalise on new subjects rather than on different viewpoints when

performing skeleton-based action recognition.

As mentioned before, all the datasets considered in this section adopt a body model of

25 joints. In particular, no skeleton information related to the hands joints is contained

in any of these, and there exist no public action recognition datasets for which the whole

skeleton is annotated. A version of the NTU RGB+D dataset with skeletons annotations

that include both hands and body joints, named NTU-X, was proposed in [82], but
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Figure 4.1: Sample frames of the NTU RGB+D dataset. First four rows show the variety

in human subjects and camera views. Fifth row depicts the intra-class variation of the

performances. The last row illustrates RGB, RGB+joints, depth, depth+joints, and IR

modalities of a sample frame.

unfortunately the extracted skeleton data were not made publicly available.

There exist instead speciőc datasets for hand gesture recognition, such as the DHG-

14/28 dataset [83] and the First-Person Hand Action dataset [84], which include sequences

of hand keypoints annotations. However, the gestures are performed with a single hand,

which means that for each frame only one hand joints are annotated.

One thing that emerges from the reported description of the datasets is that, in gen-

eral, the recognition of different types of movement, such as actions and gestures, is dealt

with separately. However, there might exist scenarios in which the combined recognition

of different categories of activities could be advantageous. For example, in the experi-

mental part of this work, we focus on both action and gesture recognition. In particular,
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we examine a human-robot collaboration context in which the considered actions are per-

formed with the whole body, but for which the use of the hands is fundamental, either

because they are used for communication or because the action involves the manipula-

tion of speciőc objects. To investigate these aspects, we collected a novel human action

recognition dataset containing body and hand pose annotations for several actions in a

human-robot collaboration context. However, the size of the captured dataset is lim-

ited, and not sufficient to train a deep learning model from scratch; we then exploited

a large-scale dataset to pre-train the network and learn more robust features. In the

absence of datasets that contain annotations of both body and hand poses, we decided

to re-annotate the NTU RGB+D dataset with the complete skeleton poses, similarly to

what was done in the case of the NTU-X dataset. We choose the NTU RGB+D dataset

since it is the largest available, containing a large variety of movements, ideal to learn

general representations to be exploited in a transfer learning based approach.

4.2 Deep learning models for action recognition

In the literature, the best results in skeleton-based action recognition are achieved

with two types of networks, namely graph convolutional networks (GCNs) and trans-

former networks. These models take as input sequences of skeleton-based features ex-

tracted for a person performing a speciőc activity. Sometimes, these features can be

further processed before being fed to a neural network in order to train it to recognise

actions. The type of processing depends also on the type of network used for the clas-

siőcation. For GCNs, for example, the joint features are fed to the network along with

graph information, namely the links that connect the joints in the skeleton structure. In

some cases, other features are computed starting from the joint coordinates, like the dif-

ferential of spatial coordinates (bones), given by the difference between the coordinates of

adjacent joints in the body graph, and the differential on the temporal dimension either

of joints or of bones data, computed as the difference between the coordinates of a joint

or of a bone respectively at two consecutive time instants .

4.2.1 Graph convolutional neural networks

A natural representation for skeleton data is a graph G = (V, E) in which each node

vj ∈ V corresponds to one skeleton joint, while an edge ei,j ∈ E represents a skeleton

bone, namely the spatial connection between two considered joints vi, vj . In the simplest

case, a node feature consists in the 3D coordinates of the joint it represents, i.e. vj =

(xj , yj , zj). Graph neural networks (GNNs) [85] are a class of geometric deep learning

models designed to perform inference on graphs, and can therefore be used to learn

spatial and temporal relationships between joints of a subject performing an action. In

particular, graph convolutional networks (GCNs) [86] extend the concept of standard

convolutional neural networks.
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Figure 4.2: Core operation of a graph convolutional neural network.

The connectivity of a graph is described by the adjacency matrix A, where the ele-

ments ai,j = 1 if ei,j = (vi, vj) ∈ E , and ai,j = 0 otherwise. Moreover, for each graph

node vj it is possible to deőne its neighbourhood Nvj
= {vi|ei,j ∈ E}. Then, the core

operation in a graph convolutional neural network, computed for example for the őrst

hidden layer of the network, can be written as:

hj = σ




vi∈Nvj
∪ vj

wi,j
vi



|Nvj
| |Nvi

|
+ bj



(4.1)

where wi,j are learnable weights, bj is a bias term and σ is a nonlinear activation function.

The denominator term


|Nvj
| |Nvi

| provides a normalisation factor that balances dif-

ferences in node degrees. Figure 4.2 provides a graphical scheme of the above operation.

For deeper network layers, it is sufficient to substitute vi with the value of hi computed

at the previous hidden layer. It is also possible to enlarge the őlter size, given by |Nvj
|,

by considering not just the 1-neighbours of each node but the k-nearest neighbours.

Equation 4.1 can be rewritten at graph-level as:

H(k) = σ


ÃH(k−1)W(k)


(4.2)

where Ã = (D+ I)−1/2(A+ I)(D+ I)−1/2 is a normalised adjacency matrix (with self-

loops). The matrix D is the degree matrix, namely a diagonal matrix with elements equal

to the degree of each node. H(k) is instead the matrix of stacked node representations

hj at layer k (each node corresponds to a row in the matrix).

The deőnition provided so far only covers the graph spatial relationships. In [47],

spatio-temporal graph convolutional networks are introduced in the context of skeleton-

based action recognition, and the temporal evolution is simply described by augmenting

the graph with inter-frame connections, namely by connecting the same joints across

consecutive frames (Figure 4.3). Then, by updating the neighbourhood deőnition to

Nvt
j
= {vqi |(vtj , vti) ∈ E , |q − t| ≤ ⌊Γ/2⌋}, with Γ a parameter controlling the temporal
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Figure 4.3: Example of spatiotempo-

ral skeleton graph given as input to a

spatiotemporal GCN.

range to be included in the neighbour graph (temporal kernel size), the implementation

of a GCN deőned above remains valid and also embeds the temporal structure of the

graph. Moreover, in [47] also the deőnition of adjacency matrix is updated, namely A

is expressed as the sum of different matrices Aℓ, with the aim of partitioning the graph

in signiőcant components to improve the learning capability of the network. Finally, it

is worth noticing that, since the degree of the graph nodes is not a őxed value and the

neighbours do not have a őxed spatial order, the weights of the network cannot in general

be shared as done with standard convolutional networks. The solution adopted in [47]

consists in partitioning the neighbourhood of a node into a őxed number of subsets on

which the weighting function is then deőned.

Graph neural networks can be used for different classiőcation tasks, node-wise, edge-

wise or graph-wise. In the case of skeleton-based action classiőcation, graph neural

networks are employed for graph classiőcation.

Despite the small input dimension of the spatiotemporal skeleton graph when com-

pared to a sequence of full RGB frames, GCNs still entail a heavy computational cost.

Moreover, the receptive őeld of both the spatial and the temporal graph are predeőned by

the adjacency matrix. The work of [34] addresses both of these problems by introducing

Shift-GCNs. The proposed model consists of a graph convolutional network that employs

a non-local spatial shift operation and an adaptive temporal shift operation. Taking in-

spiration from shift convolutions done in CNNs [87], a graph shift convolution consists

in a graph shift operation done within the receptive őeld of each node, followed by a

point-wise convolution operation.The main idea of the shift graph operation is shifting

the features of the neighbour nodes to the current convolution node. The spatial shift

operation is non-local when the receptive őeld of a node coincides with the whole graph.

Non-local shift allows the network to better learn the relationships between body joints
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during movements, implying that the most useful connections in terms of action recog-

nition do not necessarily coincide with the physical ones derived from human anatomy.

The adaptive temporal shift is instead obtained by adding a learnable temporal shift

parameter that determines the temporal kernel size. The shift graph convolutions sub-

stitute graph convolutions in GCNs and allow to make the computational complexity

of the network around 6.5 times lower when compared to other spatiotemporal GCN

models.

The lightweight nature of the Shift-GCN has encouraged us to choose it as the model

to conduct our experiments on skeleton-based action recognition in a human-robot col-

laboration setting. Indeed, we have already highlighted the importance of recognising

actions in real-time in such scenario, and a fast model for classiőcation can help improving

the overall computational times.

4.2.2 Transformer networks

The Transformer architecture is another type of deep learning model that has al-

lowed to achieve state-of-the-art results in different őelds, starting from natural language

processing and with rising interest also in computer vision. Transformer networks fully

rely on attention mechanisms to model sequential information. Differently from recur-

rent neural networks (RNNs) and long-short term memory networks (LSTMs), that work

well with short data sequences, transformers allow to learn also long-term dependencies.

Generally, RNNs and LSTMs employ a context layer to store hidden states vectors and

network outputs obtained at the previous time step in order to keep track of the se-

quentiality of the inputs. The attention mechanism used in Transformer networks aims

instead at exploiting the information gathered at all previous time steps [88].

Introduced in [89], the original Transformer architecture has an encoder-decoder

structure (Figure 4.4a). Attention is deőned as a function over matrices containing

queries Q, keys K of dimension dk and values V of dimension dv (Figure 4.4b). More in

detail, it gives as output a weighted sum of the values, where the weights are computed

as a compatibility function between a query and the corresponding key, namely

Attention(Q,K,V) = softmax(QKT /


dk)V (4.3)

where softmax(zi) = ezi/
|z|

j=1 e
zj . Moreover, multi-head attention is deőned as

MultiHead(Q,K,V) = [head1, ..., headh]W
O (4.4)

where headi = Attention(QW
Q
i ,KWK

i ,VWV
i ) and W

Q
i , W

K
i , WV

i and WO are learned

parameters matrices. The őrst three project queries, keys and values to dk, dk and dv

dimensions respectively, for h different times. Multi-head attention consists of several

attention layers running in parallel, as shown in Figure 4.4c.

In the encoder-decoder attention layers, the queries come from the previous decoder

layer, and the memory keys and values come from the output of the encoder. In addi-

tion, both encoder and decoder are provided with self-attention layers, in which queries,
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joint separately, along all the time frames considered.

Transformers and GNNs It is interesting to notice that Transformers can be seen as

graph neural networks operating on a fully connected graph and with attention weights.

In particular, in Equation 4.1 we can substitute


vi∈Nvj
∪ vj

wi,j
vi√

|Nvj
| |Nvi

|
:= mNj

with an attention weighted sum of the neighbours to obtain a Graph Attention Network

(GAT) [90], namely

mNj
=



vi∈Nvj
∪ vj

αi,jhi, αi,j =
exp (aT [Whi,Whj ])



vk∈Nvj
exp (aT [Whk,Whj ])

(4.5)

where a is a trainable attention vector and W is a trainable matrix. Moreover, a multi-

head attention mechanism can be employed by redeőning mNj
as:

mNj
= [a1, a2, . . . , aK ], ak = Wk



vi∈Nvj
∪ vj

αi,j,khi (4.6)

Many recent action and gesture recognition works have proposed graph convolutional

networks models with attention mechanisms to improve the performance, such as the

2s-AGCN model [50] and the STA-GCN model [91].

If considering a GAT receiving a fully connected graph as input, the neighbourhood

of each node coincides with the whole graph. In this case, it is possible to see that

Equation 4.6 and Equation 4.4 apply the same operation to their input, namely the basic

transformer layer is exactly equivalent to a GNN layer using multi-headed attention.

This might give an intuition on why Transformers, as a particular case of graph neural

networks, are well suited to deal with graph-like data such as the skeleton sequences used

for human action recognition.
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Chapter 5

A general framework for

collaborative action recognition

Collaboration between humans and robots implies a shared workspace in which com-

mon tasks are carried out jointly. Human-robot collaboration has become of particular

interest in manufacturing and industrial assembly, since the use of collaborative robots

allows to increase productivity and improve worker comfort. For example, in a human-

robot collaboration scenario in which an assembly procedure is carried out, tasks that are

repetitive and those that require a greater physical effort can be assigned to the robot,

while those requiring planning, reactivity and critical judgement are usually entrusted to

human operators. Moreover, a collaborative setting allows to speed up the completion of

an operation, as man and robot can work simultaneously without the need for the robot

to stop whenever the operator approaches it.

In this context, the recognition of human actions and gestures is useful both for

security and for communication purposes. Indeed, it allows the robot to understand the

behaviour of the people it is collaborating with or to receive directions from them and

to act accordingly.

In this chapter we focus on action recognition for human-robot collaborative assembly

tasks. In particular, the key elements of the proposed framework for skeleton-based

action and gesture recognition for HRC are outlined. First, a description of the collected

dataset is reported, focusing on the actions and gestures selected for a general human-

robot collaboration context. Then, the choice of the adopted skeleton model is explained.

Finally, an overview on the transfer learning technique and on fusion methods for deep

learning models is reported, highlighting their advantages and the motivations for their

employment in the analysed scenario.
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5.1 IAS-Lab Collaborative HAR dataset design

Starting from the issues outlined at the end of Section 2.2, a framework is proposed

to recognise actions and gestures in a generic human-robot collaboration scenario. In

particular, we focus on the design of a set of general HRC-related actions to compose

our new dataset for collaborative HAR. Then, we deőne a skeleton model optimal to

recognise the deőned activities.

5.1.1 Human-robot collaboration actions and gestures

As mentioned in Section 2.2, there exist different recurring actions that are common to

most human-robot collaborative assembly scenarios. In order to obtain a general model

that could be used in different contexts, independently from the speciőc task carried

out, we try to identify these actions to create a new dataset for HAR in human-robot

collaborative settings (denoted in the following as IAS-Lab Collaborative HAR dataset).

In this way, a model trained on these actions could be employed in a generic HRC

scenario to improve the communication and collaboration between the robot and the

human operator. The selected actions can be grouped in four main sets:

1. Spatial movements: walk, rest

2. Assembly actions: pick, place, screw, insert/join, hammer

3. Collaborative gestures: hand to, require

4. Communication gestures: stop, ok/confirm, up, down, forward, backward,

left, right, point

The őrst group refers to general movements that a person can do in the workspace.

The generality of the context leads to deőne only two actions in this category, since walk

includes all movements that allow the worker to move around in the robot’s workspace,

while rest indicates that the human operator is not working. These actions are indepen-

dent from the coordinates of the surrounding space in order to be applicable to different

contexts. In speciőc settings, usually actions such as approaching or moving away from

something were deőned [17]. However, to recognise them an environment coordinate

reference system should be previously set.

In the second group the most common assembly actions are deőned. It was observed

that assembly operations can be generally split into some base actions, each usually

associated with a tool that depends on the applications. However, while the tools change

from case to case, the base actions recur in many of the analysed scenarios and are the

ones listed in group (2.).

The third group includes collaborative gestures, namely signals that the human can

do to collaborate with the robot in exchanging tools or objects. The fourth set of ac-

tions groups instead gestures that the human operator can perform to communicate an
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Action Works Action Works

walk [5, 17] stop [17ś22]

rest [17, 23, 24] ok/confirm [18, 21, 22]

pick [6, 17, 19, 21, 23ś28] up [18, 21, 22]

place [19, 21, 27ś29, 33] down [18, 21, 22]

screw [25, 27ś31] forward [22]

insert/join [6, 29, 33] backward [20, 22]

hammer [23, 24, 30, 31] left [18, 21, 22]

hand to [6, 17, 26, 32] right [18, 21, 22]

require [29, 32] point [17]

Table 5.1: Review of works about human-robot collaboration in which the actions of the

IAS-Lab Collaborative HAR dataset appear.

instruction to the robot, including directions of movement and signals of conőrmation or

halting.

Table 5.1 lists the works in which the selected actions appear. Some of the mentioned

works include declinations of the reported action with respect to a speciőc tool or position

in space.

The design of the set of actions to be recognised was made in order to include move-

ments that are as generic as possible and that can in general be distinguished without

pairing them to objects or tools and without setting a world coordinates system to locate

the human operator in the workspace. It can be noticed that many actions require an

active use of hands and that the hands movements are potentially discriminative in the

recognition of the performed action, especially for what concerns gestures and assembly

actions.

Some examples of actions belonging to the IAS-Lab Collaborative HAR dataset are

reported in Figure 5.1. These show different subjects performing the designed actions

and gestures. Moreover, they also highlight the fact that, in many cases, an action or

gesture contained in the dataset could be performed by different people in several different

ways, and that two different actions might, on the contrary, be executed in similar ways.

For example, the gesture backward, shown in the last row of the mentioned őgure, is

performed by four subjects in four different ways: using either one or two hands and

with different hands positions and orientations. In the case of the two gestures stop and

backward, shown in Figure 5.1g and Figure 5.1i respectively, the motion of the hand

used is instead very similar. It can be observed that not deőning in our dataset a univocal

dictionary according to which the chosen actions and gestures should be performed makes

the recognition task particularly challenging.
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(a) forward (b) screw (c) hammer (d) up

(e) hand to (f) insert/join (g) stop (h) right

(i) backward (j) backward (k) backward (l) backward

Figure 5.1: Examples of frames from the IAS-Lab Collaborative HAR dataset. The last

row shows different variations of the same gesture. Note that, without loss of generality,

directions are given from the point of view of the subject.

5.1.2 Skeleton model

To recognise the actions and gestures listed in Section 5.1.1, skeleton features are

employed. Since a large part of these actions requires the use of the hands, we assumed

that body joints alone are not sufficient to recognise them accurately. For this reason,

the skeleton model employed also includes hands joints. Indeed, they are deemed funda-

mental to recognise gestures, but are also considered important to discern actions that

involve tool or object manipulation, especially since object recognition is not employed.

It has already been highlighted that the estimation of hand joints is more challenging

with respect to the one of the main body keypoints, especially when the visual sensor

used for data acquisition frames a full body őgure, which is in this case necessary since

some of the actions involve full body movements. Because of this, in our skeleton model

we consider only a subset of the most signiőcant hands keypoints. In particular, the
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choice of hand joints is limited to the wrist, three joints each for the thumb, index and

middle őnger and two joints for the ring őnger, namely for each hand, 12 keypoints are

considered. The rest of the joints are omitted, i.e., the ones of the little őnger and of

the tip of ring őnger, the distal phalangeal joints of the index and middle őnger and

the carpometacarpal joint at the thumb’s base. Indeed, these are considered less useful

for the action recognition process as they are not primarily responsible for the hands

movements included in our set of actions. Moreover, many of them are also among the

most difficult to estimate, as will be shown in the experimental part of this work (see

Section 6.3). We observe that removing them also helps reducing the complexity of the

problem. For what concerns the body, some keypoints such as the ones corresponding to

eyes, ears and feet are not considered either, leading to a 15 joints body model comprising

head, neck, shoulders, elbows, wrists, pelvis, hips, knees and ankles. The models of the

described body and hands skeletons are shown in Figure 5.2.
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Figure 5.2: Body and hands skeleton model used in the collaborative setup.

5.2 Learning methods for the proposed framework

A deep learning model requires a lot of training data samples to properly learn to

classify the actions. In many circumstances it can however be challenging to collect a

sufficiently large dataset. Moreover, when the input data is complex, it can be difficult to

őnd an optimal balance between the network’s hyperparameters to achieve good results.

In the following, we present two methodologies employed to deal with these problems in
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the proposed framework: transfer learning and ensemble averaging.

5.2.1 Transfer learning

Transfer learning is a deep learning technique whose rationale is to exploit the hier-

archy of features learned by a neural network to share representations across different

tasks. More in detail, the features learned by a deep neural network are in general coarse

features for what concerns the őrst layers of the network, and become more and more

specialised with respect to the learned task in deeper network layers. This means that

two networks trained to perform action classiőcation on different sets of actions starting

from the same type of input data are likely to learn similar features in the őrst layers

of the network, while the features learned in deeper layers will be more related to the

speciőc set of actions chosen.

Transfer learning consists in exploiting the features learned by a network trained on a

certain dataset to perform a similar task on a new dataset. This can be done by freezing

the őrst layers of the trained network and by őne-tuning only the last few layers on the

new dataset, eventually changing the shape of the last layer according to the new task,

as illustrated in Figure 5.3. Usually, the original network is trained on a large and varied

dataset in order to learn robust representations. Then, the last layers of the network

are re-trained, i.e., őne-tuned, on a smaller dataset. This allows to exploit the robust

features learned by the network on new examples, so that a relatively small amount of

data is sufficient to learn the new task. This also yields faster training times on the new

dataset, since only few layers of the network need to be trained.

This learning technique applies well to action recognition for a speciőc task such as,

for example, human-robot collaboration. Indeed, large action recognition datasets like

the ones described in Section 4.1 contain everyday actions that mostly do not relate to a

HRC scenario. Works on action recognition for human-robot collaboration often collect

small datasets containing the execution of the speciőc actions they want to recognise,

LEARNABLE WEIGHTSFROZEN WEIGHTSPRE-TRAINED DEEP NETWORK

NEW OUPUT

LAYER

Figure 5.3: Transfer learning pipeline.
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and use transfer learning to őne-tune the last layers of a network pre-trained on a large

action recognition dataset [6, 18, 28, 30, 33]. As already anticipated in Section 4.1, here

a similar approach is proposed, namely a neural network is trained on the NTU RGB+D

dataset and the last layers are then őne-tuned to recognise the actions of our newly

collected dataset described in Section 5.1.1.

5.2.2 Modularity and ensemble averaging: score-level fusion

By analysing the chosen actions it can be noticed that, in certain cases, either the

body or the hands could be sufficient in recognising them, while in other cases it is

more suitable to observe the whole body movement to understand which action is being

performed. To understand better the role of hands and body in the recognition of the

chosen actions, besides training a network on full skeleton data (body+hands), other

networks are also trained to perform the same task but starting from different subsets

of joints. In particular, we consider a network trained only on the 15 body joints, one

trained only on the 24 hands joints, one trained on the 12 left hand joints and one on

the 12 right hand joints.

Moreover, the results obtained with the different modules deőned above can be ensem-

bled together to improve the outcome of the classiőcation. More in detail, the network

trained to recognise actions starting from the 15 body joints can be fused either with

the one trained using the joints of both hands or with the two networks each recognis-

ing actions starting from a single hand. One way of ensembling the information coming

from different networks is at score-level, namely the softmax scores given as output by

the last layer of each network can be summed together, weighted by apposite values, to

obtain a fused score on which the argmax is then computed to get the predicted action

label. The aim is to compare the results obtained with these ensembles with the ones

obtained by training a single network on the full skeleton model.

The results obtained by fusing together different modules are expected to improve

the accuracy when compared with the ones of a single model. Indeed, it has been proved

that ensembling different neural networks trained on the same task can help reducing

overőtting problems and improving the generalisation capability of the model [92]. This

in general leads to higher classiőcation accuracies, in particular when the networks are

trained using different training data.
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Chapter 6

Experiments

To test the effectiveness of the action and gesture recognition framework for human-

robot collaboration presented in Chapter 5, all the elements described so far were put

together in an experimental setting. The experiments were all carried out at the IAS-Lab

of the Department of Information Engineering, University of Padova.

In this Chapter we outline the experimental steps followed to test the proposed ac-

tion and gesture recognition framework. First, the 3D body pose estimation algorithm

employed in the experiments is described. Then, we outline the process used to estimate

full skeletons on the NTU RGB+D dataset used for pre-training, focusing the attention

on the choice of the pose estimation algorithm employed. The technical aspects con-

cerning the collection of our dataset, named IAS-Lab Collaborative HAR dataset, are

successively reported, and a brief description of the Shift-GCN model used for action

classiőcation is presented, highlighting the modiőcations introduced to adapt this model

to our data. Moreover, the data preparation process is outlined, concerning both the

NTU RGB+D dataset used for pre-training and the IAS-Lab Collaborative HAR dataset

collected. Then, the pre-training results on the NTU RGB+D dataset are discussed.

Finally, the transfer learning and networks fusion results obtained on our dataset are

presented.

6.1 Estimation of the 3D body pose

As mentioned in Chapter 3, the fundamental preliminary step to perform skeleton-

based action recognition is to estimate the human pose in the 3D space. To do so, a

system already implemented in the laboratory was exploited for our experiments. This

consists in the cascade of two ROS1 nodes. The őrst node receives a stream of RGB

image data from a camera and, if a person is framed by the sensor, it estimates its 2D

skeleton joints using the open source OpenPose library [41]. When running the node, it

1Robot Operating System, https://www.ros.org/

https://www.ros.org/
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Figure 6.1: Block scheme of the 3D body pose projection algorithm.

is possible to choose wether to estimate body keypoints, hands keypoints, face keypoints

or any combination of these three sets: we are interested in particular in body and

hands joints. OpenPose provides real-time body pose estimation, and it was observed

to work at around 6.5FPS when estimating body and hands joints of a single person.

The stream of estimated 2D skeleton joints is then published on a dedicated ROS topic.

The second node reads the topic containing the 2D skeleton information along with the

stream of depth frames coming from the vision sensor and the intrinsic parameters of

the RGB camera cx, cy, fx, fy. For what concerns the depth frames, only the region that

aligns with the RGB frames is considered. In this way, each estimated 2D keypoint

(xp, yp) can be projected in the 3D space by taking as third coordinate z the value of

the corresponding point in the depth frame. More in detail, the algorithm does not take

the depth value at (xp, yp) coordinates directly, but considers a small window of pixels

around that point and computes the median value of the pixels inside the window. Since

the depth values measure the distance of a point from the camera reference system in

millimetres, these are őrst converted to meters through a simple multiplication factor.

Then, the intrinsic parameters of the RGB camera and the depth coordinate z in meters

are exploited to convert the (xp, yp) coordinates from image pixels to coordinates in the

3D space measured in meters, using the geometric transformations:

x =
xp − cx

z
fx, y =

yp − cy
z

fy (6.1)

The second node then proceeds to publishing the estimated 3D coordinates to another

ROS topic. The block scheme summarising this procedure is shown in Figure 6.1. We

notice that this projection process works well for body joints but becomes less stable for

what concerns hands joints, especially for the ones located on the őngertips or on the

hand contour, namely on the area perceived at the body shape boundary by the camera.

Indeed, for these keypoints the values evaluated by the depth sensor are less robust.

In addition to this, a window centered on a boundary body joint is likely to include







6.2 IAS-Lab Collaborative HAR dataset collection 53

Figure 6.4: Examples of frames from the IAS-Lab Collaborative HAR dataset, where the

OpenPose skeleton estimation is highlighted.

Figure 6.5: Variations in the execution of gestures left (top) and down (bottom). In

the őrst case it is assumed w.l.o.g. that direction is given from the person’s point of view.
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6.3 Skeleton estimation in the NTU RGB+D dataset

The NTU RGB+D dataset described in Section 4.1 was employed to pre-train our

networks. This dataset contains RGB frames, depth frames and also the skeleton anno-

tations of the subjects performing the actions. However, the topology of the skeletons

included in the dataset is different from the one estimated by OpenPose for what concerns

some body joints (such as the ones along the spine) and it does not include hands joints.

For this reason, the algorithm described in Section 6.1 was employed to re-estimate full

skeleton data for the NTU RGB+D dataset, including both body and hands keypoints.

Since this procedure was carried out offline, it was possible to compare the two pose

estimation libraries presented in Section 3.2, namely OpenPose and OpenPifPaf. The

only difference between these two estimators is that OpenPose returns two additional

body joints with respect to OpenPifPaf, namely the neck and pelvis points, but these

can be easily inferred also for OpenPifPaf outputs starting from the estimated keypoints

of the shoulders and hips. Given this assumption, the outputs of these methods can be

considered equivalent and can be compared. Since the full NTU RGB+D 120 dataset

is very large and considering the time required for the skeleton estimation process (in

particular in the case of OpenPifPaf, that runs at around 1FPS when the whole body

estimation is required), our choice was to only use the őrst version of the dataset, contain-

ing 60 actions. From this group we further excluded 10 actions that involve the mutual

interaction between two subjects, since the actions considered for our human-robot col-

laboration scenario are assumed to be performed by a single person. Starting from the

extracted skeletons, we limit our analysis to the joints included in the body model de-

scribed in Section 5.1.2. To compare the performance of OpenPose and OpenPifPaf, the

following metrics were taken into account:

- the mean number of skeletons extracted for each video sample analysed (MSPS,

mean skeletons per sample)

- the mean percentage of undetected joints for each considered frame (MZJ, mean

zero joints)

- the mean number of frames per video for which a complete skeleton was extracted

(MFSF, mean full skeleton frames)

The analysis was made for four different subsets of joints, namely for the full skeleton

model, for body joints alone, for hands joints alone and for each hand considered singu-

larly, and the results are reported in Table 6.1. The őrst observation that can be made

on the reported results is that, in all cases, only a small percentage of the original data

is usable for training. This follows from the fact that a valid input for a graph neural

network should not have missing entries. Indeed, if for example all the undetected joints

were set to 0, this would be equivalent to positioning the undetected body parts all at the

origin of the reference system, deforming the body shape and inevitably compromising
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Joints group metric OpenPose OpenPifPaf

MSPS 85.51 77.69

Whole body
MZJ 23.75% 22.15%

MFSF 1.46% 5.025%

Body
MZJ 2.73% 4.2%

MFSF 32.95% 22.79%

Hands
MZJ 21.07% 17.94%

MFSF 2.26% 8.89%

Left hand
MZJ 11.44% 9.55%

MFSF 8.87% 25.73%

Right hand
MZJ 11.27% 9.52%

MFSF 11.09% 27.37%

Table 6.1: Performance comparison of OpenPose and OpenPifPaf on skeleton estimation

on the NTU RGB+D dataset.

the network performance. Moreover, it can be observed that the overall performance

of the OpenPifPaf model is better with respect to OpenPose, in spite of being slower,

especially when hand pose estimation is involved. Indeed, the percentages of valid skele-

tons extracted with OpenPifPaf are higher in all cases except when only the body joints

are considered. However, also in the case of body joints, the estimates obtained with

OpenPifPaf seem to be more robust when compared to the ones of OpenPose, despite

being a smaller number.

For the reasons just listed, our őnal choice of the data to be used for pre-training

falls on the skeletons extracted with OpenPifPaf. Table 6.2 reports the number of valid

skeleton sequences extracted by the OpenPifPaf model from the NTU RGB+D dataset,

where we consider valid sequences with at least 3 full skeletons.

Joints group Valid sequences

Whole body 9280

Body 17817

Hands 12320

Left hand 21689

Right hand 22433

Table 6.2: Numbers of valid skeleton sequences extracted by OpenPifPaf from the NTU

RGB+D dataset (out of 47400).
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Figure 6.6: Examples of skeletons estimated with OpenPifPaf on the NTU RGB+D

dataset.

A further analysis was made on the full skeleton data (with 23 body joints and 21

joints for each hand) detected by OpenPifPaf, namely a list of the 20 most undetected

joints was compiled. This turned out to contain all joints belonging to the two hands,

including most of the joints of the little and ring őngers and the őngertips of the other

őngers. This results supports our choice of the hand skeleton model deőned in Sec-

tion 5.1.2, in which many of the most undetected joints are excluded, helping to improve

the likelihood of detecting all the necessary skeleton keypoints. An example of body

poses estimated with OpenPifPaf on the NTU RGB+D dataset is reported in Figure 6.6

It is worth highlighting that a similar operation of extracting new, more complete

skeletons, was made in [82] for the NTU-X dataset. In the mentioned article, more

advanced techniques were employed to estimate the skeletons, leading to better results.

It was in fact shown that the introduction of hands joints led to an overall improvement in

the action recognition results. Indeed, the restricted number of valid skeleton sequences

extracted with our method can represent a limit to our approach and we could expect

that better results, with respect to the ones presented in the following sections, could

derive from the use of better-extracted skeleton sequences.

6.4 Shift-GNC architecture

To perform action recognition we employ the Shift-GCN model [34] already presented

in Section 4.2.1. This architecture achieves state-of-the-art results on the original NTU

RGB+D dataset (e.g., 95.1% accuracy in the cross-view setup) and the code for the

original network is made available by the authors 2. Moreover, it has the advantage of

being a lightweight model that requires a lower computational cost compared to other

state-of-the-art graph convolutional networks models developed in literature - reportedly

2https://github.com/kchengiva/Shift-GCN

https://github.com/kchengiva/Shift-GCN
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at least 6.5 times lower - thanks to the introduction of graph shift convolution operations.

This aspect is particularly relevant in our human-robot collaboration setup, in which

we would like the communication between the human operator and the robot to be as

immediate as possible. For this reason, we would like to employ a network with fast

inference speed, in order to develop a framework that could possibly work in real time.

The original network takes as input a sequence of skeletons with 25 joints, and is made up

of 10 blocks each containing a spatial graph shift convolution operation and an adaptive

temporal shift operation. The original output layer contains 60 nodes to classify the

NTU RGB+D dataset actions.

We modify this architecture to adapt it to our data as described in Section 5.2.1.

For what concerns the pre-training with the wholebody skeletons sequences estimated on

the NTU RGB+D dataset, the number of output neurons becomes 50, since 10 mutual

actions are removed from the original dataset. Moreover, we deőne 4 different models

each taking as input sequences with different numbers of joints, and in each case a

different graph structure is speciőed. The four input formats for such models are the

following:

- wholebody : consists in the full body graph with 39 joints as deőned in Section 5.1.2

and illustrated in Figure 5.2 and replicated in Figure 6.7. The joint with identiő-

cation number 0 of each hand is connected to the joint of the corresponding wrist,

namely with the body joint number 7 for the left hand and with the body joint

number 4 for the right hand

- body : in this case the input only contains the 15 body joints, with the body graph

shown in Figure 5.2

- hands: the input consists in the 24 joints belonging to the two hands, and the graph

considered for each hand is the one of Figure 5.2. To this graph, an additional edge

is introduced, as shown in Figure 6.7, in order to connect the joints with ID 0 of

the two hands

- single hand : in this last case, the input is made up of the 12 joints of a single hand,

with the corresponding graph deőned in Figure 5.2. We will consider two different

networks with the same architecture for the left hand and the right hand.

Finally, for the classiőcation of the 18 human-robot collaboration actions, the last

layer of the four networks just described is modiőed to contain 18 neurons.

We highlight that a Shift-GCN performs in each block a number of shifting operations

that is proportional to the dimension, i.e., the number of nodes, of the input graph.

Hence, a network module taking as input a smaller graph is simpler and lighter with

respect to a network with the same architecture having a larger input graph.
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Figure 6.7: Skeleton model: graph and reference system.

6.4.1 Data preparation

The skeleton sequences of the dataset employed to train the model undergo some

preprocessing operations before being fed to the network. In particular, the origin of

reference system with respect to which the joints coordinates are expressed is shifted to

a central joint of the skeleton. For the considered skeleton model, we choose as origin

joint the neck, namely the one with ID 1, as illustrated in Figure 6.7. The z axis of the

new reference system is taken parallel to the segment connecting the pelvis (ID=8) and

the neck (ID=1) joints, while the x axis is considered parallel to the segment connecting

the left shoulder joint (ID=5) with the right shoulder joint (ID=2). The newly deőned

reference system allows to consider all the performed movements as relative to the body

and not to and external reference system. When only the hands are taken into account,

the axes of the reference system are still deőned with respect to the same body joints,

while the origin is placed on the joint 0 of each hand (on the one of the right hand when

both hands are considered). In this way, the hands movements do not depend on the

absolute position of the hands in space, but the information regarding their orientation

with respect to the rest of the body is maintained.

6.5 Pre-training on the NTU RGB+D dataset

As mentioned above, őve separate networks were trained on the őve joints subsets

(wholebody, body, hands, left hand, right hand), using the skeleton data extracted by

OpenPifPaf from the NTU RGB+D dataset. It was already observed that the number

of valid samples obtained is considerably smaller with respect to the one of the original
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dataset (see Table 6.2). Moreover, we highlight that the goal of pre-training the networks

on the NTU RGB+D dataset is to learn features encoding general representations of the

human body movements. For this reason, the predeőned benchmarking instructions to

split the dataset into training and test sets were not followed. In particular, these require

that, for the cross-view setup, the actions recorded using the cameras with IDs 2 and

3 should be employed for training and the actions recorded with camera with camera 1

for testing, while for the cross-subject setup the actions performed by 20 subjects should

be used for training and the remaining 20 for testing. For our experiments, we merge

the two setups by taking as training set all the action samples recorded with cameras 2

and 3 joined with the actions recorded by camera 1 and performed by the 20 subjects

considered for training in the cross-subject setup; as test set instead, we consider the

remaining actions recorded with camera 1. In this way, we increase a little bit the size

of the training set in order to learn features as general as possible during training, while

only a smaller subset of actions is employed to validate the results and avoid overőtting.

Moreover, it was observed that the placement of the three cameras recording the original

NTU RGB+D dataset is such that the left hand is mostly visible by camera 1, the right

hand is more visible by camera 3, while camera 2 is placed more or less in the middle.

For this reason, only for what concerns the left hand, in the training set were included all

the actions recorded using cameras 1 and 3 joined with the actions recorded by camera

2 and performed by the 20 training subjects of the cross-subject setup.

The results of the pre-training are reported in Table 6.3, that reports the accuracies

obtained in training the őve networks. The accuracy, or Top1 accuracy, refers to the

percentage of correctly predicted actions in the test set, while the Top5 accuracy is the

percentage of actions whose correct prediction falls in the őve highest softmax scores

estimated by the network.

The őrst observation that can be made on the reported results is that the obtained

accuracies are lower than the ones obtained using the Shift-GCN architecture on the

original NTU RGB+D dataset [34]. However, we must őrst highlight that these results

are not comparable with the ones obtained in [34] since a different different training and

Joints group Top1 % Top5 %

wholebody 59.44 81.34

body 90.40 97.68

hands 36.25 67.63

left hand 21.12 49.38

right hand 31.90 62.68

Table 6.3: Accuracies of the networks trained on the skeleton sequences extracted from

the NTU RGB+D dataset with OpenPifPaf.
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test sets are employed (this would have been true even if the original benchmarking setups

were respected, given the reduced number of valid samples obtained with OpenPifPaf and

the different number of actions considered). Moreover, the smaller dataset size leads to

a worse generalisation capability for the network, negatively inŕuencing our results.

Going more into detail for each speciőc case, it can be noticed that, in the case in

which only the 15 body joints are analysed (i.e., body model), the network performs

well in recognising the 50 actions, achieving an accuracy slightly higher than 90%. The

performance of the network, however, rapidly deteriorates with the introduction of hands.

In particular, the accuracy obtained in the wholebody case is more than 30 percentage

points lower than the one of the body case. The reason for this can be traced back to the

number of valid action samples, which for the wholebody analysis is almost half the one

available for the body (see Table 6.2). Moreover, we can assume that, given the distance

of the subjects from the cameras, the precision obtained for hand pose extraction is

not very high, so that the introduction of hands poses estimated in this way makes the

action recognition task more challenging. In any case, again with reference to the results

obtained for the NTU-X dataset [82], we can assume that the low accuracies obtained in

our results are strongly inŕuenced by the limitations of the method used to estimate the

full skeletons, complete of hands, from the original dataset, and not by the addition of

the hand joints information per se.

For what concerns the training of the Shift-GCN using only hands information, it

can be noticed that the accuracy obtained becomes even lower. However, this result is

expected, since the actions contained in the NTU RGB+D dataset are everyday actions,

most of which involve a limited use of hands. For this reason, we envisage that the

network will őnd it more difficult to recognise actions from hands movements alone.

Clearly, this behaviour is enhanced when only the joints of one hand are used to train

the network. Moreover, it can be noticed that a better performance is obtained when

considering the right hand joints rather than the left hand joints. This can be due to

a higher percentage of right handed subjects in the population, making the movements

performed with the right hand more signiőcant than the ones of the left hand.

Although the above results are not optimal, we observe that the networks trained

in this way are only used as a backbone for a subsequent transfer learning phase on

the human-robot collaboration dataset acquired in our laboratory. The accuracy values

obtained show that all networks learn some level of representations of the the actions from

the training data. These might not be sufficient to recognise well the activities included

in the NTU RGB+D dataset, but the coarse features learned in the őrst layers of the

networks might still encode some useful information about the movements of the body

parts considered. For this reason, even the networks that obtain low accuracies values

are employed in the transfer learning experiments described in the following section.
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6.6 Transfer learning on the IAS-Lab Collaborative HAR

dataset

Starting from the pre-trained networks obtained in the previous section, we perform

different transfer learning experiments with the skeleton data of the IAS-Lab Collabora-

tive HAR dataset collected. We recall that the poses of our dataset were estimated using

OpenPose, while the ones extracted from the NTU RGB+D dataset were obtained with

OpenPifPaf. To the latter, two joints were added a posteriori, namely the neck and the

pelvis, inferring their position as midpoints between the shoulders and between the hips

respectively, in order to match the two skeleton models.

As already mentioned above, to őne-tune the models we detach from the őve pre-

trained networks the last linear layer with 50 nodes, responsible for classifying the NTU

RGB+D actions, and substitute it with a linear layer composed of 18 neurons in order

to classify the IAS-Lab Collaborative HAR actions. Then, we freeze the őrst layers of

the pre-trained networks by blocking their weights update during the transfer learning

training phase. As highlighted in Section 6.4, the Shift-GCN architecture consists in 10

main blocks, each containing spatial and temporal operations. In doing transfer learning,

for each of the 10 blocks all the weights are considered either frozen or learnable, and

different depths of learning, namely different numbers of learnable blocks, are analysed

for each scenario.

In the following analysis, we őrst study the results obtained for each single module

(wholebody, body, hands, left hand, right hand) separately. Then, we try ensembling

the body and hands modules in different manners to improve the classiőcation results:

őrst the body and hands networks are fused together, then the body network is ensembled

with the left hand network and the right hand network, as illustrated in the block scheme

reported in Figure 6.8

wholebody

body

hands

left hand

right hand

ENSEMBLE

body+hands

ENSEMBLE

body+left hand+right hand

3D SKELETON

PREDICTED

ACTIONS

HAR NETWORKS

Figure 6.8: Block scheme of the HAR networks ensembles.
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6.6.1 IAS-Lab Collaborative HAR data preparation

Before őne-tuning the pre-trained networks on the IAS-Lab Collaborative HAR dataset,

the skeleton annotations obtained for this dataset are őrst reviewed. As done for the

skeleton data extracted for the NTU RGB+D dataset, the number of valid skeleton

sequences is counted, by eliminating all the sequences for which less than 3 complete

skeleton acquisitions were made. The numbers of valid skeleton sequences obtained is

reported in Table 6.4. It can be noticed that, for what concerns the 15 body joints, only

one action sample is counted as not valid. The valid sequences for which the wholebody

skeleton, comprehensive of body and hands, is captured are instead less than a half of the

original 540 sequences collected. The number improves when the single hands joints are

considered, namely when only the pose of one hand is fully estimated while neglecting

the estimation of the other one. The valid skeleton sequences are then pre-processed as

described in Section 6.4.1 before being fed to the network.

Joints group Training Validation Total

wholebody 183 51 234

body 449 90 539

hands 184 51 235

left hand 328 69 397

right hand 301 69 370

Table 6.4: Number of valid skeleton sequences for the IAS-Lab Collaborative HAR dataset

collected.

6.6.2 Transfer learning on the single networks modules

The őrst experiments conducted consist in training the last blocks of the őve pre-

trained networks on the newly collected dataset to recognise the new actions. In the

following, we denote with ℓi, i ∈ [1, 10] the 10 blocks of the Shift-GCN. The transfer

learning experiments were conducted starting with learnable weights only for the blocks

ℓ9 and ℓ10, and by unfreezing one more block at a time for subsequent experiments, to

compare the performance of the networks for different depths of trainable layers in the

network, where the depth here refers to the number of blocks with learnable weights. The

optimiser used to update the network weights is a SGD optimiser with initial learning

rate equal to lr = 0.1 and momentum m = 0.9. Moreover, the learning rate was adjusted

as in the original code at some predeőned training epochs indicated in the list step,

namely at each epoch contained in the mentioned list the learning rate was reduced of

a factor 10. The training algorithm runs for 100 epochs, and the model achieving the

highest validation accuracy, i.e., the lowest validation error, is saved. In Table 6.5 are
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Model lr step m bs learnable Shift-GCN blocks epochs

wholebody 0.1 [ ] 0.9 24 ℓ7, ℓ8, ℓ9, ℓ10 7

body 0.1 [30] 0.9 12 ℓ9, ℓ10 47

hands 0.1 [30, 50, 70] 0.9 12 ℓ8, ℓ9, ℓ10 76

left hand 0.1 [ ] 0.9 12 ℓ6, ℓ7, ℓ8, ℓ9, ℓ10 12

right hand 0.1 [ ] 0.9 24 ℓ6, ℓ7, ℓ8, ℓ9, ℓ10 14

Table 6.5: Hyperparameters used in the transfer learning training phase.

reported more in detail the hyperparameters for which the best results are obtained for

the őve different networks. These include the batch size bs used in the training phase,

the initial learning rate lr and momentum m of the optimiser, the list step of the epochs

at which the learning rate is adjusted, the blocks of the Shift-GCN network that contain

learnable weights and the number of the training epoch at which the lowest validation

error is achieved. It can be observed that, in the cases for which the pre-training on the

NTU RGB+D dataset led to lower accuracy values, a higher number of layers needs to

be trained in the transfer learning phase. This happens because in the pre-training phase

the networks are not able to learn sufficiently representative features, and more weights

of the intermediate layers need to be updated to improve the results.

The accuracies obtained on the validation set using the above parameters are reported

in Table 6.6. For each network, the Top1 accuracy and the Top3 accuracy are indicated.

Note that in this case the Top3 accuracy is analysed, instead of the Top5 as in the case

of the NTU RGB+D dataset, since it is considered more signiőcant, being the number

of classes contained in our dataset is smaller (18 instead of 50).

These results highlight that the best performance is obtained, also in this case, with

the body network, for which a 62.22% accuracy is reached on the validation set. A

relatively high percentage of actions is misclassiőed, but in this case the misclassiőcations

Model Top1 % Top3 %

wholebody 44.00 54.00

body 62.22 86.67

hands 50.00 64.00

left hand 59.42 73.91

right hand 59.42 71.01

Table 6.6: TopN accuracies of the single modules after őne-tuning them on the IAS-Lab

Collaborative HAR dataset.
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From what discussed above, two fundamental problems emerge:

1. The difficulty in extracting valid skeletons sequences in the wholebody case, which

strongly limits the action recognition outcomes

2. The importance of both hands and body joints in the recognition of the deőned

actions. Single networks receiving only body or only hands joints struggle to obtain

good classiőcation results.

We try to solve these issues by joining the networks that perform action recogni-

tion starting only from the body joints and the ones that only exploit the hands joints

information, by means of a score-level fusion, as discussed in the following sections.

6.6.3 Body+hands ensemble

The őrst fusion method proposed consists in joining the results of the body and the

hands networks. This is simply done by taking as new, őnal scores for the action classes a

weighted sum of the two networks outputs. More in detail, if we denote with ob ∈ [0, 1]18

the output of the body network and with oh ∈ [0, 1]18 the output of the hands network,

the output of the ensembled network is obtained as

ob,h = αb ob + αh oh, with αo + αh = 1 (6.2)

Then, the predicted action label is obtained by taking the argmax of the new output

scores, namely ℓpred = argmax(ob,h). In this case, the highest accuracy is achieved by

setting αb = αh = 0.5, namely when body and hands joints information equally con-

tribute to the recognition process. The accuracy result obtained is reported in Table 6.7,

along with the outcomes achieved with the single networks on the same validation dataset,

which contains an intersection of the valid body samples and the valid hands samples

(coinciding in this case with all the hands samples). These show an improvement with

respect to both the previously analysed models.

Model Top1 % Top3 %

body 56.00 84.00

hands 50.00 64.00

body+hands, wb = wh = 0.5 68.00 90.00

Table 6.7: Body+hands ensemble accuracies on the IAS-Lab Collaborative HAR dataset.

6.6.4 Body+left hand+right hand ensemble

Another interesting case consists in joining the movement information coming sep-

arately from the two hands with the one of the body. In this case, a slightly more
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Algorithm 1 body+left hand+right hand ensemble

Input: skeleton sequence s, output scores ob, olh, orh, predicted labels ℓb, ℓlh, ℓrh.

1: vflag= checkValidity(s)

2: if vflag is wholebody-valid then

3: if ℓlh =rest and ℓrh ̸=rest then

4: αb = αrh = 0.5

5: ob,lh,rh = αb ob + αrhorh

6: else if ℓlh ̸=rest and ℓrh =rest then

7: αb = 0.6, αlh = 0.4

8: ob,lh,rh = αb ob + αlholh

9: else

10: αb = αrh = 0.358, αlh = 0.284

11: ob,lh,rh = αb ob + αlholh + αrhorh

12: else if vflag is left-hand-valid then

13: if ℓlh =rest and ℓb ̸=rest then

14: ob,lh,rh = ob

15: else

16: αb = 0.6, αlh = 0.4

17: ob,lh,rh = αb ob + αlholh

18: else if vflag is right-hand-valid then

19: if ℓrh =rest and ℓb ̸=rest then

20: ob,lh,rh = ob

21: else

22: αb = αrh = 0.5

23: ob,lh,rh = αb ob + αrhorh

24: return ℓpred = argmax(ob,lh,rh)

complex algorithm is used to derive the ensemble output scores. Starting from a skele-

ton sequence, we őrst separate the cases in which the full skeleton estimate is available

from the ones in which only the body and one hand joints are fully estimated along the

sequence. Then, in both cases, the predicted labels for each single network module are

evaluated. If the predicted label of one hand is rest and is different from the labels

predicted by the other networks, the scores of such network are discarded from the anal-

ysis. We assume in this case that the hand action labelled as rest falls in the cases of

actions in which only one of the two hands is actively moving, while the other one stands

still and is irrelevant in terms of action recognition. Once a "resting hand" is detected,

the scores of the remaining networks are fused together as in the previous section. A

more detailed pseudocode of this ensembling procedure is reported in Algorithm 1, in

which are also reported the values of the weights employed to sum together the different

scores, whose optimal values was found by trial and error. In the algorithm, the ŕag

wholebody-valid means that the input skeleton sequence has complete annotations of the

body and of both hands, the ŕags left-hand-valid and right-hand-valid indicate instead
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Model Top1 % Top3 %

wholebody 44.00 54.00

body 62.22 86.67

hands 50.00 64.00

left hand 59.42 73.91

right hand 59.42 71.01

body+hands, wb = wh = 0.5 68.00 90.00

body+left hand+right hand, wb = wrh = 0.358, wlh = 0.284 76.54 87.65

Table 6.8: Body+left hand+right hand ensemble accuracies on the IAS-Lab Collaborative

HAR dataset.

that the annotations of the skeleton sequence are complete only for the body and for the

left or right hand respectively. We can observe that the weights employed give the same

importance to the body and the right hand movements, while the left hand information

is always weighted slightly less. Indeed, these are the weights for which a higher accuracy

is reached, and can be explained by the fact that the majority of subjects in the collected

dataset are right-handed and as a consequence tend to execute the actions with their

right hand.

The accuracy obtained for this ensembling method and the comparison with the single

networks and with the fusion discussed in the preceding section are shown in Table 6.8.

It can be noticed that this way of fusing hands and body networks leads to an improved

action recognition performance with respect to all the previously analysed cases. This

method also allows to discard a lower number of skeleton acquisitions, since it is sufficient

to have the full estimation of the pose of the body and of just one of the two hands.

Figure 6.10 shows a comparison of the confusion matrices obtained for the two fusion

methods just explained. In particular, we report the confusion matrix obtained by eval-

uating the body+left hand+right hand ensemble őrst on the same validation set of the

body+hands ensemble, which contains only samples for which both hands are correctly

estimated, and then on the extended validation set that includes all the action samples

considered valid for the new ensemble. These matrices highlight both the difference in

the number of samples to which the two methods are able to assign a label, as well as the

improved performance of the body+left hand+right hand ensemble. It can also be noticed

that for some actions such as down, none of the collected recordings of the validation

subject has a full skeleton estimation, with the consequence of this action never being

classiőed with the body+hands fusion. However, when considering separately the two

hands, only one out of the 5 samples is not validly estimated, and the action is correctly

classiőed 3 times. Moreover, we remark that, for the collected dataset, some actions

are particularly challenging to recognise as they can be performed in several different
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ways. In particular, from Figure 6.10c it can be seen that most of the prediction errors

concern the gestures categories. For example, one of the most misclassiőed actions with

the body+left hand+right hand ensemble is backward, which is confused with stop,

forward and hand to. Indeed, these actions can all be performed with similar hand

and body movements, which explains the wrong predictions.

An observation that can be made on the two fusion methods studied is that, in

general, having a higher amount of information, namely more estimated joints, should

lead to better recognition performances. However, some actions can also be successfully

recognised even when some information is missing. We would expect that the main

advantage of jointly considering the hands movements is that, for certain actions, the

relative movement of the two hands can be signiőcant in describing the action. On the

other hand, this movement is also encoded by the body joints, namely by how the arms

and wrists move. Then, the single hands gestures can be studied separately without

losing information about their relative position, and smaller network modules can be

fused together. As mentioned in Section 5.2.2, splitting data in disjoint groups and

fusing multiple classiőers together can help reducing the errors and improving the overall

classiőcation performance.
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Chapter 7

Conclusions

In this work, we investigated a skeleton-based deep learning method for action and

gesture recognition in a human-robot collaboration scenario. Unlike other HRC-related

works in literature, we do not focus on a speciőc application, rather we try to deőne a

generic framework within which several different HRC scenarios can be enclosed.

To this purpose, a new dataset (IAS-Lab Collaborative HAR) containing a careful

selection of general actions related to the őeld of human-robot collaboration was őrst

collected. In particular, we tried to include in it as many actions and gestures as possible

that appeared signiőcant to recognise in a potential HRC setting. The dataset contains

the 3D annotations of the skeletons, comprehensive of body and hands joints, of the

subjects performing the actions.

A transfer learning enabled method to recognising these actions was then presented.

In particular, we employed as backbone the Shift-GCN model presented in [34], pre-

trained on full-body skeleton annotations retrieved by us on the large scale action recog-

nition dataset NTU RGB+D. The action recognition pipeline adopted only exploits the

estimated skeleton joints, in order to be as independent as possible from the surrounding

context and from any tools or objects that might be included in the execution of the

movements of interest. Moreover, besides training a classiőer to recognise actions using

data relative to the wholebody skeleton model, we considered splitting the pose infor-

mation into different, independent modules, i.e., we őrst separated the body and hands

information, then we proposed an additional splitting of the two hands into separate

modules. For each subset of joints, a network was pre-trained on the corresponding se-

quences of joints annotated for the NTU RGB+D dataset, and transfer learning was then

applied to learn to classify the actions of our IAS-Lab Collaborative HAR dataset. Subse-

quently, two ways of ensembling these networks using a score-level fusion were proposed

(body+hands and body+left hand+right hand). Dividing the information into disjoint

modules has a dual purpose. First, it allows to understand more in detail the role of

each analysed body part for the recognition of an action or gesture. Secondly, it helps

improving the classiőcation results, leveraging on the fact that learning the same task
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separately from different data has proven over time to be an effective way of reducing

classiőcation errors and enhancing the overall performance.

The results of the experiments carried out on the IAS-Lab Collaborative HAR dataset

show indeed the importance of incorporating both body and hands information in the

understanding of human actions in a HRC context, in which different levels of activities

are relevant, from contextual movements, to assembly operations, to collaborative ges-

tures. They also conőrm the effectiveness of ensembling smaller modules using a simple

score-level fusion algorithm to obtain an improved classiőcation performance. Indeed,

the results obtained with the two fusion methods lead to an improvement compared to

single networks: with the body+hands ensemble, a Top1 accuracy of 68.00% and a Top3

accuracy of 90.00% were reached, while using the body+left hand+right hand ensemble

the best results were achieved, namely we obtained a Top1 accuracy of 76.54% and a

Top3 accuracy of 87.65%.

7.1 Future developments

From the analysis on the experimental results, some critical aspects and limitations

of the adopted approach have emerged. In the following, we review them and try to

propose some possible improvements and future developments of this project.

7.1.1 Robust pose estimation and multi-camera networks

One of the main problems highlighted in the previous sections is that the overall

performance of the system depends on the goodness of the skeleton features employed.

This issue arises in the pose estimation processes both concerning the NTU RGB+D

dataset with OpenPifPaf and the IAS-Lab Collaborative HAR dataset collection. In both

cases, 3D joints are inferred from a single frame by őrst extracting the 2D information

from the RGB data and by projecting the obtained keypoints on the depth frames to

retrieve the third spatial coordinate. When estimating the body poses on the NTU

RGB+D dataset, priority was given to the quality of the extracted data rather than the

speed of estimation, in order to have as many valid sequences as possible to pre-train the

networks, whereas in the acquisition of the new IAS-Lab Collaborative HAR dataset we

tried to recreate a realistic setup in which the skeleton data were estimated and acquired

in real time.

To improve the results of whole-body pose estimation on the NTU RGB+D dataset,

a more sophisticated way to retrieve the skeletons from RGB-D data could be employed,

such as the one proposed for the already mentioned NTU-X dataset [82]. In particular, in

this work two 3D pose estimation libraries are exploited to őnd the full skeletons, namely

SMPL-X [93] and Ex-Pose [94]. These might require longer estimation times, but are

able to estimate the full skeleton sequences on most of the original NTU RGB+D action

recordings, and the results reported in [82] prove the effectiveness of introducing hands
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joints to improve action recognition performances.

For what concerns the real-time estimation and acquisition of 3D skeleton sequences,

the main limit of the employed system lies instead in the use of a single camera. Indeed,

when a subject is framed with a single sensor, it is very likely that some of its body

parts are occluded, either by the subject’s own body or by other objects in the work

environment. Creating a work cell with a multi-camera network might reduce the proba-

bility of occlusions. Moreover, fusing together the body pose estimation results obtained

with each sensor in the network would make the 3D skeleton estimates more robust and

more likely to contain all the body joints required in the action recognition pipeline pro-

posed. A further improvement in the estimation of the sequence of body joints could

consist in tracking the estimated body joints, instead of just performing the estimation

on the single frames, in order to obtain more complete skeleton sequences and to make

the system more robust to fast body movements, which can easily lead to missing joints

in the single-frame estimation. Finally, in using multiple sensors, it could be possible to

dedicate one of them to frame hands from a closer point of view, in order to obtain a

more precise estimate of their joints.

7.1.2 Dealing with partial inputs

The problem of the dependence of action recognition methods on the robustness

of body pose features can also be seen from a different point of view. Indeed, even

though a richer information certainly helps increasing the robustness of the learning and

classiőcation procedures, this issue also stems from the fact that the networks employed

for skeleton-based human action recognition, such as graph neural networks, require

complete inputs to correctly learn how to classify the actions and/or gestures. A learning

algorithm able to deal with missing input features could help relax the requirements on

the completeness of input skeleton sequences. In [95], an approach is proposed to adapt

graph convolutional networks to deal with missing graph features, by representing the

missing data through a Gaussian Mixture Model (GMM), exploited to compute the

expected activation of neurons in the őrst hidden layer of the GCN, while keeping the

other layers of the network unchanged.

7.1.3 Dataset and training improvements and real-case applica-

tions

Another limit of the presented framework lies in the restricted number of samples that

we have been able to acquire for the IAS-Lab Collaborative HAR dataset. To improve the

quality and reliability of our results, it could be useful to extend the collected dataset with

new samples and/or to re-acquire the skeleton sequences using a more robust setup, such

as a multi-camera network as explained above. Another interesting future development

direction would be to test the proposed system for a real use case. We have mentioned

that most of the works on action recognition for human-robot collaboration focus on
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speciőc scenarios, in which usually tools or objects intended for the particular application

are employed. On the contrary, our work tries to frame human-robot collaboration in

a general way. The main idea is to either employ the proposed system alone in a given

HRC scenario or, when needed, to couple it to a simple object recognition network in

order to apply it to a more speciőc use-case.

We can also observe that, in light of the results obtained, which suggest that using

the fusion of separate networks learning from different joints sets can lead to better

classiőcation results, a different approach in pre-training the networks could be adopted.

In particular, we have highlighted that hands are not particularly informative for many

of the actions included in the NTU RGB+D dataset. However, we have used the skeleton

annotations obtained on this dataset in all the őve different networks analysed in order

to have better comparable results. Having established that learning body and hands

movements separately is more effective that feeding sequences of wholebody skeletons to

the network, we could consider employing a different dataset for the pre-training of the

hands network, such as a dataset employed for sign-language recognition [12], with the

aim of learning better representations for the hands movements in the early networks

layers.

One őnal remark regards the training of the neural networks carried out in the ex-

perimental phase, during which only a few combinations of hyperparameters such as

the batch size, the type of optimiser used and its learning rate, etc., were inspected.

It is likely that a more exhaustive search for the optimal hyperparameters, as well as

the implementation of cross-validation techniques, could also lead to improved and more

accurate results.
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