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Abstract 

 

The contribution of the thesis is to compute a survey of literature showing the main Machine 

Learning algorithm, how they worked and how they can be classified. 

The main classification describes are Supervised and Unsupervised Machine Learning, 

parametrized and non-parametrized tests. 

Then different regularizer depending on the function class. 

Subsequently, specification of different regression, in particular Lasso Regression, Ridge 

Regression, Elastic Net, Regression trees and finally Neural Network. 

 

The work continues by pointing to the best known techniques for improving the performance 

of the algorithm, SGD, Boosting, Bootstrap, Bagging, Bumping, Orthogonalization, Cross-

validation. 

 

Following the table of contents, there are the specification of advantages and disadvantages 

coming from both Machine Learning and traditional methods, as the OLS method. 

 

Lastly, an examination of different real cases in which the algorithms of Machine Learning are 

applied. 

The main area that are selected: Poverty, Banking and Finance and Politics and Policy. 

 

The thesis provides an overview of Machine Learning and how it can be applied in economics 

and econometrics, drawing tangible cases. 
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1 Introduction 

 

The present thesis focuses on Machine Learning methods, the enhancement performance 

techniques and the application of those methods to a real cases. 

 

The modern area of using statistics and to build things and to make things better, is that we have 

figured out that experiments and experimental design are a much more interesting science than 

you thought. 

Experimentation was a science with many unanswered questions, how to share control groups 

across many different treatments, how to deal with different types of persistence, how to design 

experiments when there is interactions among the units in the experiments. 

Those were all that need immediate attention. 

Another important issue is, how to design an experiment having a relatively small number of 

units, for example cities or schools. 

How plan an experiment to not release treatment at the same time everywhere to optimized for 

statistical power? 

Those are all questions and topics that have lots of open questions. 

 

Now Economists are sort of Engineer embedded in a system. 

It is possible to design much more complex experiments at large scale and this is true and 

obvious in Search Engines but it is also going to be really important for schools, governments, 

for healthcare because in the end we are going to be digitally interacting with people in all of 

these different settings. 

 

If the Economist is not a sort of part of Engineering team, getting the working on how to set 

things up to do good experiments, we will really miss out a lot of opportunities. 

 

Those are motivations about the discussion structured in this thesis. 

 

Indeed, the objective of this thesis is to understand the mechanism of Machine Learning 

Algorithms and how these methods can be applied to real life implementation. 

 

The thesis is based on a review of existing literature and economic analysis performed and the 

consequences of their introduction and/or variation. 
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The review is structured in three sections.  

 

In the first section, there is an in-depth description of the main Machine Learning algorithms, 

specifying some categorisations, such as supervised machine learning, parametric and non-

parametric tests and different types of regressions. 

Next, some techniques for improving the performance of algorithm estimates are defined. 

 

In the second section, the main features of Machine Learning are defined and compared with 

those of traditional methods (understood as OLS methods). The main advantages and 

disadvantages of both methods are also explained. 

 

In the last session, three different real-world cases in which Machine Learning algorithms are 

applied, are explained. 

The areas dedicated to these applications are Poverty, Banking and Finance and Politics and 

Policy. 

Within each area, several papers from recent literature are used to describe real cases and how 

various models are modified once different algorithms are applied. 

 

The thesis closes with a brief discussion about the main conclusion and findings. 
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2 Machine Learning Methods 

 

2.1 How machine learning works 

 

Machine intelligence and Artificial intelligence are amazing futuristic themes where will allow 

us to communicate with robots for example. 

But if we think about nowadays there are already available applications: phones that do image 

recognition or automatic translation. 

Probably when we think about Machine Learning we expect to talk about how we can program 

a computer and explain to a computer how to be intelligent or whether a certain pixel map is a 

face or not a face. 

The process entails taking training data and inducing a relationship between !	variable, like the 

pixels in the image case, to some outcome variable like: is this a face or not (#$). 
 

	#	%&	
!"#$

= ()	*		!		+ ,
%&'$()

1 

(1) 

It seems very familiar to the logic of statistics models. 

The real contribution that Machine Learning gives, with respect to the classical statistics, is that 

it works with very high dimensional data and it uses complex functional forms. 

 

Machine learning does not just provide a better answer or a different answer to the same 

question but the difference between Machine Learning and many classical econometrics tools 

is that the question itself is different.  

 

The question of Machine Learning, in particular, supervised Machine Learning, is to answer to 

a prediction question about finding a good predictor, hence solving a #$ problem while many 

tools (OLS estimator for example) are about estimation, thus finding a parameter value -) . 
This means that in Machine Learning the prediction is the key. 

  

 

 
1 From MLESI21: Sendhil Mullainathan & Jann Spiess 



 

 

9 

From (Mullainathan and Spiess, 2017) it is feasible to understand the prediction problem set 

up. 

 

Given: 

• Training data set (#*, !*), . . , (#+, !+), assumes i.i.d 

• Loss function ℓ(#$, #) 
 

Authors define that the goal is a prediction function ()  with low average loss (“risk”)  

 

3*(), = 4,,'5ℓ*()(!), #,6 
(2) 

Where (#, !) distributed same as training. 

 

In order to explain the problem set up, authors defines a different vocabulary with respect the 

one used in Econometrics. 

In particular, the variable # that in Econometrics it is defined as outcome variable, in Machine 

Learning it is specified as Label. 

The ! variable, instead, in Econometrics it is determined as Covariate, while in the Machine 

Learning is specified as Feature. 

 

The purpose of the process concerns the prediction of the variable # from the variable !, in a 

way that the average loss between the predicted # and the true # is as low as possible. 

 

It is pointed out that, since the environmental is similar to the classical standard regression, the 

process can be the same. 

 

In particular:  

4*()(!) − #,.			2 
(3) 

Normally, the goal is to minimized the mean squared error out of sample, meaning to find a 

function that predicts the # outcome.  

 

 
2  From MLESI21: Sendhil Mullainathan & Jann Spiess  
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The typical approach is to choose some function space, for simplicity linear function,   

 

()(!) = -) /! = -)0 +	9-)1!1
2

13*

3 

(4) 

Where, on the training data, solves for the function that minimizes in-sample fit, rather than 

finding a parameter that minimized the true out of sample error, according to the same criterion. 

 

min
45
	4(# − -) / !)	. →	min	

45

1
?9 *# − -) /!&,.

+

&3*

4 

(5) 

This can be done by replacing the expectation with what happens in the sample by its sample 

analogue. 

 

In particular, in the setting of standard regression, it means looking for the B.L.U.E estimator, 

hence the Best Linear Unbiased Estimator. 

This estimator is the best among unbiased estimator, with respect to the coefficient - and with 

error characterized by some specific structure, with the lowest variance and therefore also the 

lowest mean squared error among all unbiased estimators. 

 

In the setting of Machine Learning, the aim is to find a good prediction. 

More specifically, the purpose is to find generically estimators that are better at predicting, 

when for example errors are normal and when there are three features, in Machine Learning 

space, as metaphor for being high dimensional. 

 

For all these reasons, the functional form has to be flexible with the aim of capture the 

relationship between the y variables and the ! variables in ways that simple econometrics model 

may not, but also to define a solution. 

Focusing on the flexible functional forms, the intention is to control the Overfitting. 

 

 
3 From MLESI21: Sendhil Mullainathan & Jann Spiess 
4 From MLESI21: Sendhil Mullainathan & Jann Spiess 
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Overfitting, as (D1Etterich, 1995) address, accounts for the fact that if there is too much work 

on finding the best fit to the training data, there is also the risk that the noise will fit in the data 

by memorizing various characteristics of the training data as opposed to finding a general 

predictive rule. 

 

Following the literature of (Mullainathan and Spiess, 2017), the solution is defined as 

regularization, that is reducing the complexity of the functional form. 

As (Gammerman, Vovk and Vapnik, 2013, p. 9) writes, “Regularization theory was one of the 

first signs of the existence of intelligent inference.”. 

 

From (Athey and Imbens, 2019)  rather than running OLS,  

 

min
45

1
?9 *#& − -) /!&,.

+

&3*
 

(6) 

as with the previous logic, it is possible to run OLS with constraint 

 

min
45

1
?9 *#& − -) /!&,.

+

&3*
	@. A. BC-)CB ≤ E 

(7) 

reducing the complexity using, for example, norm or pseudo-norm in order to bounce the 

sophistication. 

 

For the purpose, literature defined the F1 norm, which is not a classical norm but it counts the 

non-zero coefficients. 

Instead of fitting a linear regression with all coefficients, it fits the linear regression only for a 

set of number of coefficients, which in this example it is identified with c. 

 

As (Mullainathan and Spiess, 2017) illustrates, the problem of minimization is not generally 

feasible to solve. 
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An alternative solution is the use of LASSO regression, which replaces the constraint on the 

number of non-zero coefficients by constrained on the size of coefficients. 

 

BC-)CB
*
= ∑ C-)1C2

13* 		5 
(8) 

The minimization problem evolves in Lagrange optimization problem: 

 

min
45

1
?9 *#& − -) /!&,.

+

&3*
+ H9C-)1C

2

13*

 

(9) 

Specifically, the difference between the realized # and the predicted # subject to F1 norm. 

This second term has another element which is H; this is interpretable as a cost (also called 

penalty) proportional to the sum of the absolute values of the parameters for the complex 

functional form. 

The H parameter is retrieved from cross-validation.  

 

Cross validation, as (Mullainathan and Spiess, 2017) writes, means: “randomly partition the 

sample into equally sized subsamples (“folds”). The estimation process then involves 

successively holding out one of the folds for evaluation while fitting the prediction function for 

a range of regularization parameters on all remaining folds. Finally, we pick the parameter with 

the best estimated average performance”. 

 

Repeating this it is possible to leave out data points and fit only on part of the sample and then 

evaluate on the leftover samples.  

 

In the end, because the priority is prediction it is plausible to evaluate how well prediction 

algorithm does by taking a random split between training data and test data, fitting function on 

training data and then evaluating on test data.   

 

 

5 From Journal	of	Economic	Perspectives—Volume	31,	Number	2—Spring	2017,	p.	93,	Table	2 
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This can be done for example for different values of H, obtaining an unbiased estimates of the 

performance, at different costs, depending on different values we choose. 

Then the data can be used to decide how much complexity to allow. 

All of this is possible because target is prediction, inherently observable. 

 

 

2.2 Machine Learning Algorithm 

 

2.2.1 Supervised and Unsupervised Learning  

 

In Machine Learning, one of the first classifications outlined in the literature is the separation 

of learning tasks according to the type of interaction between the learner and the environment.  

There are two basic approaches: supervised and unsupervised learning.  

The main difference is that one uses labelled data to predict outcomes, while the other does not. 

 

More specifically, (Delua, 2021)  designates, Supervised Learning uses labels for input and 

output data, hence using label datasets.  

The algorithm "learns" from the training dataset by repeatedly making predictions about the 

data, adjusting the correct answers, and simultaneously measuring  the accuracy of the 

predictions. 

 

(Shalev-Shwartz and Ben-David, 2013) provide an example to understand the logic behind the 

algorithm.  

Consideration of two learning tasks: spam detection and anomaly detection.  

 In the first task, the authors considers a situation in which a learner receives a training email. 

This email is labelled spam/non-spam.  

According to such training, the learner must find  a "rule" for identifying new e-mail. 

 

Conversely, to identify anomalies, each learner receives a large number of unlabelled emails as 

training. The task is to identify anomalous emails.  

 

Supervised Learning describes scenarios where it is possible to learn from experience by 

providing more information. 



 

 

14 

Unsupervised learning does not distinguish between training and test data.  

The main feature is clustering, in the sense, collecting unlabelled data with the same specificity.  

An example of Unsupervised learning is the k-means clustering algorithm. 

 

 

2.2.1.a K-Means Clustering 

 

K-Means algorithm is an iterative algorithm that tries to divided the dataset into I pre-defined 

distinct non-overlapping subgroups (naming clusters) where each data point pertain to only one 

group. 

 

(Shalev-Shwartz and Ben-David, 2013) explains that finding the optimal J −KLM?@ solution 

is often computationally infeasible. 

Indeed, in many cases, it is used a simple algorithm, hence the J −KLM?@	EFN@ALOP?Q relates 

to the outcome of this algorithm as oppose to the clustering that minimizes the J −KLM?@ 

objective cost. 

 

The model of J −KLM?@ algorithm is structured in this way, by (Athey and Imbens, 2019): 

 

R& = arg min
#	∈{*,…..,;}

||W= − X#||. 

(10) 

The authors explicate that the feature space is divided into I, cluster. 

Then they set I of centroids, X*, … X2 and assign each unit to the cluster that minimizes the 

distance between the unit and the centroid of the cluster. 

As explained before, the number I is difficult to find because there is no direct cross-validation 

methods in order to enhancement the performance of values. 

 

For all these reasons, it should be better to use an alternative unsupervised methods. 
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2.2.2 Parametric tests and nonparametric tests 

 

Parametric and nonparametric tests are two classification of statistical procedure 

As (Kaur and Kumar, 2015) outlined, the parametric tests relied on assumption on distribution, 

specifically, parametric data has an underlying normal distribution, the so called Gaussian 

distribution. 

For this reason, authors explains that parametric tests are more robust and demanded less data 

with respect to the nonparametric tests. 

 

In order to implement the parametric tests, three criterion have to be met: 

1. Necessity of normally distribution of the data 

2. Same variance and standard deviation among data 

3. The data must be continuous 

 

The advantage of parametric tests are described in (Grech and Calleja, 2018), namely that since 

the distribution is recognized, it is possible to extract inferences about values that lie inside any 

part of the distribution curve. 

 

Some examples of parametric tests are: 

- Student t-Test 

- The z-test 

- Chi-square 

- ANOVA 

 

Furthermore, with regard to nonparametric tests, (Kaur and Kumar, 2015) precises that are 

methods that do not necessitate a distribution to fulfil the required assumptions to be analyzed 

(especially if the data are not normally distributed).  

Therefore, sometimes it refers to as distribution-free methods. 

 

In a nutshell, nonparametric tests refers to a model function in which there is no dependency 

on a parameter. 

 

As a conclusion, If the mean more accurately constitute the center of the distribution of the data 

(which means the distribution is normal), and sample size is large enough, it is recommended 

to use parametric test.   
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If the median more accurately describe the center of the distribution of the data, it is 

recommended to use nonparametric test even if you have a large sample size. 

 

It could also be considered the case in which the distribution is not normal, meaning it is 

skrewed, hence the recommendation could be to transform data. 

 

It is possible to ascertained the patterns of the distribution in order to understand if the skrewed 

is due to, for example, outliers.  

In such circumstances, it could be better to examine the case in which outliers are cancelled. 

 

Alternatively, when outliers are faraway from the mean, the recommendation could be to 

analyse if there are errors on the data collection.  

 

Furthermore, another opportunity is to perform the analysis with and without outliers with the 

aim of discovered if differences display. 

 

By focusing attention again on the nonparametric tests, (Kaur and Kumar, 2015) indicates some 

examples of tests: 

- Sign Test 

- Wilcoxon Sign-Rank Test 

- Mann-Whitney Test 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

17 

2.2.3 Function Classes, parametrization and Regularizers 

 

Following (Hastie, Trevor; Tibshirani, Robert; Friedman, 2013, para. 2.7.1): 

 

Z[[(() =9*#& − ((!&),.
>

&3*

 

(11) 

In order to compute the solution of the equation it is necessary to compute the minimization of 

the function.  

By doing so, this means, finding values that verify the equality between two terms.  

However, in this case, there is not a unique solution, but an infinitely solution.  

 

The authors mentions that any specific solution could be a bad predictor at test points different 

from the training points. 

In order to obtain a finite solution, it is requirable to define constraints that allows to restrict 

qualified solution to a smaller set.  

The nature of the restriction is decided outside of the data. 

These constraints, or restrictions, are codified in the parametric representation of the function. 

 

As (Hastie, Trevor; Tibshirani, Robert; Friedman, 2013) writes, any restriction imposed on (, 

even if conducted on a unique solution, leaves uncertainty unchanged. 

The ambiguity can also be transferred to the selection of the restriction, where infinity 

restrictions leads to a unique solution. 

The strengthened the restriction, the more sensitive the solution is to the particular selection of 

constraint. 

 

Parametric predictors results in a linear regression function class. 

For linear regression the most popular versions are Lasso regression, Ridge regression and 

Elastic net. 

  

As previously described, the standard linear model (or OLS method) produces poorly outcomes, 

when there are large multivariate data-set, enclosing a number of variables superior to the 

number of samples.  
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In order to overcome this, a solution is the so called penalized regression, where the parameter 

l  is the penalty. 

The penalization creates a linear regression model in which the cost (or penalty) expresses the  

weight of the high numerosity of the variables. 

This is done through a constraint added to the original equation. 

This methods, in addition to being called regularization, can also be called shrinkage methods. 

 

The impact of imposing the l is to shrink the values of the coefficients close to zero. 

In this way, variables that add less benefit to the regression, have a coefficient which is close 

to zero or zero. 

l describes the magnitude of the shrinkage. 

 

 

2.2.4 The Lasso Regression  

 

(Tibshirani, 1996) proposed a technique called Lasso. 

Lasso stands for Least Absolute Shrinkage and Selection Operator. 

The aim of this regressor is, as previously specified generally, to shrinks coefficients so that 

they are close to zero or zero. 

 

The Lasso estimates is defined by: 

 

arg	KP?	{	∑ (#& − ] − ∑ -1!&1)1
>
&3*

.	}		@. A.		 ∑ C-1C ≤ A1 							6 
(12) 

Where A is the tuning parameter and it is set to be positive. 

 

This is a linear equation with constraint, where A controls the amount of shrinkage: the larger 

the value of A (or the larger the value of l imposing the size of constraint on the coefficients) 

the greater the amount of shrinkage. 

 

 

 

 
6 From Regression Shrinkage and Selection via the Lasso, Robert Tibshirani, 1996 
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(Hastie, Trevor; Tibshirani, Robert; Friedman, 2013) proposed the subsequent passage: 

 

argmin
4

	{12 	 	9(	#& − -0 −9!&1-1 	)
%

13*

.

+ H
>

&3*

9C-1C	}	
%

13*

 

(13) 

The constant -0 is re-parametrized by standardizing the predictors. 

In this case the solution for -0 is #̀ and afterward the model is built-in without an intercept. 

 

As mentioned above, it can be interesting to analyse how the entire path of solution changes as 

l	changed. 

 

An interesting observation made by (Mullainathan and Spiess, 2017), adds further insight to 

this analysis. 

Running this linear regression subject to a constraint on the number of non-zero coefficient, 

intending penalizing the coefficients, it also process sparse solutions. 

 

From (Zhang and Huang, 2008) it is possible to retrieved a definition for the sparseness concept. 

“A model is sparse if most coefficients are small, in the sense that the sum of their absolute 

values is below a certain level.” 

 

Under this statement, there should not be sensitivity to the mutation of coefficients towards 

zero. 

 

Therefore, for the above, (Zhang and Huang, 2008) proposed to evaluate the model with the 

sparsity equal to the dimension of the selected model. 

 

The goal is to select a model which approximate the truth well, but measures the sparsity in a 

proper manner in order to have a suitable measure of performance. 

 

This could be a solution of the problem, but (Mullainathan and Spiess, 2017) continued to 

analyse the problem by trying to find a cause. 
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To illustrate the problem, the authors made an example: predicting house prices. 

They considered “10,000 randomly selected owner-occupied units from the 2011 metropolitan 

sample of the American Housing Survey.  

In addition to the values of each unit, they also included 150 variables that contain information 

about the unit and its location, such as the number of rooms, the base area, and the census region 

within the United States. To compare different prediction techniques, they evaluated how well 

each approach predicts (log) unit value on a separate hold- out set of 41,808 units from the same 

sample”. 

 

With a view to this data, they selected “ten partitions of approximately 5,000 units each”. 

This partition allows to observe how variables that are used vary among partition. 

The result was that the pattern was not stable much over all the partition. 

 

Authors elucidates that, this was not due to the Z., because it remains stable over the different 

partition. 

The problem occurred because variables are correlated with each other. 

 

 

2.2.5 The Ridge Regression  

 

Another type of regression is called Ridge regression which is a popular parameter estimation 

method. 

The popularity of this method, as (McDonald, 2009) writes, is imputable to the fact that it is 

used to address problems as collinearity, arising in multiple linear regression. 

 

In the case of OLS estimator, the approach is well know: for example, it could be resolved 

deleting independent variables in order to enhance the matrix of correlation. 

In the case of Ridge regression, the requisite of removing independent variables, does not exists. 
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(Hastie, Trevor; Tibshirani, Robert; Friedman, 2013) proposed the same problem, as for Lasso: 

 

argmin
4

	9(	#& − -0 −9!&1-1 	)
%

13*

.

	@. A.		
>

&3*

	9 	-1. ≤ A
%

13*

 

(14) 

Where A is the tuning parameter and it is set to be positive. 

 

As for Lasso, A controls the amount of shrinkage and is a one-to-one correspondence with l. 

 

By imposing the constraint: 

 

argmin
4

	{9(	#& − -0 −9!&1-1 	)
%

13*

.

+ H
>

&3*

	9 	-1.
%

13*

	} 

(15) 

In this case, it is observable how Lasso problem constraint is set very similar to the Ridge 

problem constraint. 

 

In Ridge regression, there exists the difference between the realized # and the predicted # 

subject to F2 norm (F1 norm was the difference inside the Lasso estimation method) and the 

penalty parameter, l, is interpretable as cost on the sum of squares. 

 

Unlike the Lasso, which produces sparse solution, in this case coefficients are likely to be 

distributed. 

Rather than picking out a single coefficient that is non-zero, this solution tends to produce 

coefficients that are more equally distributed, meaning that in doubt it would produce 

coefficients on all the variables that are non-zero rather than producing sparse solution. 

 

This could be interpreted as observation posterior as bridge regression, in the sense that 

represents what would be the outcome if  a regression on linear model is done with normal data 

comparing with the computation of Bayesian posterior, getting exactly the same solution.
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As (Athey and Imbens, 2019) emphasized, the difference with formal Bayesian approach, is the 

coefficient l that, in the case of Machine Learning algorithm, is chosen through out-of-sample 

cross-validation, while in Bayesian learning is chosen through prior distribution. 

 

 

2.2.6 The Elastic Net Regression 

 

This regression is a combination of Lasso and Ridge regression. 

If the Lasso decides, indifferently, the choice between a set of correlated variables; the Ridge 

tends to reduce the coefficient of variables correlated each other’s. 

 

The form of Elastic net regression is defined in the following (Hastie, Trevor; Tibshirani, 

Robert; Friedman, 2013): 

 

9*	]C-1C + (1 − ])-1.	,
%

13*

 

(16) 

It is observable how the structure of the model differs for Lasso regression and Ridge 

regression.  

The first variable induces a sparse solution of mean feature coefficients and the second variable 

induces averaging of strongly correlated features.  

Having an optimization algorithm that solves the structure, the feature class, the regularizer, 

and the feature class under regularization constraints are not only unique to linear regression, 

but these principles are used by many supervised learners. 

 

 

2.2.7 The Regression Trees 

 

A regression Tree is a nonparametric predictor and it is defined as a decision tree that is used 

to predict continuous valued outputs instead of discrete outputs. 

The process behind the algorithm is recursively partitioning the data space by selecting certain 

points that best splits the data-set. The algorithm doing this in a repetitive forms, shows up in a 

tree-like structure. 
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An example is the one represented by (Loh, 2011): 

 

 

Figure 1: “Decision tree structure for a classification tree model with three classes labelled 1, 2, and 3. At each intermediate 

node, a case goes to the left child node if and only if the condition is satisfied”. Source: (Loh, 2011) 

 

By deciding whether to go left or right based on the value of the data, it is possible to represent 

much more complex relationship that includes interaction between variables in way that would 

be very hard to model using linear regression. 

 

In the case of regression trees, the problem is the same as before: if instead of  a very complex 

linear regression, which can cause overfitting, it is possible to limit the complexity of these 

regression trees, for example,  by limiting the number of trees levels to allow or limit the number 

of individuals belonging to one leaf of the  regression tree. 

 

The advantage of considering a model like Regression trees, is that if in one hand it is possible 

to consider OLS regressor as a function globally constraining (meaning the effect of one of the 

variables is the same, no matter the values of the other variables), on the other hand considering 

a regression trees it is logically possible that can model interactions much better and it can cut 

the variable space of features into a places that is not globally constrained but instead produces 

a very local solutions. 

Regression Trees is modified from a focus on estimation of regression function to classification 

tasks. 

 

Classification means valuating the efficiency of a model by looking at goodness of fit in a held-

out test set.  
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The difference between the regression case and the classification case is called impurity 

function. 

 

A more common impurity function is the Gini impurity. 

From (Suthaharan, 2016) 

 

−9a&(1 − a&)
&

 

(17) 

Where a& is the probability of the P?@ event. 

 

The abbreviation of Gini stands for generalized inequality index. 

 

(Athey and Imbens, 2019) explain that this impurity function is minimized only if all units in a 

leaf have the same label, while it is maximized if the shares are equal to 
*
A

 (where b is the 

number of shares). 

As described for the others regression model, the regularization occur applying l, the penalty 

term on the number of leaf in the regression. 

 

It is important to pointed out, as before, that the structure of supervised learners is very general. 

It usually contains some functional class, regularizer and optimization algorithm but also 

includes for example neural networks. 

 

Regularization may for example work by constraining the number of layers that neural network 

has, or by constraining the connects that the neural network has or restricting the amount of 

optimization that goes into fitting it. 
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2.2.8 The Neural Network Regression  

 

Neural network, compared with previously model, is a mixed predictors. 

Neural network, as (Athey and Imbens, 2019) describes, is another general and flexible 

approach to estimating regression function. The problem of this method is that it require a 

significant amount of model selection to managed, in a proper manner, with respect to other 

methods. 

Neural network is a two-stage regression represented by a network diagram. 

 

 

2.3 Enhancement performance techniques 

 

This paragraph describes techniques that allows to improve the performance of Machine 

Learning algorithm outlined before. 

As specified, Machine Learning methods use data-driven model selection. 

 

The problems arises from Machine Learning are primary classification problems with the 

intention to categorized objects inside a unique group. 

 

For instance as (Schapire & Freund, 2013) highlights, the spam-filtering is a classification 

problem in which specified e-mails are catalogues as “spam or ham”, in this way the algorithm 

segregates and labels the entire sample. 

The outcome of this algorithm is a predictor or also called from the authors, “classifier or 

hypothesis”. 

 

Basically, the researcher offers a list of features but since the form of the function is determined 

as minimum function of the data, the process is better specified as an algorithm that estimates 

different model and then select the one that maximize a benchmark. 

 

An error rate measures how often a classifier makes incorrect classifications, which is the 

quality of a classifier. 

It is necessary to develop a test set, a collection of test examples in order to accomplish this. 

Classifier predictions are compared with correct classifications for each of the test examples in 

order to evaluate its performance.  
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(Schapire & Freund, 2013) defined test error the incorrect classification of the classifier, and 

training error the incorrect classification of the training set. 

They called, instead, accuracy, the correct predictions. 

 

Generally, as (Schapire & Freund, 2013) emphasizes, the training and test sets comes from the 

same random source when designing and studying learning algorithms. 

 

Specifically, the authors assumes that the training and test sets are randomly drawn from some 

fixed but unknown distribution over the space of labelled and, furthermore, that both the 

training and test are generated by the same distribution. 

Classifier generalization error measures the likelihood that a random test sets is generated by 

the unknown distribution. 

The aim, then, is also to create low generalized errors, with the purpose of having a predictor 

that is the most accurate as possible. 

 

Very explicit in this respect is (Athey, 2018). 

There is a compromise between the number of covariate included in the model, hence how 

much variables are correlated each other’s, and the overfitting condition, where the number of 

variables are greater than the number of samples. 

 

In order to analyse the goodness of fit the model, there are different techniques with the aim to 

overcome this trade-off between the expressiveness and the overfitting. 

 

As (Athey and Imbens, 2019) clarify, the performance of these methods can be distinguished 

between:  

- Sample splitting 

- Cross-fitting / Cross-validation 

- Out-of-bag prediction  

- Leave-one-out estimation 

- Boosting 

- Orthogonalization 
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Or as (Athey, 2018) illustrates: 

- Stochastic Gradient Descent (SGD) 

Based on these distinctions, the one that will be insighted are Stochastic Gradient Descent 

(SGD), Boosting, Orthogonalization, Cross fitting / Cross validation. 

 

 

2.3.1 Stochastic Gradient Descent (SGD) 

 

Stochastic Gradient Descent (or SGD) is used in many types of model, like the neural networks 

and it operates in this way: 

Firstly is a methods that optimized the objective function, with respect to the parameters. 

If each parameter corresponds to a single observation, Stochastic Gradient Descent assesses 

observation as an average of the gradient. 

In this way the estimation would be unbiased. 

 

More specifically, (Shalev-Shwartz and Ben-David, 2013) clarifies that since the loss function 

is unknown and the distribution is unknown, Stochastic Gradient Descent generates the 

optimization using a random direction, specifying also “as long as the expected value of the 

direction is the negative of the gradient”.  

 

Negative gradient meaning find the lowest value of ! such that #	is minimum; where # is the 

objective function in which the gradient descent algorithm acts. 

 

Stochastic Gradient Descent is an efficient techniques due to its simplicity and for the fact that 

it can be applied when any other model based on empirical risk cannot be applied.  
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The steps of the algorithm are very complicated but they can be summarized into six steps: 

 

1. Compute the gradient of the objective function, meaning the sum of partial derivatives 

with respect to each individual features (or parameter) 

2. Take a random value for the features 

3. Bring up to date the gradient function by entering the values of the features 

4. Computing the step sizes for each features which means multiply the gradient for the 

learning rate. This rate influence the convergence of the algorithm, the higher is the 

learning rate the higher the possibility that the algorithm makes a great jump and miss 

the minimum point. 

It is reasonably, for what has been said, to bring a lower learning rate. 

5. The new features (or parameters) = old features – the size of the step 

6. Reiterating these steps many times until the gradient is equal to zero. 

 

The main problem of this technique is that it generates a model which is unbiased but the 

gradient will be noisy. 

 

Even if the existence of this problem, Stochastic Gradient Descent enables to improve the 

performance of very complex estimation that would be unmanageable using traditional 

estimators. 

 

 

2.3.2 Boosting  

 

Boosting is another techniques that enable to enhance the performance of simple supervised 

learning methods. 

 

In order to understand how this method works, it is possible to use the example of the spam or 

junk e-mail. 

Following the logic structured by (Schapire & Freund, 2013), the intent is to build a spam filter. 

In this way only the non-spam e-mails are filtered from the spam e-mail and categorized 

automatically into two classes: spam or ham. 
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This suggest that, Machine Learning algorithm should recognize, from the recursively 

categorizations, a prediction “law” that classified in a properly manner, the two classes, having 

as a result an accurate predictor. 

 

In particular, the authors brings about an example: “if it contains the word Viagra, then it is 

probably spam”, but suggests also that “A rule that classifies all email containing Viagra as 

spam, and all other email as ham, will very often be wrong”.  

 

For this reason the algorithm produced a weak rule and it could be interpreted as a “weak 

learning algorithm”. 

But it would be possible to extract a set of rules from the dataset by repeating the algorithm on 

a different subsets. 

Boosting consists of somehow combining there weak rule of thumbs into one group whose 

predictions will be fairly accurate overall. 

 

The weak learning program faces two critical problems: the first one is that it is necessary to 

choose the best useful rule of thumb from the collections of e-mail. 

The second one is that it is necessary to develop an accurate predictor from the stored rules. 

 

Boosting algorithm does exactly that: formulate an effective process in which an accurate rule 

by combining “weak learning”. 

 

In order to better understand the model, (Athey and Imbens, 2019) proposed a simplified 

explanation. 

The model referred is a regression tree with three leaves, similar to the Figure 1, based on two 

splits. 

Boosting is able to improve the performance of the regression along the following line. 

 

The problem can be set up as previously described, namely finding the prediction of the variable 

# from the variable !, in a way that the average loss between the predicted # and the true # is 

as low as possible. 
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In this case, the author defines this passage as: 

 

c& − cBd* 

(18) 

Which is applied to the tree model. 

Now, using the equivalent regression tree (also called base learner), the same process is applied 

to the two-split model, having a new outcome (or residuals) and in this case:  

  

c& − cBd. 

(19) 

Doing this process iteratively, the outcome is a predictor that update and re-estimate every time 

the residuals. 

 

An advantage of Boosting is that it can be used for other regression models. 

 

Generalizing the Boosting method, taking into consideration the regression tree model with N 

splits, then it prove to be that the sum of functions of N of the initial features is almost accurate 

to the predictor. 

Therefore, e = 1 it is possible to estimate any function that is supplemented in the features. 

e = 2 , stands for estimate any function that is supplemented to the original one. 

 

A more detailed explanation is given by (Hastie, Trevor; Tibshirani, Robert; Friedman, 2013). 

The loss function is defined as: 

 

3(() =93*#& , ((!&),
>

&3*

 

(20) 

Same as before, the logic is to minimized the loss function with respect to the function itself. 

 

The numerical optimization is: 

argmin
!

3(() 

(21) 
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Where,  

( = {((!*), ((!.), … , ((!>)}C 

(22) 

Consequently ( refers to the value associated to the function ((!&). 
 

The authors continue the analysis by pointing to different types of gradient, among them: 

- Steepest Descent, where QD is the gradient of the loss function and it has a negative 

sign which means the direction is negative along the function (that is the lower value of 

the objective function) but it is much steeper than the ( 

- Gradient Boosting, where the value associated to the function ( are not independent but 

constrained 

 

 

2.3.3 Bootstrap and Bagging  

 

Bootstrapping is another methods that allows to improve the performance of an estimation. 

(Schierle, Martin; Schulz, 2007) asseverate that “Bootstrapping algorithms can be seen as 

iterative supervised classifiers, which are initially trained on a very small training set consisting 

of several examples, which is called seed [E$$F. After application of the classifier and an 

additional evaluation and filtering step of the results [>$G which leads to [’>$G, the classifier 

is trained on the merged set of [E$$F and [’>$G”. 

 

The process of the Bootstrapping can be summarized in different steps: 

1. Defining the training set [E$$F 

2. Cluster the data and then extract only a features (or parameters) 

3. Generalized this derivation with a pattern and apply this trend to the cluster of the data 

4. Weight the [>$G using information and then filtered using a given constraints 

5. Then [E$$F =	[E$$F 	È		[’>$G  

6. Iterate all these steps again 

 

Bagging instead, as (Varian, 2014) states, “involves averaging across models estimated with 

several different bootstrap samples in order to improve the performance of an estimator”. 
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Bagging was introduced by (Breiman, 1996), the idea as (Zeng, Chao and Wong, 2010) 

summarize is that it wants to equal produce different classifiers and merge them on arbitrary 

redivision training datasets. 

 

According to (Breiman, 1996), N is the dimension of the datasets, therefore there is a causal 

drawing in which every dataset is created. 

 

Also Bagging, as Boosting are mainly used in regression trees. 

 

 

2.3.4 Bumping  

 

The authors of (Hastie, Trevor; Tibshirani, Robert; Friedman, 2013) describes, in a timely 

manner, Bumping method. 

Bumping, as the other methods, allows to find a better performance of the model, avoiding from 

imprisoned into a bad solutions. 

More specifically, Bumping method deriving from Bootstrap method, thus the squared error is 

obtained from : 

Xg = argmin
H

9[#& − (∗Hi
>

&3*

(!&)].	 

(23) 

Where (∗Hi  is original objective function deriving from the bootstrap procedure. 

What this methods does is to fitting the process into an acceptable model area. 

 

 

2.3.5 Orthogonalization 

 

Orthogonalization is another type of method that works very well in Machine Learning with 

the aim of creating an accurate predictor. 

 

Generalizing, orthogonality is defined as variables that are uncorrelated each other’s but also 

uncorrelated with the error terms. 

In the sense, that in the model, variables are all independent. 

Therefore if one of them are correlated, the model is non-orthogonal. 
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The correlation is define as multicollinearity among the data. 

 

(Shankhar, 2020) states that orthogonalization allows to reduce the time for the testing part and 

does not create propagation of changes in the system. 

 

The author provide an example, using an old television with a lot of knobs that can be tune to 

adjust the picture in various ways.  

Thus for these old TV sets, maybe there was one knob to adjust the vertical height of the image, 

or another knob to adjust the width, the orders or the rotation. 

Designers have to make sure that each of the knobs had their residence of the interpretable 

function. 

Orthogonalization refers to the TV designers had designed the knobs so that each knob has to 

do one thing.  

 

Another example concerns learning to drive a car. A car has three main controls which are 

steering. 

Steering wheel decides how much go left or right acceleration but also breaking.  

It makes it relatively interpretable that the different action corresponds to different controls.  

 

It is possible to reflect in ahother way: if someone were to build a car so that there was a joystick 

where one axis of the joystick control 0.3 times the steering angle minus 0.8 times the speed, 

and there is a different control that discipline two times the steering angle plus 0.9. 

 

In theory, by tuning these two knobs it is possible to get the car to steer the angle and the speed 

wanted. But it's much harder than if having just one single control for governing steering angle 

and separate distinct set of controls for controlling your speed.  

 

The concept of organisation refers to this example. 

Thinking in one dimension controlling the steering angle, and another dimension as the speed, 

then want one knob.  

However having to control a mixes the two together, as both steering angle and annual speed, 

then it becomes much harder to set the car to the speed and angle wanted. 

 

Orthogonalization can be interpreted as aligned with the things that want to control.  
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In order to compute all the passages in a great manner, it is necessary that four assumptions are 

true. 

First is that to make sure that the fit is doing well on the training set. Thus, the performance on 

the trading set needs to pass some acceptability affection for some applications. This might 

mean doing comparably to human level performance. 

Then it is necessary to do well on the dev set.  

Afterward, it is necessary to do well on the test set and finally do well on the test set cost 

function results in the system performing in the real world.  

 

 

2.3.6 Cross-validation 

 

Following (Dreiseitl and Ohno-Machado, 2002) there are two possible benchmark that indicates 

how a model can be categorized: 

- Discrimination 

- Calibration 

 

The former checks how data are split while the latter quantify the estimation taking into 

consideration the probability of the evaluation. 

In particular the probability can be computed from a dataset that is not used for the estimation, 

in this way the predictor would be unbiased. 

 

Cross-validation as (Yadav and Shukla, 2016) indicates “is the most commonly used method 

for predictive performance evaluation of a model, given beforehand or when it is developed by 

a modelling procedure”. 

All the information is split in two parts, the training set and the testing sets. 

The model is trained taking off some example out of to test. 

For the overfitting problem, the performance on the training set is not a good predictor for the 

data that are not disclosed. 

 

As (Bharadwaj, Prakash and Kanagachidambaresan, 2021) states if the data are substantial, in 

order to have a good predictor in terms of performance, it is necessary to compare the values of 

the training data with independent data, called “validation set”. Afterwards the performance can 

be evaluated reserving a “test set”.  
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Usually in order to correct these problems, as explained previously, the possibility is to add a 

penalty (H parameter) that offset for the overfitting. 

 

Due to (Yadav and Shukla, 2016) the main goals of the cross-validation technique are: 

1. Using the algorithm to foresee the performance 

2. Finding the best algorithm, matching different type of data 

 

Cross-validation can be called also K-fold Cross-validation, where data are divided according 

to a k values. 

Repeating this k-times modifying the test part until every sample point at some point in order 

to do evaluation on. 

In this case the model is called repeated k-fold cross-validation. 

 

As for all the other models described, the final purpose is to find an accurate predictor of the 

model. 

In this case, the higher is the number of estimates the higher will be the accuracy of the model 

predicted. 

 

Cross-validation can also be seen from another point of view, suggested by (Newey and Robins, 

2018). 

This study uses cross fitting combined with “fast remainder rates”. 

 

These indicators are distinctive in that because they converge towards zero. 

Their size is decreased by cross-fitting because it deleting the bias observations. 

 

According to the authors, it is possible to illustrate how cross-fitting allow to reach fast 

remainder rates. 

 

Considering the expected conditional covariance: 

 

-0 = 4[Rkl(]& , #& 	|	!&)] = 4[]&{#& − m0(!&)}] 
(24) 

Where m0(!&) = 4[#&|!&]  
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The estimator that results has this form: 

-̅ = 1
?9]&{#& − m$(!&)}

+

&3*

 

(25) 

Where m$(!&), as (Newey and Robins, 2018) underly, is affect by an “own observation” which 

means that this parameter is biased. 

The correction is done by substitutes the variables m$(!&) with m$J&(!&). 
 

The estimator in this case becomes: 

-) = 	 1?9]&{#& − m$J&(!&)}
+

&3*

 

(26) 

This correction is exactly the cross-fitting methods which allows to improve the performance 

of the estimators, deleting the bias. 

 

In conclusion, with prediction you can check and hold outside whether the predictor got it right. 

With estimators you do not have - grounds truths. 

Prediction is empirically grounded because when someone gives you a predictor you can check 

whether it is working, while estimation is not verifiable. 

If you trust the assumptions there is no way to check them. 

 

With prediction it is possible to see the actions. 

This luxury is not possible to have when researchers compute an empirical studies that relies 

on parameter estimation, where we need other methods to convince ourselves that we find is 

reasonable  but it is not possible to observe directly in the data. 

 

By making a recap, Machine Learning often involves three steps: 

1. Choosing a flexible function class 

2. Limit regularization 

3. Understand how much to tuning the parameters 

 

There are some researcher choices left that are very central to any good empirical application 

including loss function do optimize for.  
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How is it possible to manage the data making sure that you keep the right out of sample 

experiment so you can run at the end a valid tests. 

Choosing which features to use in data, so how to pre-transform your data how to deal for 

example missingness, and which function does not regulate to choose. 

Machine learning is a powerful framework to find good predictors among a class of function 

chosen. 

 

 

3 Machine Learning and Traditional Methods 
 

There is a lot that has already been known in statistics and econometrics, that is, new names for 

similar things. 

Specifically the idea that we can do better at predicting in high dimension than using some 

simple unbiased estimator like OLS. 

Most famously associated with a paper by (Bickel et al., 1998) that showed that as soon as liner 

regression has at least three covariates, it is possible to do strictly better than predicting if there 

is no necessity about unbiasedness. 

Random forest themselves, come out of statistics associated with the (Breiman, 2001) and there 

is a large area in econometrics that studies non and semi-parametric estimation and Bayesian 

estimation. 

 

There are news about this world that goes beyond these innovations in statistics and 

econometrics. 

 

Some of the ingredients that have to come together are: 

- Availability of data that involves very complex data that involves the ability to access 

that data in a structured way, for example for text data, for image data, but also just for 

very complex social science data. 

- Ability to compute those things and fit in network for example or to even work with 

very large dataset on other server or in local machine 

- Innovation and function forms that we use. Neural network have been around for long 

time, for example, but only with this combination of data computation and specific 

function form, that actually work for specific tasks, they have become as successful as 

they are these days  
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It is plausible to use that prediction function in applied work but this prediction may not be 

necessary for the goal. 

 

Machine Learning could be interpreted in a naïve way. 

 

Normally, the interested part is to compute inferences on the relationship of the # variables to 

the ! variables, understanding how does # changes when changed a specific ! variable. 

 

This may include causal inference questions, where holding everything else constant, the ! 

changed. 

That of course is tempting when the output has a common form (like Lasso). 

Lasso does not conveniently give a linear regression, but gives also linear regression coefficient 

where zero can takes many places. 

It is tempting understanding which variables could be chosen and how the outcome is affected 

in some way. 

 

It is important to understand the degree on which this come with, using a simple parameter 

estimation. 

To which degree does this come with guarantees of unbiasedness of consistency, meaning that 

the estimated coefficients in large sample approximates the true coefficients. 

In other words, to which degrees inferences of robust to violations of the assumptions about the 

relationship of # and ! that may embedded in the model. 

 

As a remainder, Lasso puts penalty on the coefficients in a way that does not only shrink the 

coefficients but it also makes many of those coefficients exactly zero. 

In that way its capitalist gives much of the predictive power, it associates with a single variables, 

thus, it does not spread out predictive power between coefficients but instead selects a few that 

are non-zero. 
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An example could be reasonable in order to understand what concretely mean. 

 

An example of OLS regression,  

 

oL(MNFA = 	] + -*P?EkKL + -.MQL +	-KLoNEMAPk? + -LEOLoPA@EkOL + -M!M +⋯
+ -.N!.N +⋯-O0!O0 

(27) 

comes from studying fairness considerations in using Machine Learning for underwriting. 

 

Basically banks used Machine Learning in order to understand at who should get credit. 

Banks may resort to those more complex tools because they are facing a simple prediction tasks 

of predicting, based on credit file, whether somebody is likely to default. 

 

Therefore, instead of running OLS of many variables, Lasso runs OLS but it puts a constraint 

on it, meaning that many those variables will be zero. 

 

One way in which it could be possible to test is whether the information is a good prediction 

about the relationship of default of those variables. 

 

Empirically it is possible to test doing this many times on similar data. 

 

 

Figure 3: included predictors in a lasso regression across ten samples from the same population, Source: (Gillis and L, 
2019) 
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The focus is understanding the implication of those algorithm. 

 

Apart this, (Gillis and L, 2019, fig. 2) describes an econometric example, selected in Figure 3. 

On the x-axis, there are the iterations in taking sub sample of the same data, on y-axis the 

coefficients on in total 80 variables. 

 

It is clear that, while the Lasso that is fit on data from the same balance growth path multiple 

times, it has some persistent structure where some of those variables are chosen very time. 

Many of them look more noisy and there is no strong structure in many other coefficients. 

 

That means that is consistent, meaning converge to the true coefficient. 

The algorithm now learned from the lasso which variables specifically matter. 

 

Why in this case the selection change so much from one draw to the other? 

 

oL(MNFA = 	] + -*P?EkKL + -.MQL +	-KLoNEMAPk? + -LEOLoPA@EkOL + -M!M +⋯
+ -.N!.N +⋯-O0!O0 

 

(28) 

The fact is that could be that variables are correlated:  

  

oL(MNFA = 	] + -*P?EkKL + -.MQL +	-KLoNEMAPk? + -LEOLoPA@EkOL + -M!M +⋯
+ -.N!.N +⋯-O0!O0 

 

MQL	 ≈ ((P?EkKL, EOLoPA@EkOL, … , !.N, … ) 
(29) 

In extreme case, like the case in which it is possible to learn about somebody’s age from a 

combination of other variables. 

Different ages, different financial history, thus this is a higher level of learning from that 

variables. 

This means that it is possible to write a function that does not include age but still contains the 

same predictive information and from a prediction point of view this does not really matter. 

Variables gives the same information, assuming that the relation are approximated well by 

linear regression.
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Indeed, if all that concerns, is good prediction this is not something that could create an alarmed. 

In the opposite case, where it is necessary to care about estimation or to understand whether 

certain people are treated differently, then it becomes a primarily important to distinguish. 

 

A numerical example about the Lasso biases from (Blumenstoc, 2021): 

 

# = 2!. − !K+∈ 

(30) 

Where Lasso is fitted with !*, !., !K on the function 30. 

 

Assuming that two variables are highly correlated, in this case !.	and !K , both included in 

function. 

It could be that, one of those coefficients is simply set to zero because it is more efficient for 

the Lasso to only use one of the coefficient to express the relationship on both. 

Thus, this means, -Ki = 0	. 
Thereby, it would be the case if the price that Lasso puts on complexity is relatively high, hence 

adding a higher coefficient would be inefficient and the correlation of !.	and !K is relatively 

large. 

 

Replacing this function by # = !., it approximately gives a good enough prediction at a far 

lower cost in term of the size of coefficient. 

It can also be that Lasso includes some variables that are not even in the original function. 

Assuming, for example that there is a variables !* that is not in the true relationship between ! 

and #	but it is very correlated with #	in a way that is not structurally correct, meaning there is 

correlation, but it is not the true functional form the Lasso may refer to just use a single variable 

!* to include both !. and !K in order to capture the relationship, -*i ≠ 0. 

 

Finally even if a variable, that is truly in there, is included, it does not mean that they are not 

also biases. 

 

Hypothesize the case in which there is an omitted !K, but the variable !. is included in the 

model.  
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In that case the coefficient getting on !. will be heavily biased because there are omitted 

correlated variables. 

The Lasso, rather than just being prone to biases that OLS, would also be prone to actively 

creates omitted variables bias, because it actively excludes some variables there may be some 

other variables that therefore have a bias coefficient. 

Even If !* and !.	are both selected, meaning even if there is exactly the right variables selected, 

then the Lasso would still bias them towards zero just because it puts a cost on the coefficients. 

 

The main take away is that Lasso can be biased in ways that includes variables that are not in 

the true relationship, that excludes variables that are in a true relationship, and even if it does 

include the right variable, it may still be that it suffers from additional omitted variable bias. 

Lasso decides to extrude other correlated variables which are exactly those that lead to omitted 

variable bias. 

Hence, in high dimensions at least empirically, these correlations will be ubiquitous and for this 

reason Figure 3 seems like a barcode where the chosen variables switch around very widely. 

 

Machine Learning can also be thought as a prediction tool compared to a simple estimation tool 

like linear regression. 

The main advantage is that Machine Learning is for prediction, caring about out of sample loss 

minimization, while the linear regression is typically built to do an estimation making inference 

on coefficients. 

 

In high dimension it is possible to have a very good precisions, even when coefficients are 

unstable or biased or inconsistent, because the main concern is about prediction quality and in 

many cases that is not necessarily a problem for prediction quality. 

 

Specifically many functions that look very different can have very similar prediction properties 

and it is very hard to distinguish them. 

The features discussed make up a successful prediction algorithm, makes the estimation hard, 

namely the fact that it is possible to use the data in order to select among a large class of 

functions making it very hard to determine the estimation properties and getting a valid 

estimation. 

 

(Mullainathan and Spiess, 2017) report an interesting definition of prediction and estimation. 
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Prediction is a good fit of #$	to # on data from the same distribution rather than some other 

distribution with some modification. 

Achieving a good prediction really depends on the features observable which means that the 

distribution stays the same as the distribution already seen. 

 

On the other hand Machine Learning does deliver estimation because the prediction function 

gets close to the true function, in a sense of, it produces small loss. 

 

It is possible to put the difference between the truth and the prediction function. 

More precisely, estimation meaning asking whether the estimator is consistent, thus whether 

the approximation of the function cares about distinguishing between the individual parts of the 

prediction function and not just its prediction quality. 

Estimation consistency meaning the estimates converges to the truth, not just the overall loss 

converges. 

 

It is possible to bridge the gap between the Machine Learning and estimation, using an example. 

 

In order to obtain a valid estimation, it is necessary to assume a low dimensional, meaning 

assuming that data are not complex. 

Applying the Lasso to use linear regression problem and recover the true coefficient. 

 

A very classical statistics example from (Knight and Fu, 2000). 

The true model is a linear regression model, 

 

# = -/! + u 

(31) 

fixing the number of coefficients, J and let ? to go infinity. 

 

As long as H fulfils a certain assumption, that is 
P!
+
→	H0 ≥ 0 , the true coefficient is recovered. 

 

The result could be summarized saying that in low dimensions, this model works.
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However, the analysis is concentrated in applying the case in high dimensionality. 

This is not well modelled by just holding J fized and let ? grows. 

 

Therefore for linear regression in high dimension, it is not just sparsity. 

 

(Zhao and Yu, 2006) is the most important paper in the literature that expresses the assumptions 

under which the model is consistent. 

 

The assumptions: 

 

• Sparsity,  

@+ = C|-+|C
0
												@+ = 	w(?#") 

 

E*x[0, 1)			y*+ = *y(*)+ … .y()!),			y.+ = *y()!S*)+ … .y(2!),	 
(32) 

• Separation, 

?*J##. 	 min
&∈{*,….,)!}

|-&+| ≥ bK						E.x	(E* + EK, 1]	 
(33) 

 

• No collinearity, 

 

inf
T|V|T

#
3*
]/ (y*

+)/y*+
? ] ≥ b. 

(34) 

• Regularization asymptotic 

 

Sparsity meaning that there is a separation between the variables that are in the model and the 

variables that are not in the model. 

The variables that are in the model have nonzero coefficients, the variables that are outside the 

model have zero coefficient. 

There are few additional assumptions: the coefficient in the model are all relatively high, hence 

they do not go to zero fast enough and the coefficients outside the model are either very small 

or they are exactly zero.  
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Then the third assumption, describes that the x’s that can be included in the model can not be 

too collinear. 

This means that the x’s that are in the model can not to be too correlated because otherwise it 

is not possible to distinguish between different values in the model. 

Then the last one describes that correlation goes beyond the variables in the model. 

Up to now it is reasonable to just apply this model when the estimation is simple, when the 

coefficients are not too small and when the ! variables are not too collinear working also with 

transformation. 

 

However there is an additional strong assumption, introduced by (Zhao and Yu, 2006) which 

also controls the covariance between the variables that are included in the model and those 

variables that are not included in the model. 

 

The irrepresentable condition: 

 

C|((y*+)/y*+)J*(y*+)/y.+|C*,W < 1 − | 

(35) 

The irrepresentable condition states that whenever there is a regression of variables that are not 

included in the models on the variables that are included in the model then the regression 

coefficients has to be very small.  

In other words, the correlation between the included and the excluded model, has to be very 

small in order for to be able to correctly assign which part belonging, non-belonging to the 

model. 

 

Finally, it is interesting mention a negative results, (Leeb and Pötscher, 2008) that states that is 

also generically hard to do any inference after selection. 

 

Machine Learning provides quality predictions but the prediction quality, while it comes with 

guarantees from the holdout, it does not typically come with estimation consistency or 

guarantees about the interpretation of the coefficient of that model. 

 

Hence, by itself, it is not possible to get structural interpretation or counter factual extrapolation 

like causal inference out of a machine learning model.  
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As a side note it is also very hard to do inference, as the bootstrap inference because typically 

do not work in those cases. 

 

This is not just an issue of implementation, meaning that it not just concerned that the model 

used is the wrong method to do inference in high dimensions but it is inherently limitation. 

The consistent estimation is inherently challenging considering many variables and many 

possible functions.  

 

Prediction quality can be observed, estimation quality can not and therefore will be much harder 

to do high dimensional inference and coefficients in order to still get good predictors. 

 

There is an emerging econometric playbook that bridge that gap by distinguishing between the 

prediction part on one side from the estimation part of another. 

 

One example is an IV estimation, where the first stage is as a prediction part, the second part 

stage is as an estimation part. 

Combining these two by using smart sample splitting that guarantees certain estimation 

qualities and while also leveraging high prediction quality. 

 

Machine Learning and the relationship to standard econometrics not just offering a different 

answer to the same question but instead they provide answer to a different questions where 

Machine Learning answers a prediction question, while many tools used in applied 

econometrics answer to an estimation of -)  questions. 
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Therefore, (Athey, 2018) states that are some exciting opportunities going forward for research. 

 

1. Applied research opportunities where it is possible to use new data, tackling new 

questions by using improved methods and being more systematic about data driven 

choices by adapting methods or paradigms for Machine Learning  

 

2. There are also very exiting econometric questions that kind of bridge the gap between 

#$and -): how can we use good predictors if we have parameter estimation problem by 

effectively using the Machine Learning part for some nuisance components. 

 

3. Recently is also going beyond the simple supervised learning, so going beyond the 

simple prediction Machine Learning also offers tools that work very similarly on, for 

example, clustering or dynamic experimentation. 

 

4. Finally an important opportunities in policy and theories that ask the question on what 

happens if individual agents and the model interact with the use of Machine Learning, 

like transparency and fairness of Machine Learning that are inherently think required 

input from economists because they are inherently about strategic interactions of agents 

and about welfare consequences and therefore require all of our input. 
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4 Applications of Machine Learning Methods 
 

4.1 Poverty  
 

To highlight the scale and scope of the covid crisis in low and middle income countries, of 

course Covid-19 has caused all sort of pain and hardship everywhere including U.S. but what 

is different in low/middle income countries is that there is a very large populations already 

living at or below a subsistence level. 

The lockdown orders that are design to stop the transmission of the virus also force a lot of 

people to stop working. 

There are a lot already vulnerable households which take away their primary means of 

subsistence and this has lead a massive rise in food insecurity. 

 

 

Figure 4: Global poverty is increasing, Source: (Lakner et al., 2022), Poverty & Inequality Platform (PIP), Macro and 
Poverty Outlook. 

 

For the first time, in a few decades, global extreme poverty is on the rise and estimates of on 

the order 100 million new poor now in extreme poverty. 

 

There was also a massive humanitarian response being mobilized to combat the consequences 

of the pandemic. 

 

From (Wb et al., 2020) there were about 1400 new targeted assistance programs in response to 

Covid-19. 

These are targeted programs meaning that are not enough resources for universal basic income, 

or universal transfer. 
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There are 100’s of millions of families receive some form of targeted assistance. 

The cares act provides assistance to families earning less than 180.000 year. 

 

The question is how is the targeting accomplished? In the U.S. the government has the internal 

revenue service that collects tax records for the vast majority of U.S citizen and thus they are 

using that as a rubric to determine who has the greatest need. 

 

The challenge, looking at middle income countries, is that huge portions of the population are 

not reporting taxes, earning regular income. 

In general, a lot of these countries lack up-to-date information on living conditions of their 

population. 

 

From (Jerven, 2013): 

 

Country Year of last 

census 

Year since 

last census 

Somalia 1986 28 

Congo, Dem, Rep. (planned for 2015) 1984 30 

Eritrea 1984 30 

Afghanistan (2011 on-going Socio Demographic 

and Economic Survey by province) 
1979 35 

Lebanon 1943 71 

 

Table 1: Countries with outdated censuses, Source: (Jerven, 2013) 

 

In the middle of pandemic, trying to minimize face-to-face interaction, it is really impractical 

to image going out and gathering the data that necessary to use. 

 

How machine learning when applied to non-traditional data can be used to measure and target 

poverty? 

 

There was a policy mandate to prioritize the poorest regions of the country. 

It is not possible have any dataset and data that allowed them to assess the poverty or the 

socioeconomic status of even the normal geographic regions of the country. 

 

(Yeh et al., 2020) states that only half of the poorest countries have completed a census in the 

past 10 years. 
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Researchers thinks about how it is possible to use Machine Learning to process digital trace 

data, remote sensing data, to develop maps that can give policymakers a sense of the geographic 

location of poverty and wealth in the country. 

 

(Jean et al., 2016) states that in order to have reliable Machine Learning is necessary to have a 

reliable labels, meaning reliable ground true data. 

The authors go to most recent household survey data in Nigeria with 42 000 households. In 

each of those surveys the hours are from 3 to 5 hour face-to-face. 

 

There is a lot of debate about the possible measures for poverty. 

One of the standard things is to construct an index, single scalar value, that represents the 

socioeconomic status of household. 

 

In the case of these household surveys in low and middle income countries probably the most 

common thing is to construct a wealth index using principal component analysis on a vector of 

assets and household characteristics. 

The x’s are going come to satellite imagery. 

The idea is that, gather high resolution satellite imagery from the entire country, matching the 

satellite imagery to the actual geo coordinate of survey household and then extract features from 

the satellite imagery. 

At the end the outcome is a vector of characteristics that are derived from the satellite imagery 

surrounding the area in which that surveyed household lives. 

 

Afterwards it is possible to apply standard supervised learning methods in particular gradient 

boosting to predict # from !. 

The point is to be able to take an arbitrary point on a map where survey did not happen and then 

to be able to impute the expected wealth of household in that area using the satellite imagery 

from that area. 

 

(Chi et al., 2022) have use the supervised neural network to extract features form the images. 

Instead of these ! features, that describes what is the roofing material of the houses in that 

image or what is the quality of roads in that image, telling a meaningless characteristics that are 

really hard to interpret. 
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Does a model trained and calibrated in Nigeria predict in neighbouring country? 

 

As sort of expect, the models tends to work better in regions where the relationship between 

visual images and ground truth wells is more constant. 

 

(Chi et al., 2022) produced a map where two square kilometres estimates of poverty for 

everywhere in a word. 

They used 56 different household surveys to train the model but then to evaluate the model the 

authors compared the estimated from methods trained on households survey data to estimates 

that come from census data, where census data collection is totally independent. 

 

In addition to the government saying, (Blumenstock, Cadamuro and On, 2015), (Khan and 

Blumenstock, 2016), (Blumenstock, 2018), (L. Aiken, Emily; Bedoya, Guadalupe; Coville, 

Aidan; E. Blumenstock, 2020), wants to focus on the poorest regions of the country but also in 

targeting the poorest mobile subscribers. 

 

There it the possibility to identify the owners of a mobile phone, in particular the poorer one 

rather than wealthier, and transfer to the poorest people rather than everyone in the region. 

 

The idea is that wealthy people use their phones differently from poor people. 

With the right training data and applying some basic Machine Learning tools than it is possible 

to use the patterns of phone use in order to predict wealth and poverty. 

 

From (L. Aiken, Emily; Bedoya, Guadalupe; Coville, Aidan; E. Blumenstock, 2020),  

 

Figure 5: Phone data, Source: (L. Aiken, Emily; Bedoya, Guadalupe; Coville, Aidan; E. Blumenstock, 2020) 

 

Figure 5 shows the ability to differentiate ultra-poor households.  
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Figure 6 point out that looking at the number of unique days in which a head of household use 

their phone, the distributions are very different. 

 

 

Figure 6: Phone data, Source: (L. Aiken, Emily; Bedoya, Guadalupe; Coville, Aidan; E. Blumenstock, 2020) 

 

This is true across all sorts of different metrics of phone use that can be extracted from mobile 

phone data. 

The question now is how well can Machine Learning algorithm use those differences to predict 

the subscriber’s wealth of poverty. 

 

The authors explain that the crux is having a label training dataset in which it is possible to 

maps mobile phone metadata, quantifying phone use measurements to true measure of wealth. 

 

The approach is conducted using actual surveys with people through the survey process, getting 

informed consent (taking into account ethical privacy). 

In this way it is possible to have the measure of wealth, or consumption in general, 

socioeconomic status that comes from the survey and then going back to the phone company, 

getting access to the original call detail records which is the metadata about how people are 

using their phone. 

 

These data are composed by the name of the person who’s making the phone call and who’s 

receives the phone called, the precise hour on a specific day. 

 

Generally geographic information are captured in the phone logs (approximate location of the 

phone call). 
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Afterwards there is a particular passage, called “black feature engineering” by which it is 

possible to go from the raw transaction log data to set of metrics fed into a supervised learning 

exercised. 

 

The outcome is a fitted model (	from which it is possible to predict wealth (#$) that comes the 

survey from the phone data (!) that comes from the records of mobile phone records. 

 

Once having fitted model (, it is possible to get a predicted wealth score (#$) for anyone who 

uses phone, not just the people who are part of label survey data set. 

Subject concerns of privacy involved in accessing mobile phone metadata. 

 

The “black feature engineering” approach is based on cellular automata deterministic finite 

automata for people who have R[101 as an undergrad, which is a core construct in computer 

science. 

 

The key of the success of these algorithm is how much the useful variation in the raw data is 

captured through the process that fed into the supervised learning algorithm. 

 

The features that were showing up in the model are basically the best predictors. 

 

A lot of them have to do with geographic factors, others have to do whether they are making a 

lot of calls in the evening relative to the daytime. 

 

The accuracy of phone-based prediction in Togo are summarized in Table 2. 
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From (Aiken et al., 2022a) 

 

Table 2: Accuracy of phone based predictions in Togo, Source: (Aiken et al., 2022a) 

 

In Table 2 there is the contrasting of the supervised Machine Learning which gives an Z. of 

0,46. 

A more intuitive approach: defining a measure in order to quantify how much did the person 

spend on their phone in the last month. 

 

The authors states that in general people who spend more on their phone tend to spend more in 

other things than they tend to be wealthier. 

But it turns out that while this is a decent predictor of wealth, the proportion of the variation 

and wealth that is able to explain with this one feature model, is much less than going through 

this entire Machine Learning passage. 
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From (Blumenstock, Cadamuro and On, 2015), (Khan and Blumenstock, 2016), (Blumenstock, 

2018), (Khan and Blumenstock, 2019), (L. Aiken, Emily; Bedoya, Guadalupe; Coville, Aidan; 

E. Blumenstock, 2020), it is possible to use this approach in different contexts. 

 

 

Figure 7: Measuring povery across countries, Source: (Blumenstock, Cadamuro and On, 2015), (Khan and Blumenstock, 
2016), (Blumenstock, 2018), (Khan and Blumenstock, 2019), (L. Aiken, Emily; Bedoya, Guadalupe; Coville, Aidan; E. 

Blumenstock, 2020) 

 

There are phone data captures about between a quarter and a half of the variation in socio 

economic status. 

This is not a perfect predictor by any means of socioeconomic status but there is a broad ability 

to predict. 

 

Then the authors continue to come together this application to targeting in total. 

 

 

Figure 8: Predicting wealth vs targeting transfers: example, Source: (Blumenstock, Cadamuro and On, 2015), (Khan and 
Blumenstock, 2016), (Blumenstock, 2018), (Khan and Blumenstock, 2019), (L. Aiken, Emily; Bedoya, Guadalupe; Coville, 

Aidan; E. Blumenstock, 2020) 

 

The idea is looking at the true consumption, the people to the left of this vertical dashed line 

are the true poor, those of the people that wants to provide benefits to, the other are the non-

poor.  
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Depending on the budget constrain, the dashed line might slide to the left or to the right. 

On the y-axis there is the predicted consumption. 

 

If the program is target based on predicted consumption then all of the people before the 

horizontal line are not going to get paid and all of the people below the horizontal line are. 

 

The confusion matrix that results from this targeting rubric maximize the number of true 

positives and true negatives and then reduce the number of false positives and the false 

negatives. 

 

Those measurement can improve the policy. 

The evaluation results are going to compare different approaches to targeting benefits within 

an unconditional cash transfer program, using Togo as a case study, (Aiken et al., 2022b) 

 

1. Geographic, poorest prefectures 

2. Geographic targeting which is a very common approach which use geographic 

information and provide benefits to everyone living in the poorest regions in the country 

3. Comparing that to mobile phone based targeting  

 

Key results: how these different methods perform according to technical measurements based 

on a confusion matrix. 

 

From (Aiken et al., 2022a) 

 

Figure 9: Targeting of the Novissi program in rural areas, Source: (Aiken et al., 2022a) 
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This evaluation is done use nationally representative household survey. 

The process that the authors put in place is training the Machine Learning algorithm, targeting 

benefits to the poorest people based on the mobile phones. 

 

The outcome: the phone based approach works better than these sort of relatively naïve but 

feasible alternatives whereas these approach that are not feasible in Togo, because they required 

a census household survey but that are used in a lot of other programs and in different countries 

work better than the phone based methods. 

 

It is possible to improve the performance of social welfare. 

 

From (Aiken et al., 2022a) 

 

 

 

 

 

 

 

 

 

Figure 10: Targeting of the Novissi program in rural areas, Source: (Aiken et al., 2022a) 

 

The necessary assumption about welfare: 

• Function of welfare is an CRRA utility function. 

 

} = ∑(#& + X&)*JX
1 − ~  

(36) 

• Budget = $ 5 million 

• ~ = 3 

• 5 monthly transfers 

• $0.88 fee for each transfer 
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Figure 10  represents, the area under the curved, that is scaled, by the expected utility of the 

beneficiary. 

The x-axis represents the size of the transfer, as this goes down, there is a fixed budget 

constraint. 

It is possible to target a large portion of the population paying them in a limit of $0.14. 

 

Vertical lines shows the optimal transfer size for that specific targeting mechanism. 

The optimal transfer size is close to the actual value that is used in Togo. 

 

The authors continues, computing an analysis in order to understand if Machine Learning can 

be used to target transfer with respect of other approaches. 

 

Specifically, they make an analysis of the different sources of exclusion in this actual program 

that use Machine Learning and mobile phones to target transfers. 

 

The sources of exclusion: 

 

- Unregistered people 

-  People that do not have a SIM card and have access to mobile phone 

- People that are do not know that they need to register via this USSD platform 

- Targeting errors arise from the Machine Learning algorithm itself. The Machine 

Learning algorithm is one key source of exclusion errors,  

 

The point is to trying to isolate the people whose predicted consumption is below some 

threshold through a combination of geographic targeting and phone based targeting. 

 

It is possible to improve the accuracy and the social welfare using people’s mobile phone data 

to target cash transfers taking into account the privacy implications of giving a program 

administrator access to some amount of private data. 

 

There is a growing literature in private Machine Learning and distributed federated Machine 

Learning that ask the question what sort of scarify in predictive accuracy need to be made, in 

order to provide some sort of privacy guarantees on the underlying data. 

It is possible to characterize the pareto trade-off between accuracy and privacy but  then it is up 

to the policy maker to decide where along the frontier their policy wants to land. 
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4.2 Banking and Finance  
 

(Crépon et al., 2015) conducted a randomized experiment in Morocco to measure the impact of 

micro finance on financial outcomes. 

 

The set up was structured in this way: there are 162 villages with 5000 households, these 

villages are divided into 81 pairs and then one village is gets to be in a treated group and another 

one gets to be in the control group. 

In the treated village a micro finance institution opens branches and three years later the 

outcomes are observed. 

The Y variable is the financial profit of the household after these three years. 

The D is the indicator of being able to access to micro finance services. 

The Z, the baseline covariance, includes 22 household characteristics such as number of 

households members, number of adults the previous use of credit. 

 

The inference part includes the fixed village effects as well as the clustering at the village level. 

 

The authors apply different Machine Learning methods like the Elastic network for predicting 

baseline scores indicate function, Boosting, Neural net, Random Forest. 

 

The question is how do we select the best Machine Learning estimator for CATE. 

 

Λ ≔ |-.|.ÇMO*[(É), ∝ RkOO.*@0(É), [(É), 
(37) 

This equation (37) can be explained in this way. 

Λ is equal to the heterogeneity loading parameters squared times the variance of the Machine 

Learning score, that is going to be proportional to the correlation squared between the true 

CATE and the Machine Learning proxy. 

Selecting the Machine Learning methods gives the highest Λ is equivalent to electing the 

Machine Learning method that gives us the best Machine Learning proxy for CATE. 
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Similar device works also for selecting the best Machine Learning tool from the point of view 

of group average treatment effect analysis. 

 

 

Table 3: Choosing Best Machine Learning producing best BLP of CATE, Source: (Chernozhukov et al., 2018) 

 

The result is that the best performing methods are the random forest, which is minimal tuning 

or no tuning with default parameters often produces the best or near the best results. 

Other method is the elastic net, which produces like second best results. 

Neural nets do not perform particularly well because the sample size is not large (5.000). 

 

The discussion is then focused on elastic net and random forest results. 

 

 

Table 4:BLP of the Effect of Microfinance on Profits, Source: (Chernozhukov et al., 2018) 

 

These numbers represents the averaged treatment effects (ATE), then the confidence intervals 

and the p-value. 

-. is the heterogeneity loading parameter. 

 

It is notable that all values are quite different from 1, meaning that there is a little level of 

correction post processing, but they are also substantially different from zero, this means that 

there is both heterogeneity and also these Machine Learning tools  provide relevant predictors 

of this heterogeneity. 
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Given this proxies the authors distinguishes between the most effective group and the least 

effective group. 

 

 

Table 5: GATEs of Microfinance on Profits, Source: (Chernozhukov et al., 2018) 

 

Looking at the average profit that results from the intervention, it is observable that for the most 

affected group the point estimate is 10.000 monetary units, the confidence intervals varies from 

2.000 to 19.000.  

For the least affected group the estimate is essentially zero with wide confidence band. 

The difference in the parameters is around 11.000 and it is both economically and statically 

significant. 

A qualitatively similar results are obtained with random forest, the difference is around 14.000 

and it is economically and statistically significant. 

There appears to be heterogeneity. 

 

The results are analogous to this table could also be shown graphically,  

 

Figure 11: ATE and GATES of Microfinance on Profits, Source: (Chernozhukov et al., 2018) 

 

The groups are divided in five quintiles.  
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On y-axis there is a group average treatment effect, the black point are the estimates and the 

confidence bands are constructed to be the 90% and in the end the simultaneous confidence 

sets. 

This graphical way of presenting results it could also be useful to compute different tests like 

the portman two tests. 

For a more precise testing it is needed to go to specific parameters and compute a tailor-made 

inference. 

  

The most affected and least affect groups, so we are doing a classification analysis for micro 

finance effects. 

 

 

Table 6: GATES of Microfinance on Profits, Source: (Chernozhukov et al., 2018) 

 

Looking at the results, the most affected group tends to be younger household with less 

borrowing experience. This opening micro finance institution seems to help younger 

households with maybe less borrowing experience or more limited access to other financial 

resources. 

 

This paper try to proposed a generic assumption-free strategies to make inference on key 

features of heterogeneous effects and randomized experiments. 

The key features include the best linear predictor, the group average treatment effect and 

classification analysis (average characteristics of the most missed affected group). 

 

They also perform a repeated data splitting to avoid overfitting, the inference quantifies the 

uncertainty coming both from the parameter estimation and from the data splitting. 

 

Data splitting of course creates a loss of power. 

The standard errors are scaled by  
*

√>
	 thus the precision is reduced by a factor of 

*

√.
	 . 
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Computing a sample splitting, allows to protect against overfitting and gaining certain 

robustness. 

There is trade-offs between the robustness and the data splitting method.  

 

 

4.3 Politics and Policy  
 

Machine learning can also support the governance of a state in particular can improve the anti-

corruption policy using prediction tools. 

 

Anti-corruption entails over 3.6 trillion USD annually expenditure. 

(Ash, Galletta and Giommoni, 2021) conducted an analysis in the context of Brazilian 

municipalities from 2001 to 2012.  

In particular, the authors analyses how politicians distributes resources by using Brazilian 

government auditors. 

Brazil has 5563 municipalities within 26 states with a high level of autonomy in budgeting 

decisions. 

During the time of the analysis the state’s policy changed in order to creates boundaries to 

corruption.  

Governments implemented a system with a randomly selected audited whose task was to assure 

the fairness the allocation of funds. 

 

Auditors provides a set of information which were then used by the authors in order to create a 

sort of indices for predicting corruption at municipal level. 

Corruption is interpretable from the authors as “narrow corruption” such as fraud, favouritisms 

and illegal procurement. 

 

In order to test the robustness of the analysis, the authors compute an alternative measure for 

corruption mechanism, using different documents and for different set of audits. 

 

The prediction process is done using information from the municipal budget in order to compute 

the probability of the corruption in a given municipality. 

This estimates is done using Machine Learning with a specific tool, Gradient Boosting Model. 
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The approach is to conduct an analysis of budget predictors and corruption outcomes, where ! 

variables are the budget features while # can takes two values, one if in the years of the analysis 

the audits found corruption, zero instead in which audits did not find corruption. 

 

For the Machine Learning procedure the regression implemented tries to identify the 

municipality corruption based on observable budget features. 

 

The analysis is done using different regression metrics, both baseline models, like the OLS 

methods, but also penalized models, like Lasso and Logistic. 

 

The main difference between these two methods is that the latter have inside the regression a 

penalized parameter (called H) that helps to put much weights on the data which have large 

coefficients. 

This way, regression is improved by avoiding overfitting. 

 

All these methods are then compared with Gradient Boosting model, specifically Gradient 

Boosting trees. 

This method compute an iterative decision trees splitting the node depending on the value 

decides (for example !	 > 	100) until reaching the terminal node with the associated prediction. 

Then cross-validation is developed and included L1 (Lasso) and L2 (Ridge) regularization 

penalties (which counts the non-zero parameters), the learning rate parameter, the magnitude 

of the trees and the limit for the last nodes. 
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Table 7 compared the different results from XGBoost, baseline methods and penalized 

regression. 

The first one is Guessing and represents the case in which there is no corruption (called from 

the authors “ modal category”). 

 

 

Table 7: “Out-of-Sample Metrics for Predicting Corruption”, Source: (Ash, Galletta and Giommoni, 2021) 

 

Notably, in the table it is summarized the metrics that are out-of-sample in order to predict the 

corruption. 

Accuracy explained how model approximately the truth well. 

AUC-ROC model is the “Area under the receiver operator characteristic curve” which ranges 

from 0.5 to 1. 

It can be reading as the probability that a corrupted municipality is classified with a higher 

grade, in a randomized way, than the probability of corruption with respect to a non-corrupted 

municipalities, in an arbitrarily way. 

Since the AUC-ROC requires a classification based on grades, for the Guessing model there is 

no a defined value. 

Finally, the authors defined F1 as “proportion true corrupt within the set predicted corrupt” and 

recall “proportion predicted corrupt within the set true corrupt”. 

F1 models penalized the false positive and the false negatives. 

Each cells characterized the mean and standard deviation in parathesis, computed as the average 

test-set estimation (ATE) for each model. 

It is ascertain that the model which better performed in terms of the three performance metrics 

is the Gradient Boosting trees with an average test set as 0.723, 0.777, 0.632, respectively. 
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The authors continue calibrating each predicted class with the correspondent true corruption 

rate. 

 

This analysis is reported in: 

 

Figure 12: “Predicted Probabilities in Test Set are Well-Calibrated to True Corruption Rates”, Source: (Ash, Galletta and 
Giommoni, 2021) 

 

Figure 12 shows how the model is well fine-tuned. 

The predicted corruption probability is closed to the perfect calibration line, so to the true 

corruption rate. 

 

(Ash, Galletta and Giommoni, 2021) analysed how much a surprising increase of public 

revenues, defined as federal transfer, affect corruption. 

authors specified that the federal transfers are the largest cause of earnings. 
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Table 8 represents the outcome from the regression analysis, where the dependent variable is 

the corruption and the other variables represents external variables which depends on 

population. 

 

 

Table 8: “Effect of Revenue Shocks on (Predicted) Corruption”, Source: (Ash, Galletta and Giommoni, 2021) 

 

Audit cities represents municipalities that collected an audit, Non-audited cities represents 

municipalities that did not collect an audit and finally all cities. 

It is necessary to specify that for the Panel A the dependent variable is “actual transfer”, for 

Panel B it is “predicted corruption”, while in Panel C the dependent variable corresponds to 

“predicted corruption and actual transfer is instrumented with theoretical transfers”. 

 

It is observable how regressions are all statistically significant and how varying from different 

estimators, there is no altering in terms of the size of coefficients. 

 

The analysis continues by assessing the effects of a control on corruption. 

 

#&)? = 9 -2Ü&)?2 + á& + H? +à&)?
/ â + x&)?

M

23JK,2ZJ*

 

 

(38) 

Where # is the annual corruption prediction of P, refers to municipality, @ states and A year. 

Ü, instead, represents the dummy variable for the years before and after the control. 

á is the municipality fixed effect, H is year fixed effect, à are others controls. 
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The estimates are reported in the following table: 

 

 

Table 9: The effect of an audit, Source: (Ash, Galletta and Giommoni, 2021) 
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While graphically are represented:  

 

 

Figure 13: The effect of an audit, Source: (Ash, Galletta and Giommoni, 2021) 

 

It is noticeable, in Panel A, how after the control (J = 0) there is a decrease in the prediction 

of corruption. 

 

Panel B, instead, documents the incident investigation effects for  audits where clear corruption 

is detected (black dots) and for those where corruption is not detected (grey dots). Sixteen of 

these trends are quite different. When corruption is detected (black dots), the negative effect is 

much larger, ranging from -1.7% to -25.8%, which is significant compared to the treatment 

average of 55.8%. On the contrary, if the audit does not detect corruption or irregularities (grey 

points), it has no effect. 
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In conclusion this paper shows the potential prediction of corruption using public data. 

The resulting composite measures can then be used in empirical analysis, to produce similar 

empirical results using estimates of corruption in municipalities that have never been audited.  

Optimistically, in the future, these techniques will be useful to researchers to compute  further 

analysis on other variables. 
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5 Conclusions  
 

Building the algorithm is not the hard part, and this can be visible in other things applied 

navigating these micro-econometric issues. 

These issues are largely more than Machine Learning. 

The interesting part of being in this filed in this moment, is not just do the mechanical 

applications, it is to be live to these type of complexities. 

 

These complexities, like selective labels, omitted variable, make it a non-natural fit to apply 

Machine Learning. 

They are what create both econometrically interesting questions to resolve and also applied 

questions and work that need to be done. 

 

There are many more problems like this, where the core problem is predicting. 

Predictive problem, as described in this analysis, require clear goal, that is represented in the 

data and but it also required individualization. 

 

Understanding the problem applying to and asking does not really fit a very careful predictive 

model is key. 

 

The application of Machine Learning explained by (L. Aiken, Emily; Bedoya, Guadalupe; 

Coville, Aidan; E. Blumenstock, 2020), on how it is possible to use phone data to better find 

who’s poor and target poverty, is an example of implementation. 

 

Another problem arise when people are unemployed, in particular predicting for how long a 

person will remain unemployed. 

 

There is a tons of problems in terms of finance, where every person wants to know when they 

are buying a house, if they can afford it and about the eviction rate late payment default. 

 

In education, there are a lot of work that looks at the experimental effect of an additional teacher, 

which is a -)  problem. 

Holding that constant, how do you know who makes a good teacher? 

This is a prediction about the performance of the teacher or performance of the students under 

that teacher. 



 

 

73 

 

What is happening now is that we are starting to see many more data-driven decisions and 

Machine Learning can change that huge part of an unexplored data of the space of predictive 

decisions. 

 

Economic tools can also improve Machine Learning, this is not a one-way street. 

The real case application describes in the last chapter of this thesis, are examples. 

 

Prediction can aid in economic theorizing and Machine learning gives us a very new way of 

working with science. 

 

Prediction is an inherently important scientific tools, it differentiates from causal inference, it 

could be possible to say that it is the complementary part. 

 

Machine Learning can help us computing a causal inference in a better way, but whenever a 

new tool comes along, people first use it to solve old problems, but eventually the big gains do 

not come from the new tools solving old problems, it comes from the new tool helping us solve 

new problems. 

 

Indeed, changing the entire scope of the discipline this happen with behavioural economics, 

with causal imprints and Machine Learning is going to totally change what kind of question do 

we event tackle.  
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