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Summary
Recently, thanks to the increasing capability of 3D acquisition

devices, point cloud has emerged as the most popular format for
immersive media. In practice, a variety of distortions could be in-
volved and affect human perception. Developing point cloud quality
assessment can help to understand the distortions and carry out the
quality optimization for distorted point clouds. Therefore in this
work we are investigating the quality assessment of point clouds
and what are the main factors effecting the quality of the point
clouds. And presented as well the existing subjective and objective
methods for evaluation of the quality of point clouds and applying
these methods to evaluate the point clouds quality.

After that, we made different experiments to apply the subjective
and objective methods to estimate the quality of different data sets
we have, And as well using the results of previous experiments made
for farther investigations .

However, applying these methods for estimating the quality is
quite challenging approach as we will see later in this study. There-
fore, we created various solutions to overcome the challenges that
we faced during this research .

At the end, we are investigating the using of the Neural Networks
in the quality assessment of point clouds and how this can simplify
the measurement of point clouds quality.



1 INTRODUCTION

1 Introduction

1.1 Motivation

Point clouds are widely used in various fields such as computer
graphics, robotics, and virtual reality. As a result, it is crucial to
have effective methods to assess the quality of point clouds. Tradi-
tional point cloud quality assessment methods rely on reference mod-
els, which can be time-consuming and unrealistic in many real-world
scenarios. Additionally, these methods are limited in their ability to
accurately reflect the subjective perception of human viewers.

With the recent advancements in deep learning, there is an oppor-
tunity to improve the accuracy and efficiency of point cloud quality
assessment. The combination of subjective and objective scores,
along with deep learning, offers a more comprehensive and accurate
evaluation of point cloud quality.

In summary, the motivation for this research lies in the need for
a more comprehensive and accurate approach to point cloud quality
assessment that considers both objective metrics and subjective per-
ception. The integration of deep learning into this approach offers
a valuable tool for evaluating the quality of point clouds in various
applications, and provides a new level of accuracy and efficiency.

1.2 Challenges

The integration of subjective and objective scores and deep learning
in point cloud quality assessment presents several challenges that
must be overcome in order to achieve accurate and efficient results.
Some of the challenges include:

Challenges with subjective tests:
Data collection: Collecting subjective scores for a large number

of point clouds can be a time-consuming and resource-intensive pro-
cess.

Data variability: Point clouds can vary widely in terms of their
quality and subjective perception, which can make it difficult to
obtain consistent subjective scores.

Model evaluation: Evaluating the accuracy of the subjective scores
is a critical challenge, as the results will depend on the quality and
quantity of the subjective data.
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1.2 Challenges 1 INTRODUCTION

Challenges with objective metrics:
Data collection: Collecting objective metrics for a large number of

point clouds can be a time-consuming and resource-intensive process
Data variability: Point clouds can vary widely in terms of their

characteristics and objective metrics, which can make it difficult to
obtain consistent objective scores.

Deep learning model development:
Integration of subjective and objective scores: Developing a deep

learning model that effectively integrates both subjective and objec-
tive scores is a challenging task that requires careful consideration
of the relationships between the two types of scores.

Model evaluation: Evaluating the accuracy of the deep learning
model is a critical challenge, as the results will depend on the quality
and quantity of the training data as well as the effectiveness of the
deep learning model itself.

Generalization: The deep learning model must be capable of gen-
eralizing to new point clouds that have not been seen during train-
ing, in order to be useful in real-world scenarios.

In conclusion, these challenges must be addressed in order to
achieve accurate and efficient results with the proposed approach
to point cloud quality assessment based on subjective and objective
scores and deep learning. However, with careful consideration and
rigorous experimentation, these challenges can be overcome, and the
proposed approach has the potential to provide a valuable tool for
evaluating the quality of point clouds in various applications.
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2 POINT CLOUDS

2 Point Clouds

2.1 General View

A point cloud is a set of data points in space.The points may rep-
resent a 3D shape or object. Each point position has its set of
Cartesian coordinates (X, Y, Z) . The point cloud data set is Com-
posed of multiple points in a coordinate system by floating point
values. 3D coordinates can be also converted into integer represen-
tation based a required spatial precision. While point clouds can
be directly rendered and inspected, point clouds are often converted
to polygon mesh or triangle mesh models, NURBS surface models,
or CAD models through a process commonly referred to as surface
reconstruction.

There are many techniques for converting a point cloud to a 3D
surface.Some approaches, like Delaunay triangulation, alpha shapes,
and ball pivoting, build a network of triangles over the existing
vertices of the point cloud, while other approaches convert the point
cloud into a volumetric distance field and reconstruct the implicit
surface so defined through a marching cubes algorithm.

In geographic information systems, point clouds are one of the
sources used to make digital elevation model of the terrain.They are
also used to generate 3D models of urban environments.Drones are
often used to collect a series of RGB images which can be later pro-
cessed on a computer vision algorithm platform such as on AgiSoft
Photoscan, Pix4D or DroneDeploy to create RGB point clouds from
where distances and volumetric estimations can be made.

Point clouds can also be used to represent volumetric data, as
is sometimes done in medical imaging. Using point clouds, multi-
sampling and data compression can be achieved.[1]

However, point cloud data is the term used to refer to the data
points collected for a given geographical area, terrain, building or
space.A LiDAR point cloud dataset is created when an area is
scanned using light detection and ranging.
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2.2 Point Clouds Acquisition

PCs can be classified according to acquisition methods such direct
and indirect. Direct acquisition they are defined as specially de-
signed imaging systems to collect 3D information, either as a series
of scattered points or a cloud of dense points where, in each pixel of
the imaging sensor, a depth value is associated which can then be
converted into a dense point cloud. This definition includes systems
such as LiDARs(Light Detection and Ranging) and time-of-flight
cameras.

Figure 1: Example of point clouds acquisition by LiDAR

As for the indirect acquisition, methodology involves algorithms
that do not directly measure 3D information. This can be exempli-
fied by algorithms that generate PC information from a set of 2D
images which match points according to the images of an object,
taken at different angles ( e.g. photogrammetry).[2]

Figure 2: Example of point clouds acquisition by photogrammetry
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Figure 3: Comparing Photogrammetry with LiDAR for the same scene

2.3 Compression

Point clouds are 3D scenes and objects with given geometry charac-
teristics (e.g., shape, size, position) and additional attributes (e.g.,
colour, reflectance and even temporal changes), commonly repre-
sented by volumetric visual data . These data can be either gener-
ated from computer-based 3D models, or captured from real-world
settings using multiple cameras or especial ones, such as LIDARs.
It should be noted that volumetric data are mostly represented in
the form of polygon meshes or point clouds.[3]

MPEG started its point cloud compression (PCC) standardiza-
tion with a Call for Proposal (CfP) in 2017.Three categories of point
clouds were identified: category 1 for static point clouds, category
2 for dynamic point clouds, and category 3 for LiDAR sequences
(dynamically acquired point clouds). Two technologies were finally
defined: G-PCC (Geometry-based PCC, ISO/IEC 23090 part 9) for
category 1 and category 3; and V-PCC (Video-based PCC, ISO/IEC
23090 part 5) for category 2. The first test models were developed in
October 2017, one for G-PCC (TMC13) and another one for V-PCC
(TMC2).[1] However, now we can divide the point clouds compres-
sion to tow main types, Geometry-based point cloud coding and
Video-based point cloud coding .
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2.3.1 Geometry-based point cloud coding

Before definding the G-PCC coding we deifined some of its tools:
Octree : The octree representation partitions the three-dimensional

spatial region of the point cloud dividing it recursively into octanes,
according to a tree structure in which each node intern has eight
sectors. It introduces compression if the points of an octane are
represented by a smaller set of original dots and this is referred to
as octree pruning.

Figure 4: Example of the Octree representation

Mesh : A 3D mesh is the structural build of a 3D model con-
sisting of polygons. 3D meshes use reference points in X, Y and Z
axes to define shapes with height, width and depth. While it can
take large numbers of polygons to make a 3D mesh approach pho-
torealism, these relatively simple shapes allow for faster processing
than other techniques, like NURBS, that produce smooth curves.
The polygons used are typically quadrangles or triangles; these ge-
ometric shapes can be further broken down into vertices in X, Y, Z
coordinates and lines.

Figure 5: Example of the Mesh structure
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Voxelization: Voxelization is the process of converting a data
structures that store geometric information in a continuous domain
(such as a 3D triangular mesh) into a rasterized image.

Figure 6: Example of the Voxelization the process

Surface approximation via trisoup: The geometry may be
represented by a pruned octree, constructed from the root to an
arbitrary level where the leaves represent occupied sub-blocks that
are larger than a voxel. The object surface is approximated by a
series of triangles, and since there is no connectivity information
that relates the multiple triangles, the technique is called “trian-
gle soup” (or trisoup). It is an optional coding tool that improves
the subjective quality in lower bitrate as the quantization gives the
rough rate adaptation. If trisoup is enabled, the geometry bitstream
becomes a combination of octree, segment indicator, and vertex po-
sition information.[6]

G-PCC: In the G-PCC geometry coder, points are first trans-
formed and voxelized into an axis-aligned bounding box before ge-
ometry analysis using trisoup or octree scheme. In the trisoup
coder, geometry can be represented by a pruned octree plus a sur-
face model. This model approximates the surface in each leaf of
the pruned octree using 1 to 10 triangles. In contrast, the oc-
tree coder partitions voxelized blocks until sub-cubes of dimension
one are reached. First, the coordinates of isolated points are inde-
pendently encoded to avoid ”polluting” the octree coding (Direct
Coding Mode - DCM). To encode the occupancy pattern of each
octree node, G-PCC introduces many methods to exploit local ge-
ometry information and obtain an accurate context for arithmetic
coding, such as Neighbour-Dependent Entropy Context, intra pre-
diction , planar/angular coding mode, etc. The lossless geometry
coding mode of G-PCC is based on octree coding only.[3]
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Figure 7: Arco Valentino PC: left) original PC; and right) MPEG G-PCC de-
coded PC. Original texture used for recoloring.

2.3.2 Video-based point cloud coding

It is based on the generation of 3D surface segments by dividing the
point cloud into a number of connected regions, which we call 3D
patches. Each 3D patch is independently projected in a 2D patch.
Orthographic projections are used to avoid re-sampling problems
and allow lossless compression. It is equivalent to having several
acquisitions via camera e they are combined as in a mosaic. This
is then done through the methods compression for 2D images and
videos. Several associated projections were evaluated with several
compressions. In panoramic images mapped from the point cloud
are used and then JPEG, JPEG-2000 and PNG are used. In a
hybrid approach is used: the map of depth is compressed with a
lossless compression method, that of the attribute of color through
JPEG.[4]

V-PCC is suitable for point clouds with an approximately uni-
form distribution of points and is considered to be the most efficient
compared to other existing alternatives. If the clouds are distributed
in a more sparse way, a geometry-based class, G-PCC, is commonly
employed.[6]

This approach is derived from the combination of LIDAR point
cloud compression (L-PCC) for dynamically acquired data and Sur-
face point cloud compression (S-PCC) for static point cloud data,
due to their similarities.
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G-PCC approach includes decomposition of the 3D space into a
cubical hierarchical structure and assigning every point to a corre-
sponding index of the cube. While V-PCC coding method focused
on 3D to 2D projections. G-PCC, in contrast, compresses the con-
tent of 3D space in a direct way. For this purpose G-PCC employs
the octree pruning method which has been described previously.

It should be noted that there is no initial assumption on the
input point cloud coordinates, but there is internal integer-based
value, converted from a floating point value.[5]

Another important feature of G-PCC is characterized by tiles
and slices, composed of a set of points (geometry and attributes)
that enable a parallel coding. Similar to V-PCC, G-PCC method is
limited with lack of temporal prediction tool.

2.4 Point Clouds Rendering

PC rendering is the process of producing a visual representation
that can be consumed by users using an available display, e.g. con-
ventional 2D, stereo, auto-stereoscopic, headmounted displays, etc.
Since it effectively selects the information to be seen, the rendering
process has a significant impact on the quality perceived by the user.

There are two main approaches; the first, directly uses the PC
data (point-based) while the second converts the PC data into an-
other representation format, very commonly a surface, e.g. a polyg-
onal mesh. The decision on the rendering approach to adopt mostly
depends on the application requirements which may be very differ-
ent.

The PC conversion to another representation format more ren-
dering friendly may bring some information loss and, in some cases,
it may not even be possible due to the complexity of the visual scene
in terms of geometry or the low PC density. By directly rendering
PCs, massive amounts of points can be visualized. Rather often,
these PCs do not fit into the available memory and require special
algorithms to stream, process and render only a small subset of the
entire PC data. This is easier to perform with a point-based model
due to the lower complexity associated to the rendering process in
comparison to a polygonal mesh representation where surface recon-
struction and interpolation are usually needed.[7]
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Figure 8: Examples of different rendering results with different noises

2.5 Point Clouds Use Cases

Point Clouds are very versatile and have many uses as the following
examples [8] :

• Virtual, augmented and mixed reality.
• 3D content creation.
• Medical Applications.
• Construction and manufacturing.
• Consumer and retail.
• Cultural heritage preservation.
• Remote sensing and geographical information systems.
• Automatic navigation systems.
• Surveillance.

Figure 9: Example of a point cloud use case in the Automatic navigation systems
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3 Quality

The availability of 3D range scanners and RGB-D cameras is pushing
the spreading of point cloud-based applications. One of the main
issues of this technology, in applications where the end user is a
human observer, is the presentation of the data. Three-dimensional
visual information represented as point clouds can be displayed in
several ways, e.g. as sets of points with varying point size or as a
surface rendered using one of several available methods.

Therefore it is very important to understand the user preference
of visualization of point clouds in terms of different rendering devices
and methods and the quality of experience for the user.

3.1 Quality of Experience

Before talking about the quality of experience lets see some useful
definitions:

Event: An observable occurrence. An event is determined in
space (i.e. where it occurs), time (i.e. when it occurs), and character
(i.e. what can be observed).

Perception: on the other hand, is a process which involves the
recognition and interpretation of stimuli which register our senses.

Experience: An experience is an individual’s stream of percep-
tion and interpretation of one or multiple events

Quality: Is the outcome of an individual’s comparison and judg-
ment process. It includes perception, reflection about the percep-
tion, and the description of the outcome. In contrast to definitions
which see quality as “qualities”, i.e. a set of inherent characteristics,
we consider quality in terms of the evaluated excellence or goodness,
of the degree of need fulfillment, and in terms of a “quality event”

Influence Factor: Any characteristic of a user, system, service,
application, or context whose actual state or setting may have in-
fluence on the Quality of Experience for the user.

Fundamental for these definitions is the understanding of both
terms quality and experience from an individual’s point of view.
Thus, in contrast to performance they cannot be solely described
by only physical properties or the achievement of a certain objective
goal (e.g. intelligibility).
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Application: A software and/or hardware that enables usage
and interaction by a user for a given purpose. Such purpose may
include entertainment or information retrieval, or other.

Service: An episode in which an entity takes the responsibility
that something desirable happens on the behalf of another entity.

Quality of Experience (QoE): is the degree of delight or an-
noyance of the user of an application or service. It results from the
fulfillment of his or her expectations with respect to the utility and
/ or enjoyment of the application or service in the light of the user’s
personality and current state.[9]

3.2 Quality of Experience for Point Clouds

As we previously saw that the point clouds are used in applications
where the end user is a human observer. Therefore, it is very im-
portant to understand the user preference of visualization of point
clouds. And for this the subjective tests are the most effective way
to understand the quality of the point clouds.

In the other hand the subjective test is very expensive in terms
of time and for this it is very common to use the objective test as
well for measuring the point clouds quality.

However, the quality of the point clouds is very effected by com-
pression and rendering and for this reason most of the studies of the
point clouds quality are focusing on the effects of the compression
and rendering on the point clouds quality.

In this work we will investigate these quality metrics rather than
the compression and rendering effects on point clouds quality and
what are the challenges on applying these methods for the determi-
nation of the quality .

Previous investigations showed that the most important criteria
in the PCs selection include the following i) the PC density, ii)
the semantic content (e.g.PCs from Buildings and People), iii) the
PC geometry attributes (e.g.PCs with holes), and iv) the colour
characteristics. Apart from these characteristics, during acquisition
step, some original point clouds can contain significant amount of
noise. Thus, it was concluded that noise and density are essential
factors involved in the subjective variables given by users.[10]
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3.3 Objective Metrics

Objective quality metrics refer to algorithms that computationally
predict the visual quality of distorted stimuli. They are easily oper-
ated, yet, their performance depends on their ability to assess dis-
tortions in perceptual terms. The prediction accuracy of objective
quality metrics is validated through benchmarking and, specifically,
after comparison with subjective ground truth.[11]

Objective metrics have shown relevant results in the performance
assessment of compression techniques for volumetric data, although
these metrics cannot explain how the user visually perceives point
cloud objects from a given perspective.

Objective quality metrics can be classified based on their require-
ment for the original content (i.e., reference) at execution time as
full-reference, reduced-reference, and no-reference. Point cloud met-
rics can additionally be categorized as projection-based and point-
based.[11]

3.3.1 Full-Reference Point cloud metrics

In these metrics the presence of the reference content is neces-
sary,due to the fact that the distorted content should be compared
with the original to calculate the degradation. In the state of the
art, objective metrics can be divided into three categories based on
the type of degradation they are able to capture: geometric degra-
dations, textures or both.

The full-reference point cloud metrics are the most used type of
metrics for the objective tests for point clouds quality tests, and we
can divide this type of metrics as following :

3.3.2 Geometric Full-Reference Point cloud metrics

These are the metrics that use only geometry to evaluate the point
cloud quality and they can be divided in four different types as
following :
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• Point-to-point (D1): the geometric distance of the asso-
ciated points between the reference content and the content under
evaluation is evaluated. We can define that for any point bk of the
content under evaluation B there is a point ak of the reference con-
tent A through the nearest neighbor algorithm. The distance error
is then evaluated Euclidean through the following equation :

E(ai, bk) = ||vbk
ai

||2 (1)

where is it vbk
ai

represents the vector starting from point ai and
ending in bk.

In practice it is poplar to use Mean Square Error (MSE) or
peak signal-to-noise ratio (PSNR) to measure the point to point
objective metric. However, for Point to point (D1) : geometric
distance between point cloud A and point cloud B D1 − MSE

• For every point in A, find closest point in B and compute
dj = distance(Aj, Bnearst(Aj)).

• Compute average of squared dj i.e. MSE(A, B).
• Switch A and B and repeat top get MSE(B, A).
• D1 − MSE is maximum(MSE(A, B), MSE(B, A)).
And for D1 − PSNR we have :
• Compute MSE(A, B) and MSE(B, A) as above.
• Compute D1 − PSNR as following :

D1 − PSNR = 10log

(
3 · peak2

max(MSE(A, B), MSE(B, A))

)
(2)

where peak = 2b − 1 and b is the voxelization precision in bits.
[12]

• Point-to-plane (D2) : the error is projected along the nor-
mal of a reference point. Given bk I can identify ai using the nearest
neighbor algorithm. Then calculate the error along the normal nai

as following:

Ė(ai, bk) = vbk
ai

· nai
(3)
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In practice we have that for the calculation of Point to plane (D2)
geometric distance between point cloud A and point cloud B we can
use one of the following ways :

D2 − MSE :
• For every point in A, find closest point in B.
• Fit plane tangent to B surface at point Bnearst(Aj)
• Find normal to plane and project vector Aj→Bnearst(Aj) onto

normal.
• Compute projection length pj.
• Compute average of squared pj i.e. PMSE(A, B).
• Switch A and B and repeat top get PMSE(B, A).
• D2MSE is maximum(PMSE(A, B), PMSE(B, A)).
D2 − PSNR:
• Compute PMSE(A, B) and PMSE(B, A) as above.
• Compute D2 − PSNR as following :

D2 − PSNR = 10log

(
3 · peak2

max(MSE(A, B), MSE(B, A))

)
(4)

where peak = 2b − 1 and b is the voxelization precision in bits.
[12]

• Plane-to-plane: based on the angular similarity of the tan-
gent planes that match at the points associated between the content
under evaluation and the reference content. Given bk and ai, solved
by the nearest neighbor algorithm, we obtain the normals nai

e nbk

. We defined the angular similarity of the tangent plane as 1 − 2σ
π

where σ is the angle smaller of the two angles formed by the inter-
section of the tangent planes.

• Point-to-mesh: based on the projected distances from the
reference point cloud to the content to evaluate, defined on mesh.

In the last tow objective quality metric that has been mentioned
so far, a single error is associated to each point that belongs to
the content under consideration. In order to obtain a value of to-
tal degradation, the Root Mean Squared Error (RMSE), the Mean
Squared Error (MSE), the Hausdor distance, or even a simple av-
erage of the individual values, even in weighted form.
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Referencing the distorted point cloud instead the original, differ-
ent pairs of associated points are obtained and, therefore, different
objective scores.Therefore, it is very common to use both contents as
a reference, calculate both the errors, selecting the maximum value.

3.3.3 Colour Full-Reference Point cloud metrics

For each point bk of the content under evaluation B, a point ak is
identified which belongs to it to the reference point cloud A through
the nearest neighbor algorithm.

After formed each pair of associated points, the color attributes
are used to calculate a total color degradation value via standard
formulas such as PSNR.

In practice we can adapt D1 to compute a color-only point cloud
quality measure.

Assuming there are three color components, e.g. Y, Cb, Cr, an
average per component MSE (CMSE) and PSNR are computed
as follows:

• For every point in A, find spatially closest point in B and
compute the color component distance

cdj = distance(ColorComp(Aj), ColorComp(Bnearst(Aj))).
• Compute average of squared cdj i.e. CMSE(A, B).
• Switch A and B and repeat top get CMSE(B, A).
• CMSE is maximum(MSE(A, B), MSE(B, A)).
afterwards a logarithmic measure, PSNR, is computed for each

color component as :

PSNR = 10log

(
p2

CMSE

)
(5)

where p depends on the component bit depth b,p = 2b − 1.
Finally, the per component PSNRs are weighted as in the fol-

lowing:

PSNRcolour = 10log
(6PSNRy + PSNRCb

+ PSNRCr

8

)
(6)

.
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3.3.4 Point Clouds objective quality metrics – Joint Geometry-Color

An approach to calculate the MSE and PSNR for the point clouds
objective quality metrics-Joint Geometry-Color is based on vox-
elized, projected point clouds orthographically on 2D planes. No-
tably, the point cloud is initially voxelized at a specified voxel grid
depth. The resulting voxelized versions are then projected ortho-
graphically onto 2D image planes. Whereas 3D interactive content
can be viewed from an infinite number of points of view, it is pos-
sible to get an infinite number of projected planes. As this can be
considered both impractical unwieldy, a subset of these viewpoints
are naturally employed.

After getting the projections, typical image metrics are used 2D.
We define PA and PB as the projected images of two point clouds
A and B from the same direction d. Considering the 8-bit color at-
tributes, the projected PSNR value, called P −PSNR is calculated
as following:

P − PSNR = 10log

(
2552

MSE(PA; PB)

)
(7)

.
Where MSE(PA; PB) is calculated as :

MSE(PA; PB) = 1
N · M

N∑
n=1

M∑
m=1

[PA(n, m) − PB(n, m)]2 (8)

with N and M the dimensions of the projections.
After calculating P − PSNRd for each selected viewpoint d, you

can use a average or a weighted average to provide a single objective
score as a prediction subjective visual quality.

Some measures have been introduced recently to measure the
quality of the Geometry and Color of point clouds like PCQM [13]
and Point SSIM.[14]
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PCQM:
Local features curvatures ρp and ρ̇p are computed according to :

ρ = (1 + d2)a + (1 + e2)b + 4abc

(1 + e2 + d2) 3
2

(9)

Where a, b, c, d and e can be obtained from the minimization of
the quadratic surface Q respect to the z coordinate that is calculated
as following : ∑

i

||zi − Q(xi, yi)||2 (10)

Where Q(xi, yi) is obtained from the following equation:

Q = ax2 + by2 + cxy + dx + ey + f (11)

Then set of local features are computed relating point p and point
ṗ properties.

For the first three features based on curvature values, the values
µρ

p and µρ
ṗ represent the gaussian-weighted averages of the curvature

on the set of neighbours N(p, h) and N(ṗ, h/2), respectively.
While σρ

p , σρ
ṗ and σρ

pṗ are the standard deviations and covariance
over these neighborhoods.

Using these parameters and the statistical variables for lightness
and chroma we can calculate the variables from f1 to f7 while f8 uses
the gaussian-weighted average of this variable at the neighbourhood
N(p, h).

f4 to f6 use these same statistical variables for lightness and
chroma, and f3 uses the curvature structure.[13]

The features are normalized and the quality is computed as

PCQM = 0.18f3 + 0.44f4 + 0.38f6 (12)

However, for point SSIM has some stability problems with sparse
point clouds, namely lack of monotonicity with compression rates
and inconsistent agreement with subjective scores.

Ahmed Shahhat 26 of 65 Federica Battisti



3.4 Point Clouds subjective quality 3 QUALITY

Figure 10: Illustration of the point-to-surface correspondence computation

3.4 Point Clouds subjective quality

There are common methodologies employed in the subjective as-
sessment of the quality of images. These image assessment methods
are using measurements derived from the direct reactions of users
who view the images under the test. Objective metrics might not
always completely describe performance of the tested systems; sub-
sequently, it is necessary to conduct both objective tests together
with subjective tests.

In a typical subjective quality assessment experiment, subjects
look at a series of original and degraded stimuli and rate their quality
on a numerical scale. The subjective quality is often expressed as a
Mean Opinion Score (MOS) which represents the degree of quality
attributed from a standard average observer to a given stimulus.

MOS degrees are collected following well-defined methods aiming
to ensure identical experimental settings and conditions, facilitating
the reproducible of an experiment.
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In Recommendation ITU-R BT.500-13 [15], some of the most
popular and widely adopted methods for subjective quality assess-
ment in 2D imaging are described, while for stereoscopic 3DTV
systems the ITU-R Recommendation BT.2021-1 [16].

A common single stimulus subjective assessment method is Ab-
solute Category Rating (ACR). In this technique each point cloud
is assessed individually based on the ACR scale.

The labels assigned on each scale are as follows: ”bad”, ”poor”,
”fair”, ”good”, and ”excellent”. For calculation of MOS values, these
labels are converted into the values 1, 2, 3, 4 and 5.

ACR method may also include a hidden reference, which is orig-
inal unimpaired sequence to be presented along with the impaired
sequences, without awareness of the subjects of its presence. Results
in this case are based on ratings derived form differential scores be-
tween the reference and the impaired types[15].

Another class of the commonly used methodologies in subjective
tests refer to DSIS (Double Stimulus Impairment Scale) or, in other
words, DCR (Degradation Category Rating. This technique is char-
acterized by observers who first see an unimpaired reference video,
then the same video, but in impaired version, and subsequently, they
vote on the second video according to the ‘impairment scale’ (i.e.,
from ”impairments are imperceptible” to ”impairments are very an-
noying”).

The double-stimulus method is considered to be cyclic as the
viewer is first presented with an unimpaired reference, then with
the same image impaired [15].

In [18] the results obtained using two different methodologies
were compared subjective testing (ACR and DSIS) and several ob-
jective metrics, with two different biases (Gaussian noise and octree-
pruning).

The ACR and DSIS methodologies resulted statistically equiva-
lent. Comparison of DSIS and ACR methodology shows that in the
first case the subjects tend to classify content better in the presence
of Gaussian noise.

The methodology DSIS is more consistent in terms of identifying
the level of deterioration.
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However, subjects tend to judge based on relative differences (i.e.,
geometric distances or number of points) and not explicitly based
on visual quality; however, the latter is obtained through the ACR
methodology.

Figure 11: Example of a person doing a subjective test using Oculus 2

3.4.1 Data Analyisis of the Subjective tests

In a subjective experiment, large quantities of data. This data must
be condensed by statistical techniques to produce results in graph-
ical and numerical form that summarize the performance of the
systems under test.

The most important statistic measure is the Mean Opinion Score
MOS which, as previously mentioned, represents the degree of qual-
ity attributed by an average standard observer to a point clouds
stimulus.
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MOS = 1
N

N∑
i=1

scorei,j,k,r ∀j, k, r (1)

Where N are the participants, j are the stimuli, k are the various
conditions and r are repetitions. The mean scores are accompanied
by a confidence interval that comes from the standard deviation and
size of each sample. The standard deviation is defined as follows:

σ =

√√√√ 1
M

M∑
i=1

(score − m)2 (2)

with M = number of samples, m = average (MOS); while the
standard error is :

SE = σ√
M

(3)

A 95% confidence interval is proposed as a standard in the liter-
ature is calculated through the ci value derived from SE :

ci = 1.96 · SE (4)

which translates for the MOS scores:

[MOS − ci, MOS + ci]
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4 Objective Metrics Evaluation

Objective metrics are measurements or evaluations that are based
on objective criteria, rather than subjective opinions or judgments.
They are often used in scientific research and engineering to evaluate
the performance of different algorithms or techniques, as well as to
compare the results of different studies.

In the context of point clouds, objective metrics might be used to
evaluate the accuracy or precision of different techniques for align-
ing, registering, or segmenting point clouds, or to compare the qual-
ity of different point cloud datasets. The specific metrics used will
depend on the specific goals and objectives of the research or ap-
plication, and may include measures such as mean squared error,
mutual information, or other statistical or functional measures.

Objective metrics evaluation of point clouds can be an important
tool for determining the quality and suitability of a point cloud
dataset for a given application

The dataset used for this evaluation is from the paper [19] where
they are raw data in ply format which is the Stanford format, and
they are different point clouds shapes for example:

(a) 1 (b) 2

Figure 12: Examples of point clouds dataset
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4.1 Method

The methods we used for the objective metrics evaluation are the
Full-Reference Point cloud metrics.

Full-reference point cloud metrics are evaluation methods that
compare a target point cloud dataset to a reference point cloud
dataset in order to assess the quality or accuracy of the target
dataset. These metrics are often used when a ground truth or ref-
erence dataset is available, and are designed to provide an objective
and unbiased measure of the similarity between the two datasets.

Full-reference point cloud metrics can be an important tool for
evaluating the quality and accuracy of a point cloud dataset, par-
ticularly when a reference dataset is available for comparison.

There are a few reasons why full-reference point cloud objective
metrics may be preferred over non full-reference metrics:

Unbiased evaluation: Full-reference point cloud metrics compare
a target dataset to a reference dataset, which can provide an objec-
tive and unbiased measure of the quality or accuracy of the target
dataset. Non full-reference metrics, on the other hand, may be sub-
ject to bias or subjectivity, as they do not have a reference dataset
against which to compare the target dataset.

Ground truth comparison: Full-reference point cloud metrics al-
low for comparison to a known ground truth or reference dataset,
which can be especially useful in applications where high levels of
accuracy are required. Non full-reference metrics do not have this
capability, as they rely on other criteria to assess the quality of the
target dataset.

Comparison to real-world data: Full-reference point cloud metrics
can be used to compare a target dataset to real-world data, which
can be especially useful in fields such as surveying or construction
where the accuracy of the data is critical. Non full-reference metrics
may not have this capability, as they rely on other criteria to assess
the quality of the target dataset.

Overall, full-reference point cloud metrics can provide a more ob-
jective and unbiased evaluation of a point cloud dataset, particularly
when a reference dataset is available for comparison.

Ahmed Shahhat 32 of 65 Federica Battisti



4.2 Data Preparation 4 OBJECTIVE METRICS EVALUATION

4.2 Data Preparation

For full-reference point cloud metrics we need target point cloud
dataset to comapre it to the reference point cloud dataset that we
have from [19], And to do that we proceed with the creation of the
target dataset by voxel down-sampling the reference dataset that we
have.

4.2.1 voxel Down-sampling

Voxel down-sampling is a method for reducing the number of points
in a point cloud dataset by representing the points as small cubic
units, or voxels. This can be useful for reducing the computational
cost of processing large point cloud datasets, as well as for simplify-
ing the overall structure of the point cloud.

In the Python library Open3D, voxel down-sampling can be per-
formed using the voxel down sample() function. This function takes
as input a point cloud object and a voxel size, and returns a new
point cloud object with the points represented as voxels.

For example, the following code demonstrates how to use the
voxel down sample() function to down-sample a point cloud with a
voxel size of 10:

Figure 13: Example of a code to down sample point clouds

It’s important to note that voxel down-sampling can introduce
some loss of information, as it involves aggregating points within
each voxel and discarding points that do not fit within a voxel.
However, this trade-off can be acceptable in many cases where the
overall structure of the point cloud is more important than the in-
dividual points.
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4.3 D1-MSE and D1-CMSE

MSE (Mean Squared Error) is a measure of error that can be used to
evaluate the performance of algorithms for point cloud processing,
particularly in the context of geometry and color. Point clouds are
collections of points in 3D space, and are often used to represent
3D objects or scenes in fields such as computer vision, robotics, and
geometry processing.

There are several reasons why MSE is a useful measure of error
for evaluating the geometry and color of point clouds:

It provides a simple, intuitive way to quantify the difference be-
tween two point clouds. By calculating the distance between each
point in one point cloud and its closest point in the other point
cloud, and then averaging these distances, MSE can give a sense of
how well the two point clouds match up in terms of their geometry
and color.

It is easy to compute and interpret. MSE is calculated using a
straightforward formula, and the results can be easily understood in
terms of the distance between points.

It is scale-invariant, meaning that it does not depend on the size
or orientation of the point clouds. This makes it useful for comparing
point clouds that may have different scales or orientations.

It is robust to noise and outliers. Because it is based on the aver-
age distance between points, D1-MSE is less sensitive to individual
points that may be outliers or corrupted by noise.[20]

However, calculating MSE for all of the points in a large point
cloud can be computationally expensive, especially if the point clouds
are large or the algorithms being evaluated are computationally in-
tensive. By using a random subset of points, it is possible to reduce
the computational cost without sacrificing too much accuracy as we
saw from the results obtained.

Using random points for MSE in point cloud geometry and color
comparison can produce results that are similar to using all points
in the cloud. This is particularly true if the target point cloud is
obtained through the application of a uniform filter to the reference
point cloud.
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In MSE, the distance between each point in the target cloud
and its nearest neighbor in the reference cloud is calculated, and
the mean of these distances is taken as the overall measure of er-
ror between the two clouds. By using random points, rather than
all points, to calculate this error measure, some level of noise is in-
troduced into the calculation. However, if the target point cloud
has been obtained through the application of a uniform filter to the
reference point cloud, this noise is likely to be minimized, as the
filtered cloud will retain much of the same overall structure as the
reference cloud.

Overall, the use of random points in MSE for point cloud com-
parison may not produce results that are significantly different from
using all points, especially in cases where the target cloud has been
obtained through the application of a uniform filter to the reference
cloud.

For example for these tow point clouds :

(a) label 1 (b) label 2

Figure 14: Examples of point clouds dataset

The D1-MSE for 1000 random points is 12.42 while for the whole
data is 12.12.
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Here we can see some result of applying D1-MSE and D1-CMSE
on some different point clouds with different voxel sizes for the down-
sampling.

(a) original (b) voxel size = 3

Figure 15: Results of the Objective Metrices Evaluation
D1-MES = 5.01 R-MSE = 37.6 G-MSE = 47.58 B-MSE = 52.41

We can see higher the voxel size(less points) we get higher results
for D1-MSE and D1-CMSE as we expect.

(a) original (b) voxel size = 8

Figure 16: Results of the Objective Metrices Evaluation
D1-MES = 10.87 R-MSE = 55 G-MSE = 68 B-MSE = 85

However, it is important to note that the value of D1-MSE and
D1-CMSE are not absolute measures, but rather are dependent on
the specific characteristics and shape of the point clouds being com-
pared. To obtain an absolute measure about the quality we should
use PSNR that could be obtained from the MSE values. in the last
case we would need to have the bit precision of the point clouds.
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Here we can see different point clouds for which we applied the
D1-MSE and D1-CMSE:

(a) original (b) voxel size = 4

Figure 17: Results of the Objective Metrices Evaluation
D1-MES = 0.73 R-MSE = 192 G-MSE = 184 B-MSE = 176

(a) voxel size = 4 (b) voxel size = 16

Figure 18: Results of the Objective Metrices Evaluation
D1-MES = 5.68 R-MSE = 291 G-MSE = 268 B-MSE = 253

(a) original (b) voxel size = 16

Figure 19: Results of the Objective Metrices Evaluation
D1-MES = 5.99 R-MSE = 450 G-MSE = 408 B-MSE = 350
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5 Subjective Tests

Subjective tests for point clouds are a type of evaluation method
that aims to assess the quality and perceived realism of point clouds,
which are 3D datasets that represent the surface of an object or en-
vironment. These tests rely on the subjective judgment of human
testers, who are asked to evaluate the point clouds based on var-
ious criteria such as visual quality, spatial awareness, and overall
immersion.

To conduct a subjective test for point clouds, a variety of meth-
ods can be used, such as asking testers to complete a series of tasks
or assessments while interacting with the point cloud, or simply
asking them to provide their impressions and opinions about the
point cloud. These methods can be applied in a variety of con-
texts, including in virtual reality (VR) environments, on traditional
computer displays, or even on paper printouts.

One tool that is commonly used for subjective tests of point
clouds is the Meta Oculus 2, a VR headset that is capable of render-
ing point clouds in a virtual environment. By using the Meta Oculus
2, testers can interact with the point cloud in a more immersive and
intuitive way, allowing them to better evaluate the quality and re-
alism of the point cloud.

Figure 20: Meta oculus 2
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Overall, subjective tests for point clouds are an important tool
for evaluating the effectiveness and realism of these types of visu-
alizations, and the use of the Meta Oculus 2 can help to provide a
more immersive and interactive testing experience.

5.1 Data Preparation

In order to perform a subjective test on point clouds using the Unity
platform, it is necessary to convert the raw point cloud data into a
mesh. This is because Unity does not have native support for raw
point cloud data and can only work with 3D meshes. Converting
the point cloud data into a mesh involves creating a surface repre-
sentation of the points, typically by using a technique such as mesh
reconstruction. Once the point cloud data has been meshed, it can
then be imported into Unity and used for the subjective test.

5.1.1 Meshing

Point clouds are sets of points in three-dimensional space that can
be created using 3D scanning technologies such as laser scanners
or structured light scanners. These point clouds can be used to
represent the geometry of a 3D object or environment. Meshing
is the process of taking a point cloud and generating a mesh, or a
collection of interconnected triangles, from it. This mesh can then
be used for a variety of purposes, such as 3D printing, visualization,
or as input for finite element analysis.

There are several methods that can be used to generate a mesh
from a point cloud, including ball pivoting meshing, volumetric
meshing, and parametric meshing. Each method has its own set
of advantages and disadvantages, and the choice of which method
to use depends on the specific requirements of the application.

Ball pivoting meshing is a popular method for generating meshes
from point clouds because it is able to produce high-quality meshes
with a relatively low number of triangles. It works by starting from
a seed point in the point cloud and pivoting a sphere around it until
it touches a set of neighboring points. The points that the sphere
touches are then connected by triangles, and the process is repeated
for each of these points until the entire point cloud has been meshed.
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One of the advantages of ball pivoting meshing is that it is able
to handle complex geometry and topology well. It is also relatively
fast and easy to implement, making it a practical choice for many
applications.[21]

5.1.2 Ball pivoting

The ball pivoting algorithm is an iterative process that generates a
mesh from a point cloud. The basic steps of the algorithm are as
follows:

Select a seed point from the point cloud and place a sphere of a
given radius around it. Find all of the points in the point cloud that
are within the sphere. Connect the seed point to these points with
triangles. Set each of these points as the new seed points and repeat
the process until all points in the point cloud have been meshed. The
radius of the sphere is an important parameter in the ball pivoting
algorithm, as it determines the density of the resulting mesh. If
the radius is too small, the resulting mesh will have a high triangle
count and may be too fine to be useful. If the radius is too large, the
resulting mesh will have a low triangle count and may not capture
the detailed geometry of the point cloud.

(a) meshed point clouds (b) raw point clouds

Figure 21: Before and after meshing for point cloud
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However, to do mesh the point clouds we used MeshLab software.
MeshLab is a free and open-source 3D mesh processing software
that can be used to generate meshes from point clouds. One of the
advantages of using MeshLab for meshing is that it offers a range
of meshing algorithms, including the ball pivoting algorithm, which
is known for producing high-quality meshes with a relatively low
triangle count.

In addition to its meshing capabilities, MeshLab is also a good
choice because it is free and open-source. This makes it an attractive
option for those who are working with limited budgets or who prefer
to use open-source software.

Figure 22: MashLab Software

However, using point clouds in the .fbx format can be benefi-
cial when working with Unity. This is because the .fbx format is a
widely-supported 3D file format that is natively supported by Unity.
This means that point clouds in this format can be easily imported
and used in Unity projects without the need for additional conver-
sion or processing steps.

On the other hand, point clouds in the .ply format may not be
natively supported by Unity, or may require additional processing
steps in order to be used. As a result, it may be more efficient to
use point clouds in the .fbx format when working with Unity.
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To convert point clouds from the .ply format to the .fbx format, a
3D modeling software such as Blender can be used. Blender is a free
and open-source 3D modeling software that has a range of features
and tools for importing, exporting, and converting 3D models and
point clouds. It is a good choice for converting point clouds to
the .fbx format because it is free, open-source, and has a range of
features that make it easy to manipulate and convert 3D models.

Figure 23: Blender Software

5.2 Unity

Unity is a powerful game engine and development platform that
allows developers to create interactive 3D content for a variety of
platforms, including virtual reality (VR) devices like the Oculus
meta quest 2. One popular use of Unity in VR is creating virtual
environments, such as rooms, for use in subjective testing.

Using Unity to create a virtual room for use in subjective testing
has several advantages. First, Unity provides a wide range of tools
and assets that can be used to create highly detailed and realistic
virtual environments. This can help to create a more immersive
and engaging experience for users, which is important for getting
accurate and useful feedback
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Second, Unity also provides a wide range of scripting and pro-
gramming tools that can be used to create interactive elements in
the virtual environment. This can help to add more realism and
complexity to the environment, and can also help to make the envi-
ronment more engaging and interactive for users. Here i am using
2021.3.5f1 version for this study.

Figure 24: Unity Software

A virtual reality (VR) room created using Unity can provide an
immersive and interactive experience for users. The room can be
highly detailed and realistic, with accurate lighting, textures, and
physics as we can see from the Figure 25:

Figure 25: Unity Software
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After preparing the experiment in the virtual reality (VR) room
built using Unity, the next step is to create an Android application
for the experiment to upload it on the Oculus Quest 2. This can
be done by using Unity’s built-in support for Android development,
which allows developers to export their VR projects as Android
applications.

Figure 26: built-in support for Android development in Unity Software

After building an Android application of the experiment using
Unity, it can be uploaded to the Oculus Quest 2 via the SideQuest
application. SideQuest is a third-party application that allows de-
velopers to easily sideload VR content onto the Oculus Quest 2,
including games and apps that are not available on the official Ocu-
lus store.

Figure 27: SideQuest
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5.3 The Tests

First thing of the test is to prepare the borders for the Oculus 2 so
the participant can move freely in this space and be warned in case
they crossed them. After that i found it quite helpful to give the
participant the ability to take a look about the meta environment
first and then search about the experiment application by them self.
As this helping them to get less stressed and more used to the VR
environment before starting the experiment.

Figure 28: Meta environment

After finding the application the starting of the experiment looks
as in the Figure 29 :

Figure 29: Experiment start
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The protocol that was implemented for the experiment is the
Absolute Category Rating with a Hidden reference (ACR-H), which
aligns with the guidelines outlined in ITU-R BT.500-13. This pro-
tocol is widely used as a benchmark in the point cloud evaluation,
it is a reliable and robust method for evaluating the quality of point
clouds.

One of the key features of this protocol is that the participants
were not provided with any information regarding which point cloud
was the original, or the level of degradation associated with the
models. This was done to ensure that the evaluation was impartial
and unbiased.

Additionally, the stimuli were presented in a random order dur-
ing each session, to reduce any potential bias that may have been
introduced due to the ordered presentation of the models or previ-
ous knowledge of the different levels of degradation. This method of
randomization ensures that the results are representative of the true
quality of the point clouds, rather than being influenced by external
factors.

The initial point clouds that participants are presented with are
training samples that are not included in the final results, but serve
to familiarize participants with the experiment.

Figure 30: Training Sample
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Upon completion of the training sample, the evaluation process
will commence using actual point cloud samples to determine the
results. These samples will undergo a thorough evaluation, aimed
at producing accurate and conclusive results.

Figure 31: Example of the experiment Samples

Following the presentation of each sample, the participant will
have a 16-second interval to inspect and examine the sample. Sub-
sequently, the evaluation screen will be presented, enabling the par-
ticipant to rate the quality of the point cloud using a scale ranging
from 1 to 5. The number 5 indicates the highest level of quality,
providing the participant with the opportunity to accurately reflect
their assessment of the point cloud’s quality.

Figure 32: Evaluation screen

Ahmed Shahhat 47 of 65 Federica Battisti



5.3 The Tests 5 SUBJECTIVE TESTS

5.3.1 Tests Results

We have conducted 22 extensive subjective evaluations, in which a
diverse range of point clouds were shown to the participant. The
overall number of point clouds that underwent evaluation was 347,
derived from 93 unique point cloud models. Through the applica-
tion of the down sampling procedure previously mentioned in the
objective metrics evaluation, these 93 models were transformed into
347 point cloud objects, making them suitable for comprehensive
testing and analysis.

The following examples showcase a selection of the quality values
obtained from subjective evaluations, highlighting the relationship
between the results of these assessments and the corresponding val-
ues determined.:

(a) quality value = 4 (b) quality value = 3

Figure 33: Results from the subjective tests

It is worth mentioning that the evaluation of quality in a three-
dimensional environment, such as that of the Oculus Quest 2, can
be vastly different from the data presented in the form of figures.
This is due to the subjective nature of perceiving quality in a virtual
environment.
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Here, we are presented with a collection of examples showcasing
the same model but with varying degrees of downsampling. These
examples have been evaluated subjectively to determine their qual-
ity and the scores have been recorded alongside each instance for
reference:

(a) quality value = 5 (b) quality value = 2

Figure 34: Results from the subjective tests

(a) quality value = 4 (b) quality value = 1

Figure 35: Results from the subjective tests
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It has been noted that the higher the D1-MSE or CMSE values,
the lower the subjective evaluation scores tend to be, as evidenced
by the figures and results presented below. This correlation be-
tween objective evaluation metrics (D1-MSE or CMSE) and subjec-
tive evaluations is observed in the data as we can see from following
figures and results:

(a) original, Subjective quality value =
5

(b) voxel size = 3, Subjective quality
value = 4

Figure 36: Results from the subjective tests
D1-MES = 5.01 R-MSE = 37.6 G-MSE = 47.58 B-MSE = 52.41

(a) original, Subjective quality value =
5

(b) voxel size = 8 , Subjective quality
value = 1

Figure 37: Results from the subjective tests
D1-MES = 10.87 R-MSE = 55 G-MSE = 68 B-MSE = 85
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(a) original, Subjective quality value =
5

(b) voxel size = 4, Subjective quality
value = 3

Figure 38: Results from the subjective tests
D1-MES = 0.73 R-MSE = 192 G-MSE = 184 B-MSE = 176

(a) voxel size = 4, Subjective quality
value = 3

(b) voxel size = 16, Subjective quality
value =2

Figure 39: Results from the subjective tests
D1-MES = 5.68 R-MSE = 291 G-MSE = 268 B-MSE = 253

(a) original, Subjective quality value =
5

(b) voxel size = 16, Subjective quality
value = 2

Figure 40: Results from the subjective tests
D1-MES = 5.99 R-MSE = 450 G-MSE = 408 B-MSE = 350

Ahmed Shahhat 51 of 65 Federica Battisti



6 POINTNET

6 PointNet

PointNet is a deep learning model for processing point clouds, which
are collections of 3D coordinates representing objects in the real
world. It was introduced in 2016 by Qi et al. in their paper
”PointNet: Deep Learning on Point Sets for 3D Classification and
Segmentation”[22]

PointNet consists of a simple architecture with a symmetrical
encoder-decoder structure. The encoder network maps the input
point cloud to a low-dimensional feature representation, while the
decoder network maps the features back to the output space. The
architecture allows PointNet to directly process unordered point
clouds without any manual feature engineering or preprocessing
steps.

The encoder of PointNet is implemented as a multi-layer per-
ceptron (MLP) network, which takes in a set of N points in 3D
space, represented as a Nx3 matrix. The MLP consists of multiple
fully connected layers, followed by a max pooling operation, which
is used to reduce the dimensionality of the features and capture the
most important information from the point cloud. The max pooling
operation is implemented as a learnable function that takes the max-
imum value of each feature vector across all N points in the cloud.
This operation is repeated several times to produce a compact and
hierarchical representation of the point cloud.

The decoder of PointNet is also implemented as an MLP network,
which takes in the compact feature representation produced by the
encoder and produces a reconstructed point cloud representation.
The decoder consists of multiple fully connected layers, followed by
a MLP-based symmetric function that maps the compact feature
representation back to a Nx3 matrix.

PointNet achieved state-of-the-art results on several benchmark
datasets for 3D object classification and segmentation tasks. In the
ModelNet40 dataset for 3D object classification, PointNet achieved
an accuracy of 89.2%. In the ShapeNet dataset for semantic segmen-
tation, PointNet achieved an average intersection over union (IoU)
of 0.76 .
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Figure 41: PointNet Model

6.1 PointNet Quality Classification

PointNet was selected for this task because it has several advantages
over other models. First, PointNet can directly process unstruc-
tured 3D point cloud data, which makes it well-suited for handling
noisy and unordered point cloud data. Second, the model’s sym-
metric encoder-decoder architecture enables it to capture the most
important features from the point cloud and produce a compact and
hierarchical representation of the data. This makes PointNet highly
suitable for handling complex and large-scale point cloud data.

Additionally, PointNet has demonstrated high accuracy in var-
ious point cloud classification tasks, making it a suitable choice
for point cloud quality classification. The model’s ability to learn
from large datasets of point clouds, combined with its high accu-
racy in classification tasks, makes PointNet a compelling option for
automating the assessment of point cloud quality.
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In summary, PointNet was thought to be a suitable model for
point cloud quality classification due to its ability to directly process
unstructured 3D point cloud data, its symmetric encoder-decoder
architecture, and its demonstrated high accuracy in point cloud clas-
sification tasks.

We utilized the results and point clouds obtained during the sub-
jective test to train our model. The PointNet model was modified
to have an input with six dimensions, including the color values, so
that the model can learn the quality scale from both the geometric
and color information.

The output of the model is five classes, which correspond to the
five quality scale. The process of training the model can be repre-
sented as follows:

Let R be the results obtained from the subjective test, where R
is a set of data points that represent the subjective ratings of the
quality of the point clouds. Let P be the point clouds, where P is
a set of 3-dimensional points that represent the spatial information
of the point clouds. Let C be the color values associated with each
point in the point clouds.

To train our model, we modified the PointNet model,to have an
input with six dimensions. The input with six dimensions includes
both the spatial information of the point clouds (P) and the color
values (C) associated with each point.

The additional information from the color values was included so
that the model can learn the quality scale from both the geometric
and color information.

The output of the model is five classes, represented as C1, C2,
C3, C4, and C5, which correspond to the five quality scale and
represent the predicted quality of the point clouds. The modified
PointNet model can be represented as M(X), where M is the mod-
ified PointNet model, and X is the input data with six dimensions
(P and C).

The training process can be represented as: M = train(R, P, C)
where train is a function that trains the model on the input data
(R, P, and C) and returns the trained model M.
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During the training process, the model is optimized to minimize
the difference between its predicted classes and the actual subjective
ratings (R) obtained during the subjective test.

The final trained model M can then be used to predict the quality
of new point clouds, taking into account both the geometric and
color information.

6.2 Results of The First training

The PointNet model was used to directly classify the point clouds
into five classes based on their subjective test results. The point
clouds were fed into the network as input and the network was
trained to predict the quality class of the point clouds. Despite
the potential of PointNet, the results obtained were not as expected
and are presented in the Figure 42.

(a) (b)

Figure 42: PointNet Accuracy

The results of our model training indicate that the training accu-
racy is improving at a slow rate, but the validation accuracy is not
showing any significant improvement. This suggests that the model
is having difficulties learning the underlying pattern in the data.
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However, while the results of our model training show a lack of
improvement in the validation accuracy, the loss function graph for
the training data suggests a decreasing trend. This implies that the
model is making progress in minimizing the loss on the training data,
but the improvement is not translating to the validation accuracy
as we can see from Figure 43.

(a) (b)

Figure 43: PointNet Loss Function Graphs

The disparity between the decreasing trend in the loss function
for the training data and the lack of improvement in the validation
accuracy could be due to the subjective nature of the point cloud
quality classification. The subjective test results used to evaluate
the quality of the point clouds can be confusing and unreliable,
as different people may assign different values to the same point
cloud. This lack of consistency in the subjective test results makes
it challenging for the model to understand and accurately classify
the point cloud quality.

The subjective nature of the point cloud quality evaluation can
lead to a lack of uniformity in the training data, which makes it
difficult for the model to learn the underlying patterns in the data.
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To address the challenges posed by the subjective nature of the
point cloud quality evaluation, we introduced a modified version of
the PointNet model with a modified loss function. By incorporating
this new loss function into the model, we aimed to improve its abil-
ity to learn the underlying patterns in the data and achieve better
results in the point cloud quality classification task.

6.3 Modified PointNet Loss Function

The application of PointNet in the point cloud quality classification
task is faced with a challenge due to the subjective nature of the
evaluation process. The results obtained from the subjective tests
used to evaluate the quality of the point clouds are prone to vari-
ation, as different people may assign different values to the same
point cloud.

To tackle this challenge, we have proposed a modified version of
the loss function used by PointNet. The sparse categorical crossen-
tropy loss function, which is commonly used in classification tasks,
is not suitable for the point cloud quality classification task due to
its limitation in handling the subjective nature of the evaluation.

The modified loss function takes into account the subjective na-
ture of the evaluation by incorporating the insight that while differ-
ent people may assign different values to the same point cloud, it is
highly probable that these values will not be far apart. For example,
if one person assigns a value of 5 to a point cloud in a subjective
test, it is more likely that other people will assign values of 5, 4, or
3 to the same point cloud, rather than values of 2 or 1.

By incorporating this insight into the loss function, the perfor-
mance of the PointNet model on the point cloud quality classification
task is expected to improve. The modified loss function, shown in
Figure 44, is designed to account for the subjective nature of the
evaluation and helps the model learn the underlying patterns in the
data. This, in turn, leads to a better performance of the PointNet
model in classifying the quality of point clouds.
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Figure 44: PointNet Modified Loss Function

By utilizing this custom loss function, two additional hyperpa-
rameters will be introduced. These hyperparameters represent the
power of the absolute difference between the predicted quality class
and the target quality class. Through various trial and error iter-
ations, we found that the values shown in Figure 44 work well for
our specific task and provide desirable results.

(a) (b)

Figure 45: Modified PointNet Loss Function Graphs
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By analyzing the results of the custom loss function, we can ob-
serve that the model is making progress in learning the underlying
patterns in the data. This is evident from the decreasing trend in
the graphs of the loss function over time. Additionally, the accu-
racy of the model can be seen to increase, further confirming that
the model is learning and improving with each iteration as in the
Figure 46.

(a) (b)

Figure 46: Modified PointNet Accuracy Graphs

The implementation of the custom loss function has resulted in
a noticeable improvement in the accuracy of the model when com-
pared to the previous loss function. In order to preserve the gener-
ality of the model and prevent it from overfitting, we decided to halt
the training process after 400 epochs. Although the model achieved
an accuracy of approximately 52 percent on the training data, it is
crucial to consider that the actual accuracy of the model can be more
accurately assessed through the results shown in Figure 47. It is im-
portant to keep in mind that accuracy metrics can be influenced by
various factors, and that the results presented in the figure provide
a more comprehensive evaluation of the model’s performance.
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Figure 47: Absolute Quality Difference

Figure 47 displays the absolute difference values between the pre-
dicted quality scores of point clouds and the actual quality scores
obtained from subjective tests for the test dataset, which consists
of 32 point clouds. The plot reveals that most of the absolute dif-
ference values are either 0 or 1. This implies that if we consider
a tolerance of 1 class difference between the predicted and actual
quality scores, then the accuracy of our model is around 82%.

Furthermore, the plot indicates that there are very few 2-class
differences and almost no 3 and 4-class differences between the pre-
dicted and actual quality scores. This suggests that the model has
a good level of accuracy, as the majority of the predicted scores are
very close to the actual scores.

The results from Figure 47 demonstrate the effectiveness of the
proposed approach, which includes the use of a modified loss func-
tion.

6.4 Model Carbon Impact

The research community is promoting the notion of disclosing the
carbon footprint of training deep learning models, due to the signifi-
cant carbon impact they have. Our training produced an estimated
carbon consumption of 3.72 KG CO2, equivalent to driving 15 Km
in a conventional internal combustion engine car[23].
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The study of point cloud quality is still an active area of research
and development. It is an essential component of many applications
such as 3D modeling and autonomous driving. In order to evaluate
the quality of point clouds, researchers have been exploring various
techniques such as objective metrics, subjective testing, and deep
learning models.

Objective metrics provide a reliable way to estimate the quality of
point clouds. These metrics measure the geometric and topological
properties of point clouds and can provide an objective measure of
quality. However, this technique requires significant computational
resources, and the results may not always be reliable in real-world
scenarios. In some cases, these metrics are based solely on mathe-
matical calculations and do not take into account human perception.

On the other hand, subjective testing provides a direct opinion
of end-users. This approach involves conducting user studies where
participants are asked to evaluate the quality of point clouds. While
this technique offers a realistic evaluation of point cloud quality, it
is time-consuming and can be expensive. Additionally, subjective
testing may not be reliable for applications that require a continuous
evaluation of quality.

Deep learning models show promise for the future evaluation of
point cloud quality. These models use neural networks to learn
the features of point clouds and can provide accurate predictions
of quality. However, the accuracy of these models is still under
development, and there is a need for further research to achieve high
accuracy that can be reliable and replace subjective and objective
methods.

In conclusion, the quality evaluation of point clouds is an es-
sential component of many applications, and continued research is
necessary to improve the accuracy and efficiency of evaluation tech-
niques. Researchers need to balance the advantages and disadvan-
tages of different methods to choose the most appropriate technique
for their applications. The development of reliable and efficient eval-
uation methods will lead to better applications in fields such as 3D
modeling, autonomous driving, and beyond.
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dini, G. Patané, and D. Panozzo, ACM Transactions on Graphics
(TOG), Vol. 32, No. 4, July 2013.

[22] Qi, Charles R., Hao Su, Kaichun Mo, and Leonidas J. Guibas.
”PointNet: Deep learning on point sets for 3D classification and
segmentation.” Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition. 2017.

[23] Quantifying the Carbon Emissions of Machine Learnin,Lacoste,
Alexandre and Luccioni, Alexandra and Schmidt, Victor and Dan-
dres, Thomas,arXiv preprint arXiv:1910.09700

Ahmed Shahhat 65 of 65 Federica Battisti


