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Abstract—Can a machine interpret an image's meaning with the same speed as the human brain when it is seen? This problem was heavily 

researched by computer vision specialists, who believed it to be unsolvable until recently. It is now possible to develop models that can generate 

captions for pictures because of advancements in deep learning techniques, accessibility to large datasets, and processing power. This will be 

accomplished by the Python-based implementation of the article's deep learning convolutional neural network technique and a particular kind 

of recurrent neural network. Here the proposed model uses CNN and LSTM methods to achieve desired task 
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I.  INTRODUCTION  

An image caption generator employs computer vision and 

natural language processing methods to comprehend the context 

of a picture and describe it in a language like English [1]. The 

goal of this research is to introduce readers to the concepts 

behind a CNN and LSTM model and show them how to utilize 

them to build an image caption generator [2]. CNN, a Deep 

Learning approach, uses learnable weights and biases to 

priorities different objects and elements in an input image to 

help with image recognition [3]. Image classification is one of 

this architecture's most well-liked uses [4]. The neural network 

combines nonlinear, pooling, and several convolutional layers 

[5]. The output of the first convolution layer serves as the input 

for the second layer after the image has gone through one 

convolution layer. The identical procedure is then done for each 

subsequent layer [6]. 

After a sequence of convolutional, nonlinear, and pooling 

layers, it is crucial to include a completely linked layer [7]. In 

this layer, the convolutional network's output data is utilised       [ 

8]. A completely linked layer is added to the end of the network 

to create an N-dimensional vector, where N is the number of 

classes from which the model selects the desired class [9]. 

Recurrent neural networks (RNNs) have a subclass known as 

networks that may learn order dependency in sequence 

prediction problems [10]. The hardest problems, such speech 

recognition, machine translation, and many others, are where 

technology is most frequently applied [11]. This issue was 

found during the training of traditional RNNs because as neural 

networks get more complex, little to no training may occur if 

the gradients are very tiny or zero, which would result in poor 

predicting performance [12]. Since there may be delays of 

various lengths between important events in a time series, 

LSTM networks are ideal for categorizing, analyzing, and 

generating predictions based on time series data [13]. The image 

characteristics will be given to the LSTM model, which will 

provide the image descriptions, by the CNN model Exception, 

which was trained on the ImageNet dataset. 

 
Figure-1 Overall representation 
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Due to its ability to overcome the short-term memory 

limitations of the RNN, the LSTM is noticeably more efficient 

and superior than the RNN in general. The LSTM may process 

inputs while processing important data and avoiding irrelevant 

data. The positioning of the images in a movie or the words in 

a text document are two instances of inputs with both spatial 

and temporal structure. CNN-LSTMs are frequently employed 

when the output requires temporal structure, such as the words 

in a textual description. The 2D structure of pixels in an image 

or the 1D structure of words in a phrase, paragraph, or page are 

two examples of inputs with spatial and temporal structure. In 

order to recognize the context of images and explain them in a 

natural language like English, the model of the image caption 

generator that applies the CNN and LSTM principles uses 

computer vision and natural language processing. 

II. RELATED WORK 

[14] The model makes use of textual attention to increase the 

data's correctness.  

[15] suggested a brand-new component termed a review 

network for the encoder-decoder structure. Along with CNN 

and RNN encoders, RNN decoders are taken into account in this 

study. Because it is ubiquitous, the review network can improve 

any present encoder-decoder paradigm. The review network 

creates a thought vector each time a review step is finished, and 

this thought vector serves as the input for the decoder's attention 

mechanism. The review network performs a series of review 

steps on the encoder concealed states using an attention 

mechanism. It has demonstrated that traditional encoder-

decoders cannot use our technique. We demonstrate empirically 

that our approach outperforms cutting-edge encoder-decoder 

systems when it comes to source code and image captioning. 

[16] A key component of scene understanding, which integrates 

the expertise of computer vision with natural language 

processing, is image caption, which automatically generates 

natural language descriptions in accordance with the content 

detected in an image. In the implementation of human-computer 

interaction, for example, image captions are often utilized and 

essential. The attention mechanism, a crucial component of 

computer vision that has lately received extensive application 

to tasks involving the creation of image captions, is the subject 

of the summary of related techniques in this study. Along with 

the benefits and drawbacks of these methods, the most popular 

datasets and evaluation criteria in this area are also covered. In 

the study's conclusion, a number of unresolved issues with the 

image caption task are listed. 

III. DATASET 

Flickr8k_Dataset: Contains 8092 JPEG-formatted photos. 

There are several files with various sources for the photo 

descriptions in the Flickr8k text collection. The primary file of 

our dataset, Flickr8k.token, which includes image names and 

their corresponding captions separated by newlines, can be 

found in the Flickr 8k text folder ("n"). Six thousand photos are 

utilized in the image dataset for training, one thousand for 

validation, and one thousand for testing. 

IV PROPOSED METHOD 

Our brains have the ability to categorise or annotate each image 

that is shown to us. What about computers, though? How is it 

possible for a computer to analyses a picture and provide an 

extraordinarily accurate and pertinent caption? Making a useful 

caption generator for an image was once thought to be 

extremely difficult, but thanks to improvements in computer 

vision and deep learning techniques, the availability of pertinent 

datasets, and AI models, it is now much simpler. Several data 

annotation enterprises are making billions of dollars thanks to 

the international growth of caption production. The goal of this 

project is to create an annotation tool that can generate 

descriptions for photographs that are exceptionally relevant 

using databases. Two deep learning techniques, LSTM (a kind 

of recurrent neural network) and Convolutional Neural 

Networks, must be understood in its fundamentals in order to 

do the same (CNN). Although we will just briefly discuss these 

strategies here, if you are interested in learning more, please 

click here. Deep learning and computer vision are used to create 

image caption generators, which recognise the context of a 

picture and annotate it with pertinent captions. It entails 

labelling an image with English keywords using datasets 

provided during model training. The CNN model known as 

Exception is used to train the ImageNet dataset and is in charge 

of extracting picture features. The LSTM model, which creates 

the picture description, will be given these extracted 

characteristics. 

 
Figure-2 Steps to follow to achieve proposed model 

A convolutional neural network (ConvNet/CNN) may be used 

to analyses a photo, give different visual elements and objects 

weights and biases, and distinguish between them. ConvNet are 

simpler to construct than other classification methods. 

Convolutional neural networks are deep neural networks with 

the capacity to handle data represented as a 2D matrix. Since 

photos can be easily represented as a 2D matrix, CNN is a 

suitable method for working with photographs. Prior to 
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combining the images to identify them, it analyses the 

photographs from top to bottom and left to right to gather 

important information. When using perspective, you may use 

images that have been cropped, rotated, or scaled. 

 

Figure-3 Proposed Model Architectural View 

LSTM is best for puzzle-based problem solving. Based on the 

sentence before, we can infer what the subsequent phrase will 

be. By solving the drawbacks of RNNs with short time period 

memory, it has proven to be more effective than conventional 

RNNs. While processing inputs, LSTM may perform the 

necessary statistics. Via an overlook gate, it may also discard 

the unnecessary statistics. 

V. EXPERIMENTAL RESULTS 

The subsequent sections of the study will clarify our ideas and 

conclusions as we use a CNN-LSTM model for picture 

captioning. Please be aware that this work does not serve as a 

tutorial on how to construct photo captioning; rather, it 

examines the CNN-LSTM architecture and some of its real-

world applications. The program's Python 3 code was created 

and run in Keras. The following is a list of the prerequisites and 

requirements you'll need to understand the implementation 

completely. Image positioning and object detection are the areas 

of computer vision that have gotten the greatest attention. Social 

networking site users are now able to upload photographs of any 

size or complexity and search for descriptions on Google. All 

of the following are lacking: upgradeability, performance, 

flexibility, and scalability. High-quality pictures must be used 

as the input. difficult to notice details in photographs with poor 

quality. Complex scene analysis could be tough. Utilizing a 

proxy is intended to speed up the photo search procedure. If the 

input image is complex, it won't be possible to submit it and 

read out the caption because processing will take some time. 

Deep Neural Networks are capable of producing precise, 

expressive, and flowing subtitles that address the issues present 

in both versions. speed up the production of subtitles. Thanks to 

the materials we provide, users of social media won't need to 

spend hours searching Google for subtitles. Our service makes 

it simple for users to submit certain photos to social networks. 

Users are not forced to manually add captions when uploading 

images. The picture search problem can be solved using the 

suggested design. You can upload either color or black and 

white images, and you can read the English caption out loud. 

Neural networks may solve any issue and provide precise, well-

written, and fluid subtitles by utilizing tensor flows and 

algorithms. 

"Describing" An image is a representation of a thing or a scene 

that has been converted into a written description that can be 

read by humans. It combines machine learning with computer 

vision. Neural network captioning models are made out of these 

two essential elements: Removal of Features. 

Specifically designed for issues involving the sequence 

prediction of spatial inputs like images or videos, the Language 

Model. Convolutional neural network (CNN) layers are used in 

this design to extract features from the input data, and LSTMs 

are used to forecast sequences based on the feature vectors. 

CNN LSTMs are essentially a subclass of deep models that 

combine aspects of natural language processing and computer 

vision. They are deep both geographically and chronologically. 

These candidates show great promise and are being 
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Encoder-decoder architecture serves as the foundation for 

models for image caption generators, which use effort paths to 

create precise and relevant captions. This paradigm bridges the 

gap between natural language processing and computer vision. 

It entails recognizing and interpreting the image's context 

before summarizing everything in a language like English. 

The two primary models utilized in the creation of our model 

were RNN-LSTM and CNN (Convolutional Neural Network) 

(Recurrent Neural Networks- Long Short-Term Memory). 

In the derived application, RNN-LSTM acts as the decoder, 

organizing the words and generating captions, while CNN acts 

as the encoder, extracting the characteristics from the image or 

photograph. Some of the program's most important applications 

include self-driving cars. 

 

The majority of calculations happen in the convolutional layer, 

which is the main part of a CNN. There could be more 

convolutional layers after the first. During convolution, a kernel 

or filter inside of this layer examines the image's receptive fields 

to see if a feature is present. The entire picture is iterated 

through by the kernel. At the conclusion of each cycle, a dot 

product between the input pixels and the filter is computed. The 

ultimate result of a certain method of connecting the dots is a 

feature map or a feature that has been convolved. The image is 

finally converted to numerical values in this layer so that the 

CNN can recognise them and extract useful patterns from them. 

 

The important features of a picture are extracted by the feature 

extraction model using a neural network, often as a fixed-length 

vector. The feature extraction sub model is a deep convolutional 

neural network, or CNN. It is possible to immediately train this 

network using the images in your dataset. Another option is a 

convolutional model that has already been trained. Information 

on the datasets and the data preparation for the model is 

available at the same site above. 

Here, we'll just focus on the crucial sections of the programme 

that was utilized to create and run the model. You should get 

your dataset ready and use a different dataset. 

VI. CONCLUSION AND FUTURE WORK 

The CNN-LSTM architecture, which controls computer vision 

and natural language processing, has several uses. Modern 

neural networks can be used to do NLP tasks such as the 

transformer for sequential image and video data. For sequential 

data, like as natural language, extremely powerful CNN 

networks can be used simultaneously. Therefore, it enables us 

to apply the advantages of robust models to recently unknown 

activities. Introduce hybrid neural models and urge readers to 

employ various CNN-LSTM model designs more frequently 

were the only objectives of this essay. 
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