
International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 5s 

DOI: https://doi.org/10.17762/ijritcc.v11i5s.6654 

Article Received: 28 February 2023 Revised: 18 April 2023 Accepted: 28 April 2023 

___________________________________________________________________________________________________________________ 

 

276 

IJRITCC | May 2023, Available @ http://www.ijritcc.org 

Recommendation of Algorithm for Efficient Retrieval of 

Songs from Musical Dataset 
 

Swathy Vodithala1, Vaishnavi Gudimalla2, Y. Bhavani3, Preethi Madadi4, Mohammed Sharfuddin Waseem5 
1Associate Professor: Dept. of CSE(N),Kakatiya Institute of Technology and Science 

Warangal,India 

swathyvodithala@gmail.com 
2Student: Dept. of CSE(IoT),Kakatiya Institute of Technology and Science 

Warangal,India 

vaishnavi.gudimalla5@gmail.com 
3Associate Professor: Dept. of IT,Kakatiya Institute of Technology and Science 

Warangal,India 

yerram.bh@gmail.com 
4Assistant Professor: Dept. of CSE,Kakatiya Institute of Technology and Science 

Warangal,India 

Preethi.muppidi@gmail.com 
5Assistant Professor: Dept. of CSE,Kakatiya Institute of Technology and Science 

Warangal,India 

waseem7602@gmail.com 

 

Abstract—Now-a-days, the research is more towards the entertainment like music, songs, movies, etc. There are many existing works that 

suggest good songs, movies to people depending on their mood, nature and time that has been savior for the society during the days of 

lockdown. The existing algorithms used in the literature for basic clustering  are K-means, TSNE (T- distributed Stochastic Neighborhood 

Embedding), PCA (Principal Component Analysis).In this paper, the music dataset considered, consists of songs with attributes as song name, 

genres, artists, mode, tempo, valence, year, liveness, loudness, popularity, acousticness, danceability, duration, energy, explicit, 

instrumentalness, key. The important feature is extracted from the other features with the support of literature survey i.e., number of music 

listeners, types of the songs and type of the music. Later, the dataset is divided into clusters using traditional technique that is k-means based on 

genre, an important attribute which is selected from the above attributes. The different classifier models like Random Forest, Extra Trees, 

LightGBM, XGBoost, CatBoost classifier are applied on the clustered dataset and the results have been evaluated on each individual algorithm. 

Thus the paper recommends not only the group of relevant songs but also suggests the best accurate classification algorithm that can be used for 

any mentioned musical dataset. The paper also compares all the said ensemble algorithms by calculating the precision, recall, f1-score and 

support. The accuracy is also calculated for all said ensemble algorithms and based on the accuracy the best suitable algorithm is suggested. 

 

Keywords-Musical dataset; Ensemble learning; Random Forest; Extra trees; LightGBM; XGBoost; CatBoost. 

 

I. INTRODUCTION 

All Musical datasets have become increasingly 

important in today's world, where music is a ubiquitous part of 

daily life. A musical dataset is a collection of metadata such as 

song titles, artists, genres, and other attributes that describe the 

music. Musical datasets provide a rich source of information, 

enabling them to better understand the characteristics of 

different songs and genres and make more accurate 

recommendations. 

Musical datasets are also important for music genre 

classification, where they are used to train machine learning 

models to recognize the characteristics of different genres 

based on their audio features such as tempo, rhythm, and 

melody. Musical datasets are also useful in music emotion 

recognition, where machine learning models are used to 

predict the emotional response of listeners to different musical 

pieces. 

Machine Learning is a subset of Artificial 

Intelligence which uses various algorithms for making 

predictions, allowing the machine learning model to 

automatically learn from training data, and predicts the 

outcome of new data based on historical data. 

The machine learning techniques are classified into 

supervised, unsupervised, semi supervised and reinforcement 

learning which are used in regression, classification models 

and clustering methods.  

Regression is used to predict continuous values like 

Salary, Age. The process of categorizing the data (which is a 
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supervised machine learning technique) makes it simple to 

store, organize, and retrieve the data. Classification is used to 

predict discrete values like Male or Female. Machine learning 

is mostly seen in Alexa, self-driving cars, recommendation 

system, spam detections. 

II. EXISTING TECHNIQUES 

This section discusses few existing techniques used 

for the classification of datasets like music, movies etc. Some 

of them are Random Forest classifier, Extra Trees classifier, 

LightGBM classifier, XGBoost classifier, CatBoost classifier. 

A. Random Forest Classifier 

Random forest is a popular machine learning algorithm used 

for classification and regression tasks. It is an ensemble 

learning method that combines multiple decision trees to make 

predictions for classification tasks. The algorithm works by 

randomly selecting subsets of the training data and features to 

build multiple decision trees. The final prediction is made by 

combining the predictions of all the trees using majority 

voting. Random forest classifier can handle a large number of 

input features, missing data, and is resistant to over fitting. It is 

useful for feature selection also. [9][10] 

𝑓𝑖𝑗 =
∑ 𝑗:𝑛𝑜𝑑𝑒 𝑗 𝑠𝑝𝑙𝑖𝑡𝑠 𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖𝑛𝑖𝑗

∑ 𝑛𝑖𝑘𝑘∈𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠
 (1) 

 

Lin et. al. published a paper "Music Genre Classification using 

Improved Random Forest Algorithm" that proposes a method 

for music genre classification using an improved random 

forest algorithm that incorporates feature selection and 

parameter optimization. The authors separate several audio 

components from music signals and evaluate how well their 

method performs in comparison to other widely used 

classification techniques. In terms of accuracy, precision, 

recall, and F1 score, they discover that the modified random 

forest approach performs better than these other algorithms. 

They also show that the best performance is achieved when 

spectral and rhythmic information are combined. Overall, the 

article offers insights into the particular audio qualities that are 

most instructive for categorizing music genres and may be 

helpful for creating intelligent music systems.[1] 

Luo et. al. published a paper "Random Forest-Based Musical 

Emotion Classification" that proposes a method for classifying 

musical emotion using acoustic features extracted from music 

signals and a random forest classifier. The authors discover 

that the random forest classifier beats other widely used 

algorithms when they compare the performance of their 

classifier to those algorithms. Additionally, they look into how 

different feature subsets affect performance and discover that 

the best performance comes from combining all features. 

Overall, the paper shows that random forests can be a useful 

technique for classifying musical emotions and offers insights 

into the particular acoustic elements most useful for this 

endeavor.[2] 

 

B. Extra Trees Classifier 

Extra Trees Classifier is known as Extremely Randomized 

Trees, is an ensemble learning method that combines multiple 

decision trees to make predictions for classification tasks. The 

algorithm is similar to the random forest classifier, but it adds 

more unpredictability by choosing random thresholds for each 

feature and splitting each node only using a random subset of 

characteristics. Particularly for noisy or high-dimensional 

datasets, this method can lower overfitting and enhance 

generalization performance.In general, ExtraTreesClassifier is 

a quick and effective method that performs well in terms of 

generalization and accuracy across a range of classification 

problems. 

 

Entropy (S) = ∑ −pilog2(pi)
c
i=1  (2)  

   

M.S. Rahman et. al. published a paper "Music Genre 

Classification using Extra Trees Classifier" that proposes a 

method for music genre classification using the Extra Trees 

classifier, which is an extension of the Random Forest 

algorithm. Using the music dataset, they took out a number of 

features, including spectral features and Mel-frequency 

cepstral coefficients (MFCCs), and placed them into the Extra 

Trees model. The suggested approach was tested on three 

different music datasets, and the findings revealed that the 

Extra Trees classifier performed better than other well-known 

classification algorithms like SVM and k-NN, reaching high 

accuracy in classifying the musical genres.[3] 

S.A. Shinde et. al. published a paper "Music Genre 

Classification using Ensemble of Extra Trees" that proposes an 

ensemble learning approach that involves training multiple 

Extra Trees classifiers with different subsets of features and 

combining their outputs using majority voting. An accessible 

music dataset was used to evaluate the method, and the 

findings revealed that the ensemble of Extra Trees classifiers 

outperformed a single Extra Trees classifier and other cutting-

edge techniques in terms of accuracy, precision, recall, and 

F1-score. The work emphasizes the potency of ensemble 

learning with Extra Trees classifiers for categorization of 

musical genres.[4] 
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C.  LightGBM Classifier  

LightGBM is a gradient boosting framework that uses tree-

based learning algorithms for classification and regression 

tasks. It can handle sparse, dense data and is made to be 

effective and scalable for huge datasets. To increase accuracy 

and cut down on computing costs, the technique makes use of 

gradient-based one-side sampling, leaf-wise tree development, 

and categorical feature management. In order to avoid 

overfitting and enhance generalization performance, 

LightGBM additionally offers early halting and regularization. 

Overall, LightGBM is a strong and effective algorithm that is 

capable of handling a range of classification and regression 

tasks on sizable datasets. 

 

𝑉�̃�(𝑑) =
1

𝑛
(

(∑ 𝑔𝑖𝑥𝑖𝜖𝐴𝑙
+

1−𝑎

𝑏
∑ 𝑔𝑖𝑥𝑖𝜖𝐵𝑙

)
2

𝑛𝑙
𝑗

(𝑑)
) +

(
(∑ 𝑔𝑖𝑥𝑖𝜖𝐴𝑟

+
1−𝑎

𝑏
∑ 𝑔𝑖𝑥𝑖𝜖𝐵𝑟

)
2

𝑛𝑟
𝑗

(𝑑)
)          (3)    

 

L. Chen et. al. published a paper"An Ensemble Learning 

Method for Music Genre Classification Based on LightGBM 

and Deep Neural Network" that proposes a method which uses 

a LightGBM classifier to select the most informative features 

from the audio signal and then feeds them into a DNN 

classifier for final prediction. Using many music genre 

classification datasets, the experimental results demonstrate 

that the proposed method performs better than the baseline 

methods and achieves state-of-the-art performance.[5] 

D. XGBoost Classifier  

XGBoost is an optimized gradient boosting algorithm that is 

widely used for classification and regression tasks. The 

algorithm can handle both sparse and dense data and is created 

to be effective and scalable for large-scale datasets. To avoid 

over fitting, XGBoost supports L1 and L2 regularization and 

builds the model using a combination of gradient descent and 

decision trees. The algorithm also includes a number of 

sophisticated features that make it a popular option for many 

machine learning applications including early halting, 

handling missing inputs, and parallel processing. In general, 

XGBoost is a strong and adaptable algorithm that can perform 

well in terms of accuracy and generalization on a variety of 

datasets. 

 

∑ 𝐿(𝑦𝑖 , 𝑝𝑖) =
1

2
(𝑦𝑖 − 𝑝𝑖)

2𝑛
𝑖=1          (4)   

     

Y. Liu et. al. published a paper"Music Genre Classification 

using XGBoost Algorithm" that proposes a method which uses 

the GTZAN dataset for experimentation and compare the 

performance of XGBoost with other classifiers such as SVM 

and Random Forest.The results show that XGBoost 

outperforms the other classifiers with an accuracy of 96.6%.A 

feature selection step is also included in the study to enhance 

the XGBoost classifier's performance. The article shows that 

XGBoost is good in classifying music genres overall.[6] 

E. CatBoost Classifier  

CatBoost is a gradient boosting algorithm that is designed to 

handle categorical features and can be used for classification 

and regression tasks. Each decision tree in the ensemble is 

trained to minimize the loss function as part of the algorithm's 

gradient-boosting approach to decision tree construction. The 

algorithm has a number of sophisticated features, including 

strong outlier handling, automatic handling of categorical 

features, and handling missing values. CatBoost is a strong 

and effective method for managing huge datasets since it 

includes a built-in feature importance evaluation mechanism 

and allows parallel processing. Overall, CatBoost is a flexible 

approach that performs well on a variety of classification and 

regression tasks, particularly when working with categorical 

data, and it is very accurate and generalizable. 

 

�̂�𝑘
𝑖 =

∑ 1
𝑥𝑘

𝑖 =𝑥𝑘
𝑗𝑥𝑗𝜖𝐷𝑘

. 𝑦𝑗 + 𝑎𝑝

∑ 1
𝑥𝑘

𝑖 =𝑥𝑘
𝑗𝑥𝑗𝜖𝐷𝑘

+ 𝑎
; 

 

𝑖𝑓 𝐷𝑘 = {𝑥𝑗: 𝜎(𝑗) < 𝜎(𝑖)}          (5)  

  

A. Aziz et. al. published a paper "Music Genre Classification 

using CatBoost Algorithm" that presents a study on music 

genre classification using the CatBoost algorithm, which is a 

gradient boosting method designed for handling categorical 

features. The authors suggest a feature extraction method 

based on Statistical Spectrum Descriptors (SSD) and Mel 

Frequency Cepstral Coefficients (MFCC) to characterize audio 

signals, then use the CatBoost algorithm to identify the 

musical genres. The results demonstrate the effectiveness of 

the CatBoost algorithm for music genre categorization tasks, 

with the suggested method outperforming a number of other 

machine learning methods in terms of accuracy and F1-score. 

[7] 

S. Kim et. al. published a paper "Music Genre Classification 

Using Convolutional Neural Network and CatBoost" that 

proposes a music genre classification method using a 

combination of convolutional neural network (CNN) and 

CatBoost algorithm.CatBoost is used as a classifier to 

categorise the music into distinct genres, while CNN is 

utilized to extract high-level features from the spectrograms of 

musical data. The experimental results show that the suggested 
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method outperforms state-of-the-art methods in terms of 

performance.[8] 

Subheadings should be as the above heading “2.1 

Subheadings”. They should start at the left-hand margin on a 

separate line. 

III. PROPOSED WORK 

The working principle of the proposed work is determined 

with a flowchart as shown by Fig.1. 

                     The proposed work contains the musical dataset 

with 19 features named as id, artists, year, valence, 

acounsticness, danceability, tempo, duration, energy, explicit, 

key, liveness, loudness, mode, name, popularity, release_date, 

speechiness, instrumentalness. 

 

 
Fig 1. Flow Chart for proposed work 

 

The sample dataset is shown below in Fig.2. that is taken from 

https://www.kaggle.com/datasets/vatsalmavani/spotify-dataset. 

 

 
Fig 2. Sample dataset 

 

The proposed architecture shown in Fig.3., selects the 

important attribute that is to be used for clustering based on 

number of music listeners, type of music and songs. Later the 

clustering on the dataset is done by k-means algorithm. Later 5 

algorithms are applied on clustered dataset to suggest the best 

algorithm for musical dataset. 

        The dataset consists of 19 attributes, but not all are 

taken into consideration. To determine which attributes are 

important, the following procedure is adapted. The music 

listeners, type and categories are initially analyzed and later 

the important attribute for clustering is selected 

 

 
Fig 3. Proposed Architecture 

A. Selecting the feature for clustering: 

                 Number of music listeners: 

The data from various sources such as music 

streaming services, radio stations, music industry reports, and 

surveys is obtained. From the data, computation of music 

listeners by comparing the number of listeners in different 

years is done. This confirms that the music listeners are 

increasing year by year. 

 
Fig 4. Number of Music Listeners 

 

                     Type of Songs Listened: 

The next task is to understand what type of songs the 

listeners want to hear.The top six attributes named as 

acousticness, danceability, energy, instrumentality, liveliness, 

and valenceare used to compute the type of songs the listeners 

hear. 
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Fig 5. Type of Songs Listened 

 

     Type of Genres Listened: 

The next level chooses about the genre that how 

many music listeners are listening to what type and category 

of music. The top 10 musical genres are chosen based on 

popularity, and the four most frequently utilized characteristics 

named as valence, energy, danceability, and acousticness are 

computed to determine the instruments that listeners prefer to 

hear in each genre. 

 
Fig 6. Type of Genres Listened 

B. CLUSTERING THE MUSICAL DATASET: 

Based on the Fig.4, Fig.5.5 and Fig.6., the genre is 

considered as an important attribute, and clustering of musical 

dataset is done based on genre. The attributes used for 

clustering are acousticness, danceability, energy, 

instrumentality, liveliness, and valence, which are all known to 

significantly impact a listener's perception and enjoyment of 

music.  

 
Fig 7. Clustering of dataset 

 

The 5 algorithms choosen for proposed work are 

Random Forest Classifier, Extra Tree Classifier, LightGBM 

Classifier, XGBoost Classifier and CatBoost Classifier. In this 

paper, the proposed work recommends the best approach for 

clustering of any musical dataset. The clustered dataset is used     

and applied to find the results of individual algorithm. Out of 

the five algorithms, the optimal algorithm is recommended 

based on accuracy. 

IV. EXPERIMENTATION RESULTS 

The dataset used for the implementation has 1000 

records and the class weights are 0 and 1.Each individual 

algorithm is reu through the dataset and the results have been 

recorded. The best algorithm recommended is the Random 

Forest algorithm for those who work in the above-mentioned 

genres and attributes. The Random Forest algorithm is often 

considered to be one of the best algorithms for analysing the 

dataset with a large number of variables and attributes, which 

is often the case with musical datasets. The algorithm uses an 

ensemble learning technique that involves the combination of 

multiple decision trees to make predictions about the type of 

music that listeners prefer. 

Fig.8.represents the values of precision, recall, F1-

score and support after applying the random forest classifier 

on the clustered dataset. The resultant graph for applying 

random forest classifier dataset is also shown in Fig.9. 

 

 
Fig  8. Random Forest Classifier-results 

 

 
Fig  9. Random Forest Classifier 

Fig.10.represents the values of precision, recall, F1-

score and support after applying the Extra trees classifier on 

0

0.5

1

0 1 2 3 4

Random Forest Classifier

Precision Recall f1-Score
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the clustered dataset. The resultant graph for applying Extra 

trees classifier dataset is also shown in Fig.11. 

 
Fig 10. Extra Trees Classifier-Results 

 

 
Fig 11. Extra Trees Classifier 

 

 
Fig 12. LightGBM Classifier-results 

 

 
Fig 13. LightGBM Classifier 

 

Fig.12.represents the values of precision, recall, F1-

score and support after applying the LightGBM classifier on 

the clustered dataset. The resultant graph for applying 

LightGBM classifier dataset is also shown in Fig.13. 

Fig.14.represents the values of precision, recall, F1-score and 

support after applying the XGBoost classifier on the clustered 

dataset. The resultant graph for applying XGBoost classifier 

dataset is also shown in Fig.15. 

 

 
Fig 14. XGBoost Classifier-Results 

 

 
Fig 15. XGBoost Classifier 

 

Fig.16.represents the values of precision, recall, F1-score and 

support after applying the CatBoost classifier on the clustered 

dataset. The resultant graph for applying CatBoost classifier 

dataset is also shown in Fig.17. 

 

 
Fig 15. CatBoost Classifier-Results 
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Fig 16. CatBoost Classifier 

 

On applying all the five algorithms, the values of support are 

same whereas its differing in precision, recall and f1-

score.based on the above analysis it is evident that the 

accuracy of random forest classifier is high and it best suits for 

the musical dataset. The pseudo code in Fig.17. demonstrates 

that the random forest classifier is having the high accuracy. 

V. CONCLUSION AND FUTURE SCOPE 

The  musical dataset contains  19 features named as 

id, artists, year, valence, acounsticness, danceability, tempo, 

duration, energy, explicit, key, liveness, loudness, mode, 

name, popularity, release date, speechness, instrumentalness. 

The important feature used to cluster the datasets is extracted 

with the support of literature like number of music listeners, 

type of music and songs. The dataset is divided into clusters 

based on genre using k-means algorithm. Later, the 5 

algorithms are applied on clustered dataset i.e., Random Forest 

Classifier, Extra Tree Classifier, LightGBM Classifier, 

XGBoost Classifier and CatBoost Classifier .  The 

experimentation results clearly recommend the best approach 

of any musical dataset is random forest classifier. The 

clustered dataset is used and applied to find the results of 

individual algorithm. The future scope is to extend the work 

where it suggests the top rated relevant songs from the 

clusters. 

 

 
Fig 17. Results showing Accuracy for Random forest 
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