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Abstract— Over the last few years, Convolution Neural Networks (CNN) have shown dominant performance over real world applications 

due to their ability to find good solutions and deal with image data. However their performance is highly dependent on the network architecture 

and methods for optimizing their hyper parameters especially number and size of filters. Designing a good CNN architecture requires human 

expertise and domain knowledge. So, it is difficult in CNN to find sufficient number and size of filters for classification problems. The standard 

GWO algorithm used for any optimization purpose suffers from some issues such as slow convergence speed, trapping in local minima and 

unable to maintain balance between exploration and exploitation. In order to have proper balance between these phases, two modifications in 

GWO are introduced in this paper.  A technique for finding optimum CNN architecture using methods based on Enhanced Grey Wolf 

Optimization (E-GWO) is proposed. The paper presents optimization of hyper parameters (numbers and size of filters in convolution layer) of 

CNN using E-GWO to improve the performance of the model. Kidney ultrasound images dataset collected from ultrasound centre is used to 

evaluate the performance of the proposed algorithm. Experimental results showed that optimization of CNN with E-GWO outperformed CNN 

optimized with traditional GA, PSO and GWO and conventional CNN yielding 97.01% accuracy. At last, the obtained results are statistically 

validated using t-test. 

Keywords- Convolution Neural Network (CNN); Optimization; Kidney Image Classification; Hyper-parameters, Enhanced Grey Wolf 

Optimization (E-GWO) 

 

I.  INTRODUCTION 

       In computer vision field, deep learning models especially 

convolution neural networks have emerged as a powerful tool 

for classification and segmentation of images. Many recent 

publications have shown their incredible performance in health 

and clinical field to find out presence and absence of disease in 

patients and also the criticality of those diseases [1]. Accuracy 

and real time processing of medical images is of utmost 

importance as a small error in diagnosis can put someone’s life 

in danger [2].  

CNNs are special cases of Artificial Neural Networks 

(ANNs) which are biologically inspired architectures 

consisting of neurons as processing elements, that are arranged 

in layered fashion and interact with each other using weighted 

connections. The ‘Neocognitron’ origin of CNN architecture 

was introduced by [3] in 1980. Inspired by the work of 

Fukushima, LeCunn in 1998 further developed first CNN 

named ‘LeNet-5’ trained by back propagation [4] to teach 

computer system how to recognize different hand written 

digits. Later on, the concept felt favorable for many image 

processing tasks and gained popularity. CNN consists of a 

number and types of different layers to carry out the task of 

feature extraction and classification. In CNN convolution 

layer, pooling layer, ReLu layer does the work of feature 

extraction. These layers detect the existence probability of 

certain attributes of the input images and reduce the 

dimensions of the images by eliminating the least useful or 

redundant attributes and extract meaningful data for 

classification section to classify. Further fully connected layer 

(FCL), Softmax and classification layers classify the input 

images into different categories based on the attribute values 

produced by feature extraction part. Figure 1 below provides 

the basic idea of convolution neural network. 
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Figure 1. Basic CNN Architecture 

It is known that the performance of CNN heavily resides 

upon their architecture. However designing an optimum 

architecture manually is very cumbersome task as it requires 

expertise which is not necessarily held by particular user. A 

user with data in hand may not have knowledge to design 

suitable architecture for his/her problem. Thus, there is need to 

design algorithms which automate the process of finding 

optimum architecture by optimizing hyper parameters of CNN. 

Keeping this view in mind in the proposed research work, an 

optimization technique using E-GWO is used for the purpose 

of optimization of hyper-parameters of CNN for obtaining 

optimal architecture for the chosen dataset.  

A. Hyper-parameter optimization in CNN 

       The most important task in Deep CNN design for a certain 

problem is selecting the best hyper-parameter value during 

training. It may have an impact on the model's performance. 

Learning rate, training epochs, number of filters and filter size 

in convolution layers, batch size and dropout value are the 

most common hyper-parameters in deep CNN that can be 

optimized using optimization strategies. In this paper, number 

of filters and filter size in convolution layers of CNN are 

optimized. 

       Convolution filters are multi-dimensional data used in 

convolution layers which help in extracting particular features 

from input data. Convolution of filters with input image results 

in new spatially filtered image. For the operation of the 

convolution layer, the filter of a specified size is applied to an 

input image. The input values of the input image are 

multiplied with the corresponding filter values and then adding 

everything together. After then, the filter goes through the 

entire image, extracting the most important features. Figure 2 

shows how a convolution filter works. 

 
Figure 2. Convolution operation of filter with input image 

 

The research work helps in finding presence of Kidney 

Disease in patients by classifying kidney images in four 

categories: Normal Kidney, Cystic Kidney, Kidney Stone and 

Hydronephrosis. By early detection of these diseases, suitable 

treatment can be given to patient and his/her life can be saved 

from worst diseases such as Hypertension, Cardiomyopathy 

etc.  

The main contributions of the paper are: 

1) First of all, the image dataset used for the research 

work is acquired from ultrasound centre and thereafter 

the raw dataset is pre-processed to enhance the quality 

of images. 

2) The pre-processed images are used for classification 

purpose using Convolution Neural Network (CNN). 

To further optimize CNN hyper-parameters such as 

number and size of filters, an Enhanced Grey Wolf 

Optimization (E-GWO) algorithm is proposed for 

producing optimum architecture.  

3) Performance of the proposed optimized architecture is 

calculated based on some classification indicators. 

Finally, a comparative analysis is done to compare the 

performance of the proposed algorithm with 

conventional CNN and other optimization algorithms. 
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The rest of the paper is arranged as follows: section 2 of the 

paper describes existing algorithms given by various 

researchers for optimizing CNN. Section 3 gives the overview 

of traditional GWO as well as provides modifications done in 

GWO in detail. Section 4 gives results of the work and finally 

section 5 provides the conclusions of the paper.  

II. RELATED WORK 

The existing literature is rich with publications on 

optimization of CNN using meta-heuristic methods [5]–[8] , 

stochastic gradient descent method [9], [10] and Adam 

optimizer  [8] etc. for providing better results. These 

optimization algorithms make use of different techniques for 

optimizing different combinations of CNN parameters and 

providing best architecture for classifying image dataset. This 

section discusses some of the papers published on optimization 

of CNN using different meta-heuristic techniques for tuning 

various parameters of network architecture to detect a number 

of diseases. 

   In [9], a technique is presented for optimizing hyper-

parameters of CNN using variable length GA encoding 

paradigm of the networks. In [10], researcher optimized CNN 

using five algorithms such as Levenberg Marquardt (LM) GA, 

Back propagation and two GA hybrids GABP and GALM and 

found that GALM outperforms all other algorithms in terms of 

classification error.   

        Jayanthi in [11] developed a PSO-CNN model to classify 

color fundus images to detect diabetic retinopathy in three 

stages namely pre-processing, feature extraction and 

classification and achieved 98.63% specificity. Aslm in [12] 

developed a model to detect leukemia by classifying white 

blood cell images. In this model, CNN is used to extract 

features and then ACO is used to select best subset of features 

for classifying WBC images. Sameena in [13] developed an 

automated image analysis module for classifying covid 19 

cases from chest x-ray images using an ensamble of Whale 

optimization and BAT algorithms.   

        In [14], Komanduri detected glucome patients from 

optimal coherence tomography image using firefly algorithm 

optimized CNN model and achieved high prediction rate and 

effected rate. To perform image de-noising and select optimal 

parameters for classification of medical images, [15] used a 

technique known as bilateral filter and a swarm intelligence 

algorithm Dragonfly to optimize CNN. In [16], researcher 

introduced a new approach for detecting skin cancer patients. 

The weights and biases of CNN are optimized using Whale 

Optimization algorithm leading to minimization of error rate. 

Further a disease diabetic retinopathy has been detected by 

Roshini in [17] by using adaptive filtering technique with 

fitness probability based CSO optimized CNN and achieved 

high accuracy and precision. A new optimization technique 

named Grey Wolf Optimization was further used by [18] to 

optimize CNN for detecting skin cancer in early stages.  The 

cost effective CNN model developed by the researchers proved 

its efficacy by achieving high accuracy and less error rate. 

         Thus from the literature survey it can be concluded that 

GWO algorithm is superior to other optimization algorithms 

because: 

• It has few parameters and is simple to implement.  

• It has been successful in handling a variety of 

engineering optimization challenges. 

• Because of its adaptability, it has been attempted to 

use it to address optimization problems.  

• When combined with neural network, it outperforms 

all other evolutionary algorithms for classification 

challenges.  

       However, this algorithm faces many issues. The main issue 

to deal with is maintaining balance between exploration and 

exploitation processes. In literature, many research papers [19]-

[25] address this issue and provide many solutions and 

modifications in GWO to solve this issue.  This paper also 

provides some modifications in GWO algorithm to enhance its 

performance. 

III. PROPOSED WORK 

In the proposed research work, hyper-parameters of CNN 

are optimized to find optimal number of filters and filter size 

in convolution layers of CNN. Figure 3 shows the summary of 

the research work done in this paper.  
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Figure 3. Overview of Proposed Research Work 

 

      The collected image dataset is of low quality and distorted 

with many unwanted artifacts such as noise etc. To enhance 

the quality of images, the data needs to be pre-processed 

before further processing.  

First, confirm that you have the correct template for your 

paper size. This template has been tailored for output on the 

US-letter paper size. If you are using A4-sized paper, please 

close this template and download the file for A4 paper format 

called “CPS_A4_format”. 

A. Pre-processing 

       The raw images obtained are of different dimensions. 

They are resized to 550*730 pixel resolutions to get systematic 

view. After resizing, cropping is done to remove unwanted 

details such as patient- doctor’s information and images of 

250*230 dimensions are obtained. The cropped images are 

then interpolated to get bigger images having same clarity as 

previous one. Thereafter image rotation is performed to rotate 

the images to zero degree axes. At last, background of images 

is removed to obtain pixels of interest. Figure 4 shows the 

resultant images after applying these pre-processing methods. 
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Figure 4. Preprocessing methods (A) Originally Acquired Image (B) Image 

after Cropping Operation (C) Enlarged Image after applying Interpolation (D) 

Rotated Image (E) Background Image, this is the final preprocessed image. 

        

 This preprocessed image dataset is used as input for 

Convolution Neural Network for classification purpose. More 

details about CNN can be found in [26]. As described in 

section1, CNN is further optimized using Grey Wolf 

Optimization (GWO) algorithm to get better results. 

 

B. Grey Wolf Optimization 

        Seyedali Mirjalili [27] gave the basic concept of grey wolf 

optimization (GWO) algorithm, which simulates the leadership 

structure (alpha (α), beta (β), delta (δ), or omega (ω)) and 

hunting mechanism of grey wolves in nature. Encircling, 

hunting, and attacking the prey are essential behaviors in 

GWO, and they may be mathematically represented as an 

optimization tool for finding the best solution to any problem 

[28]. 

      To construct GWO and execute optimization, the hunting 

skills and social structure of wolves are mathematically 

modeled in three steps as: 

 

1)  Encircling 

The behaviour of grey wolves is modelled by 

D=|C.X (prey) (t)-X (wolf) (t)|                                         (1) 

X (wolf) (t+1) =X (prey) (t)-A.D                                      (2) 

  Where t represents current iteration, A and C are the 

coefficient vectors, X (prey) represents the position vector of the 

prey and X (wolf) indicates the position of grey wolf. 

        According to the prey's theory, the vectors "A" and "C" 

are critical in updating a wolf's position when a two-

dimensional position vector and certain probable neighbours 

are taken into account. Eqs. (3) And (4) are used to calculate 

these coefficients, with factor "a" decreasing linearly from 2 to 

0 throughout the process. The range of random vectors r1 and r2 

is [0, 1]. 

A= 2a.r1-a (3) 

C=2.r2 (4) 

 

 

2) Hunting 

  The alpha wolf, together with the beta and delta wolves, 

usually oversees the hunting. During the iteration, three of the 

best candidate solutions, alpha, beta, and delta wolves, are 

considered initially. Other search agents adjust their places in 

accordance with the top three search agents. This behaviour has 

been represented mathematically by eq. (5). 

X (t+1) =(X1(t) + X2(t) + X3(t))/3                  (5) 

Where 

X1=Xalpha-A1.Dalpha 

X2=Xbeta-A2.Dbeta 

X3=Xdelta-A3.Ddelta 

And 

Dalpha= |C1.Xalpha-X| 

Dbeta= |C1.Xbeta-X| 

Ddelta= |C1.Xdelta-X| 

Where X (t+1) indicates the updated position of the prey in 

next iteration, X1(t), X2(t) and X3(t) are the position vectors of 

the search agents at any time t and X is the position of the prey. 

  

3) Attacking 

The wolves charge in to attack the prey during this phase. 

The coefficient vector "a" plays an important part in showing 

the wolf's movement towards the victim and its oscillation 

range is reduced by vector "a". The following position of a 

candidate solution can be anywhere between its current 

location and the prey's location. If the magnitude of vector "A" 

fulfils eq. (6), the candidate solution converges. If the measure 

matches eq. (7), it diverges from the victim, indicating that a 

better prey has been discovered. 

|A|˂1                                    (6) 

|A|˃1                                  (7) 

  The hunt process is usually guided by alpha wolves. 

Finally the hunt process is finished by attacking the prey by 

alpha wolves. 

        Every optimization algorithm such as PSO, CSO, GA, 

ABC, GWO, Bat, Firefly and many others have exploration and 

exploitation phases. Exploration defines the ability of an 

algorithm to explore new regions in the search space whereas 

exploitation applies the information of individuals to generate 

better individuals. For any algorithm to be successful there 

must be a balance between the two phases. These phases are 

two conflicting concepts. Mere exploration results in 

preventing an algorithm to approximate global optimum 

accurately. On the other hand, mere exploitation results in local 

optima stagnation as well as poor quality solution. Therefore, 

there must be a right balance between the two in order to find 

global optimum with fast convergence speed. For the above 

said purpose, some modifications are proposed in traditional 

GWO to get enhanced GWO in this research work. 
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C. Enhanced GWO (E-GWO) 

The main problem with GWO is its position-update 

equation which is suitable for exploitation but performs poor at 

exploration. According to this equation, the new candidate is 

generated by moving the old candidate towards best 

candidates’ i.e. alpha, beta and delta wolves leading to their 

premature convergence without exploring enough search space. 

This proves that the algorithm is poor at exploration. 

 

1) Updating the Value of random Parameter A: 

A is a coefficient vector in GWO whose adaptive value 

allows a smooth transition between the two phases. With 

decreasing ‘A’ as in eq. (6) half of the iterations are dedicated 

to exploitation and other half are dedicated to exploration as in 

eq. (7). So, with fine adjusting the values of random parameter 

‘A’ both the phases can be balanced.  As it is known that more 

randomness will result in more exploration. In the proposed 

work, the value of A is modified to increase randomness which 

will ultimately increase exploration as shown in eq. (8): 

A=A+C (8) 

     The value of C is calculated as shown in Eq. (4).   

 

2) Adding Non Linearity in ‘a’: 

   GWO search process is non-linear and complex. In 

conventional GWO, the control parameter ‘a’ is linearly 

decreasing which does not truly reflect GWO search process. 

Adding non linearity in ‘a’ will help in achieving better 

performance of GWO. 

In GWO, ‘a’ is linearly decreasing from 2 to 0 according to 

the equation: 

a=2(1-t/T)                   (9) 

 where t is current iteration and T is total number of 

iterations. 

 The proposed work adds non linearity by using exponential 

function to control parameter ‘a’ over more number of 

iterations. The value of ‘a’ is modified as: 

a=2(1-t/T) 2                     (10) 

.  The effect of these modifications will be proved by 

experimental results later. Figure 5 provides the framework of 

proposed algorithm. 

 

Algorithm 1: GWO algorithm 

Input: The predefined building blocks of CNN, Number of 

search agents X= (1,2,3,4………n), Maximum iteration 

number, the image dataset for classification 

Output: The discovered optimal CNN architecture 

1. Initialize the population with the given number of 

search agents using the encoding strategy. 

2. Initialize the vectors a, A, and C. 

3. Calculate the fitness value ‘f’ of each search agent 

using the fitness function and rank the agents having 

best three fitness value as 

Xα=The best candidate search agent 

Xβ= The second best candidate search agent 

Xδ= The third best candidate search agent 

4. While i < maximum number of iteration do  

Renew the location of current agent using the 

equation  (5) 

        X (T+1) =X1 (T) + X2 (T) + X3 (T)/3; 

Update the positions of Xα, Xβ and Xδ. 

Update the values of a, A and C according to 

equations (10), (8) and (4) respectively. 

i       i+1 

end 

Return Sα having best fitness value f. 

Figure 5. The proposed algorithm 

IV. RESULT AND DISCUSSION 

       The main motive of this paper is to apply Enhanced GWO 

algorithm to optimize the size and numbers of filters in 

convolution layer of CNN to achieve more accurate results for 

the chosen kidney dataset. 

A. Dataset Description 

       For this study, a total of 294 ultrasound images of healthy 

or unhealthy kidneys are acquired from Adarsh ultrasound 

center in Hisar (Haryana). MATLAB 9.4.0.813654 (R2018a) 

is used for implementing the proposed algorithm. Other 

configuration of machine includes windows 10 (64 bit), 12 GB 

RAM and Intel i5 processor having 2.5 GHz clock speed. 

Figure 6 shows each type of kidney image acquired initially 

from ultrasound centers. 

 

 
Figure 6. Types of kidney images in dataset 
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B. System Architecture Configuration 

Before applying any optimization algorithm, it is necessary 

to define the configuration of the network initially taken by 

choosing the hyper parameters values associated with each 

layer. The proposed architecture contains four convolution 

layers each followed by ReLU layer and pooling layer. Some 

of the parameters such as padding, stride size, pooling 

operation, number of epochs, batch size are taken as constant. 

The values for these parameters are 2*2, 1*1, max, 50 and 25 

respectively. These values are chosen based on manual 

experience about CNN.    Figure 7 below shows the 

architecture of CNN used for the research work. 

 

 
Figure 7. Proposed CNN architecture 

 

        Table 1 below defines the ranges of various CNN 

parameters considered in the proposed scheme. 

 

Table 1. Various CNN parameters with their ranges 

CNN hyper parameters Ranges 

Number of convolution layer (3, 4) 

Padding 2*2 

Stride size 1*1 

Pooling operation Max 

No. of epochs (25, 50, 75) 

Number of filters (0-100) 

Size of filters  (0-20) 

Batch size 32 

Activation functions used ReLU,  SoftMax        

 

C. Parameters of GWO 

The values of some parameters of GWO taken for 

optimizing CNN architecture are as shown in table 2. 

 

Table 2. GWO parameters 

GWO parameters Ranges 

Number of search agents 20 

Maximum iterations 50 

 

Based on the parameters taken, the proposed algorithm is 

implemented on CNN architecture having 3 and 4 convolution 

layers on varying number of epochs such as 25, 50 and 75. The 

results are taken in terms of some parameters such as accuracy. 

Table 3 below shows the results obtained by implementing the 

algorithm on CNN having 3 convolution layers and by taking 

number of epochs as 25 in MATLAB. The obtained results are 

compared with various other optimization algorithms. 

 

Table 3. Accuracies of 3 layer CNN, GA-CNN and GWO-CNN 

Architecture used Accuracy (%) Sensitivity 

(%) 

Specificity 

(%) 

CNN 68.9 70.5 68.6 

GA-CNN 77 77.6 80.5 

GWO- CNN 80.3 79.97 85.57 

(E-GWO)-CNN 87.4 86.3 90.2 

 

 

       Figure 8 below demonstrate the comparative analysis of 

the classification indicators for the proposed algorithm. Seeing 

the figures, it can be concluded that E-GWO optimized CNN 

(87.4% accuracy) provides better results than traditional GWO 

optimized CNN (80.3% accuracy) on 3 layers CNN. Also both 

the algorithms provide better results than non optimized CNN 

structure. 

 

 
Figure 8. Comparison of classification parameters for 3 layers CNN 

 

Further, experiments are performed taking varying number 

of epochs and number of convolution layers is increased to 4 

this time. All other parameters are considered same as in 3 

layers CNN. At first, implementation is performed for GWO 

optimized CNN taking number of epochs as 25, 50 and 75. 

Table 4 and figure 9 below show the results for classification 

indicators such as accuracy etc in mathematical and graphical 

form respectively. 
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Table 4. Accuracies of GWO optimized CNN for 25, 50 and 75 epochs 

Number of 

Epochs 

Accuracy (%) Sensitivity (%) Specificity (%) 

25 87.50 86.9 88.10 

50 90.28 91.10 89.43 

75 94.20 93.35 95.20 

 

 
Figure 9. Comparison of classification parameters for GWO optimized 

CNN taking varying number of epochs 

 

As clear from the graph when the number of epochs is less 

lowest accuracy (i.e. 87.50%) is achieved. The accuracy goes 

on increasing and provides highest accuracy at 75 epochs 

(94.20%). Hence it can be concluded here that GWO optimized 

CNN shows direct behavior in reference to number of 

epochs/iterations. 

      After that, experimental work is done for E-GWO 

optimized CNN taking varying number of epochs. Modifying 

the value of ‘A’ and changing ‘a’ from linear to non-linear 

value result in more randomness i.e. exploration. The more the 

search space explored, more accurate results will be obtained as 

this will truly reflect the positions of search agents. This will 

further result in decrease in loss curve which can be seen from 

training-loss curve.  Table 5 and figure 10 below shows the 

accuracies achieved in tabular and graphical form. 

 

Table 5. Accuracies of E-GWO optimized CNN for 25, 50 and 75 epochs 

Number of 

Epochs 

Accuracy (%) Sensitivity (%) Specificity (%) 

25 88.20 86.8 89.02 

50 95.52 95.70 92.45 

75 97.01 96.10 98.92 

 

 
Figure 10. Comparison of classification parameters for E-GWO optimized 

CNN taking varying number of epochs 

 

As clear from the graph when the number of epochs is less, 

lowest accuracy (i.e. 88.20%) is yielded. The accuracy goes on 

increasing and provides highest accuracy at 75 epochs 

(97.01%). Hence it can be concluded here that E-GWO 

optimized CNN also shows direct behavior in reference to 

number of epochs/iterations. Figure 11 below shows the 

training progress and loss function of E-GWO when number of 

epochs are 75. 
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Figure 11. Training and loss progress of E-GWO 

D. Statistical Validation of the Results 

     To statistically validate the results, t-test is applied on the 

algorithms at significance level of 0.01. The t-test is a non 

parametric statistical test applicable for comparing two 

algorithms and single domain. This test determines the 

significant difference between the means of two samples. It 

considers a null hypothesis that the mean of the two groups are 

equal. Based on some formulas, the obtained values are 

compared against standard values, and the hypothesis is found 

to be accepted or rejected. 

      If the hypothesis is found to be rejected, one can say that 

the results are not obtained by chance, there is significant 

difference between them. 

       Here, the t-test is applied on traditional CNN and GWO-

CNN and thereafter the test is applied on GWO-CNN and (E-

GWO)-CNN to find significant difference between them. 

Tables 6 and 7 show the results obtained using t-test for both 

groups. 

Table 6. t-test Results for CNN and GWO-CNN 

Parameters Degree of 

freedom 

p-value Null hypothesis 

Accepted/Rejected 

Accuracy 10 0.0000007245 Rejected 

Sensitivity 10 0.0000007482 Rejected 

Specificity 10 0.00002466 Rejected 

 

 

Table 7. t-test Results for GWO-CNN and (E-GWO)-CNN 

Parameters Degree of 

freedom 

p-value Null hypothesis 

Accepted/Rejected 

Accuracy 10 0.000001619 Rejected 

Sensitivity 10 0.000006793 Rejected 

Specificity 10 0.0003052 Rejected 

 

     The table values statistically validate the experimental 

results that performance of (E-GWO)-CNN is significantly 

better than performance of other classifiers on all the chosen 

classification parameters as p-value is less than 0.005 in all 

cases. 

 

E. Comparative analysis of proposed algorithm with 

other optimization algorithms 

        Finally, to summarize, the significance of the proposed 

algorithm is proved by comparing with conventional CNN, 

GA-CNN, PSO-CNN and traditional GWO. The comparison is 

done on the basis of accuracy obtained on varying number of 

epochs considering all other parameters as constant. Table 8 

and figure 12 shows the comparative analysis of algorithms on 

various parameters. 

Table 8. Comparative analysis of various approaches 

Architecture 

used 

Number 

of Epochs 

Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

Conventional 

CNN 

25 70.5 71.5 71.9 

50   72.1   72.02   74.2 

75   67.2   67.87   67.5 

GA-CNN 25   83.6    83.05    88.72 

50   78.7   79.05  78.32 

75   84.2 83.72    89.22 

PSO-CNN      25    73.8   74.3 74.1 

    50    75.2 76 75 

   75    79.3    80.7   79.1 

GWO-CNN    25     87.5    86.9      88.10 

    50 90.28 91.10 89.43 

   75    94.2 93.35 95.20 

(E-GWO)-CNN 25       88.20     86.8      89.02 

50 95.52 95.70 92.45 

75 97.01 96.10 98.92 
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Figure  12. Comparison of existing algorithm with proposed algorithm on 

varying number of epochs for parameters a) Accuracy b) Specificity c) 

Sensitivity 

 

       It can be seen from the graphs that among all algorithms E-

GWO provides more optimized architecture on kidney dataset. 

It provides highest accuracy (i.e. 97.01%) when the number of 

epochs are 75. Also it has highest sensitivity and specificity 

values 96.10% and 98.92% respectively. The non optimized 

CNN architecture has highest accuracy value (72.1%) on 50 

epochs.  

CONCLUSION 

         Kidney diseases lead to severe diseases such as heart 

attack, cardiomyopathy, pulmonary attack etc.  So, early 

detection of these diseases is of utmost importance in clinical 

practices. For this purpose, researchers started developing 

automated systems or optimizing available systems avoiding 

the need of human interference in detection and treatment of 

diseases, thus achieving high accuracy and more refined 

decisions. In this paper, novel method for optimizing 

convolution neural network using enhanced GWO (E-GWO) 

has been proposed. A number of experiments have been 

performed for different optimization algorithms using kidney 

dataset and various indicators such as accuracy, sensitivity and 

specificity are calculated. Based on the experimental results, it 

is concluded that E-GWO optimized CNN shows direct 

behavior in terms of number of epochs yielding 97.01% 

accuracy and outperforms many algorithms such as GWO-

CNN, PSO-CNN, GA-CNN and conventional CNN. Finally 

the results are statistically validated using t-test to show that 

these results are not obtained by chance.  
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