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Abstract—People are puzzled about which movie to watch these days because there are so many movies available on various OTT 

platforms. A recommender system would solve this problem by recommending the best movie to the user based on his genre, actor, director, 

and rating preferences. The cosine similarity principle would be used to guide the recommendation system. Apart from that, we will use the 

Tfidftransformer and count vectorizer from the sci-kit-learn library in Python in this work. In this study work, all of the approaches' constraints 

have been described. All of this work was done using datasets from several OTT platforms that were available on Kaggle. 

Keywords- Cosine similarity; TfidfTransformer; count vectorizer; scikit-learn; Kaggle. 

 

I.  INTRODUCTION  

The Recommendation Algorithm is a powerful and effective 

resource for those who want to make educated selections. It's a 

system that helps consumers access details that's relevant to them 

among a big amount of data. We use machines to manage 

projections based on a variety of computational data in order to 

help us get better outcomes. Even if a task isn't specifically 

planned to be done, this could be accomplished [1]. The process 

of obtaining the essential data gets time-consuming. 

Web browsers help to tackle this type of issue, but they really 

do not resolve the issue of personalization. The Recommender 

Systems design is crucial in today's modern internet browsing, 

regardless of whether making a purchase out of a shopping site 

or watching a picture at something like an on-request facility [2]. 

Within everyday living, we very much depend on 

recommendations from other people, either it is by hearsay or 

responses to general questionnaires. People regularly use 

browser recommendation systems to make buying choices for 

items that are relevant to their tastes [3]. Suggestion expert 

systems are computer tools and procedures with the goal of 

making relevant and sensible suggestions for things or 

commodities which might be of importance to a bunch of people 

[4]. Alternatively, they are a sort of data filtering process that 

attempts to predict a product "liked" or "rated." In the 

recommender system, three techniques are typically utilized. 

Content-based screening is creating a user profile depending on 

the sort of content someone likes, and afterward proposing 

products based on that data [5]. Another method is CF, which 

includes categorizing people that are similar and then utilizing 

that information to make suggestions [6]. Hybrid systems utilize 

both of the aforementioned approaches to managing operational 

information in a more succinct way. Our objective is to produce 

precise suggestions with as little computing work as possible [7]. 

II. RELATIVE WORK 

The following are some characteristics of typical 

recommendation systems approaches:  

1. Content-Based 

2. Collaborative Filtering (CF) 

3. Hybrid Filtering 
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A. Content-Based 

This method sorts things according to the viewer's 

preference. It displays individual comparisons of whether the 

viewer has evaluated it or not. Vector-Space-Model (VSM) is 

indeed the methodology implemented to describe the procedure. 

It introduces the notion of TF-IDF [14], which determines the 

item's resemblance out on its descriptions. 

 

Tf (t)=  

frequency occurrence of term t in document

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
 

If (t)=  

 

𝑙𝑜𝑔10
total number of document

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑒𝑟𝑚 𝑡
 

 

 

Different approaches may be used to measure the correlation 

between element vectors:  

1. Cosine Similarity Matrix 

2. Euclidean Distance Method 

3. Pearson’s Correlation Method 

 

B. Collaborative Filtering (CF) Method 

It is built on people who share common interests & produces 

an outcome for everyone. User-based: It is anticipated that 

somehow a viewer will love things that are appreciated by many 

other users with similar interests when using user-based CF. 

Item-based: This CF differs from other types of CF, in that it 

wants users to like products that really are related to products 

they have found compelling. 

C. Hybrid Filtering 

Hybrid filtering is a term that refers to a combination of 

different types of filtering. Filtering by collaboration and 

filtering by content is the case. Today's most prevalent and 

popular technique. It stays away from every single 

recommended technique that has a flaw. Several problems with 

these systems are: 

Cold Start Issue: When a customer initially registers up for a 

service, he has not yet viewed any movies. As a consequence, 

the recommendation engine seems unable to generate findings 

for any film [8]. This would be referred to as the "cold-start" 

problem [9]. The recommendation engine experiences such a 

problem due to the absence of an old record. For every new 

customer, this happens once. 

Data sparsity problem: This problem happens when a person 

only rates just a few items, making it very hard for the predictive 

algorithm to offer accurate results. The outcomes of this task 

aren't even similar to what was expected. Poor suggestions are 

generated whenever the mechanism refuses to deliver adequate 

outcomes. In addition, data insufficiency often results in 

coverage difficulties [10]. 

Scalability: Another difficulty that comes up when it comes 

to suggestions is scalability. Item encoding is done in a linear 

method in this situation. The technique works effectively 

whenever the set of data is limited in quantity. The 

recommendation engine struggles to deliver credible suggestions 

based on diverse genres as even the set of data develops. The 

scalability challenge can be solved using singular value 

decomposition, a dimensionality reduction approach (SVD). It 

also cuts down on the time it takes to produce a result while also 

ensuring that it is correct and efficient. 

Synonym: When a large number of words have the same 

meaning, they’re referred to as synonyms. In this instance, the 

When a system can't distinguish among two identical words, it 

can't provide the desired outcome [11]. The terms movies and 

films, for example, have the very same sense but are treated 

differently by the recommendation system. As more than just a 

result, it is unable to generate reliable findings. Latent Value 

Decomposition (LVD) and Singular Value Decomposition 

(SVD), Synonymy can be resolved using semantic indexing. 

Other types of recommendation systems include: Ratings and 

genres are used to provide suggestions. As a result of other users' 

actions, it became tough to give precise outcomes. Collaborative 

filtering is the term for this. This is a typical recommendation 

system approach [12]. To make things easier for users and 

overcome this flaw, we utilized a different recommendation 

mechanism called content-based filtering. This method makes 

use of the user's own ratings and genres. It makes 

recommendations depending on the movies the user has 

previously watched. So because rating and themes are supplied 

purely by the viewer and are based exclusively on the user's 

choices, not even on the interests of everyone else, this helps us 

provide suitable recommendations. Due to their reliance on other 

users, previous studies lacked the accuracy of real suggestions. 

It is vital to note that recommendations can be tailored to a 

specific user and are guaranteed to be accurate because they are 

based on that user's interests and concerns. Our suggested system 

has the ability to hold a large amount of data while also 

producing relevant findings. Our recommendation engine looks 

for it and provides the finest films based on genres that really are 

similar to those we've seen. 

III. METHODOLOGY 

COSINE SIMILARITY MATRIX 

Similarity measure relation between these two items is used 

to calculate the degree of cosine over them. It compares different 

items using a standardized metric. Computing a dot product 

between those 2 attributes is one way to do it [13]. 

http://www.ijritcc.org/
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Figure 1.  Cosine Similarity. 

As shown in the Figure 1, the inclination among v1 & v2 is. 

The narrower the angle seen between vector fields, the stronger 

their resemblance. It indicates that even if the angle formed 

between 2 variables is minimal, then they are almost similar, but 

if the angle gets wide, the variables are very different. 

Cosine Similarity can be defined as (Taking “A” and “B” as 

“Genre of Movie 1” and “Genre of Movie 2”): 

 

Similarity =  cos(𝜃) = 𝐴. 𝐵
𝐴.𝐵

||𝐴||||𝐵||
 

The similarity function will calculate the angle between the 

2 movies, the more the angle tends towards 1, the more the 

movies are similar. 

We first created a data frame for storing the genre of the 

movies and then we apply the TFIDF vectorizer function to 

convert text to the vector form and thereafter, applied a cosine 

similarity function that will calculate the similarities between the 

movies. Now this result is stored in a variable called similar 

movies. By using the lambda function, we sorted it in descending 

order. 

Now, whenever the user inputs the movie name, a similarity 

matrix is created according to the movie, and the top 10 movies 

are recommended to the user. In our case “Stranger Things” was 

entered as an input, giving the results - Chilling Adventures of 

Sabrina, Helix, Nightflyers, The Mystic River, Typewriter, Ju-

On Origins, Goedam, Reality Z, Spectros, Anjaan: Special 

Crime Unit. 

IV. RESULTS AND DISCUSSION 

We employed Cosine Similarity & Content-based methods 

in the supervised learning architecture recommender systems to 

anticipate our results and propose films to viewers by applying 

algorithms in a Programming language, Python, utilizing 

NumPy & Pandas toolkits. 

The method for determining how close two films are is 

dependent on the commonalities in many characteristics. It 

depicts the cos of an angle between vector fields reflected inside 

a multi-dimensional space quantitatively. This similarity 

measure is particularly useful since it aids in the discovery of 

related things. 

The equation for recommending films using the Cosine 

similarity method. 

𝐶𝑜𝑠𝑆𝑖𝑚(𝑥, 𝑦) =
Ʃ𝑖𝑥𝑖𝑦𝑖

√Ʃ𝑖𝑥𝑖2√Ʃ𝑖𝑦𝑖2
 

 

 

Figure 2.  To demonstrate Cosine resemblance, we will use two films from 

distinct genres: adventurous and humor. 

 

 

Figure 3.  Cosine Similarity for combination of 2 genres. 

The resemblance of these two films is determined by the 

angle theta between them. Theta is a number that spans from 0 

to 1. It is most comparable if the theta value is close to 1. If it's 

close to 0, it's the least similar. The film's release date has yet to 

be determined. If it's near to 1, it's advised; otherwise, there's no 

use. They have a lot in common. It will suggest the best films 

based on the user's genre similarity. To obtain our distance 

calculation function, we used a standardized acceptance rating 

based on cosine similarity. 

 

Figure 4.  Films of various genres are selected, then their resemblance is 

determined using cosine similarity. 
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V. CONCLUSION 

We were able to illustrate how to develop a movie 

recommendation engine by employing content-based screening. 

The concept metric cosine similarity is employed since it is more 

precise and also has a reduced degree of sophistication than 

some other different algorithms. Proposed methods have 

emerged as the greatest significant repository of valuable and 

reliable information available on the internet. Simple ones take 

just one or very few criteria into consideration, whereas 

increasingly complex stuff use several variables that refine the 

performance and make it highly user-friendly. Other methods 

like Neural Networks, could be used to create a robust movie 

recommendation engine. 
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