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#### Abstract

This Market Basket Analysis (MBA) is a data mining technique that uses frequent pattern mining algorithms to discover patterns of co-occurrence among items that are frequently purchased together. It is commonly used in retail and e-commerce businesses to generate association rules that describe the relationships between different items, and to make recommendations to customers based on their previous purchases. MBA is a powerful tool for identifying patterns of co-occurrence and generating insights that can improve sales and marketing strategies. Although a numerous works has been carried out to handle the computational cost for discovering the frequent itemsets, but it still needs more exploration and developments. In this paper, we introduce an efficient Bitwise-Based data structure technique for mining frequent pattern in large-scale databases. The algorithm scans the original database once, using the Bitwise-Based data representations as well as vertical database layout, compared to the well-known Apriori and FP-Growth algorithm. Bitwise-Based technique enhance the problems of multiple passes over the original database, hence, minimizes the execution time. Extensive experiments have been carried out to validate our technique, which outperform Apriori, Éclat, FP-growth, and H-mine in terms of execution time for Market Basket Analysis.
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## I. Introduction

Data mining also can be identified as knowledge discovery in database (KDD) aims to extract valuable, useful, and understandable knowledge and patterns from obtainable databases to discover probably the most relevant and interesting patterns and trends. Data mining is a collection of exploration technique based on advanced analytical methods and tools for handling a large amount of data. The technique can find a novel pattern that may assist an enterprise in understanding the business better and in forecasting [1-3].

Nowadays, it has been used in many different fields, such as health care [4-6], decision support system [5], telecommunication networks [7], crime investigation [8], Intrusion detection [9], and $\log$ file analysis [10]. Mining association rule is commonly used in data mining, i.e. to investigate the correlations among the product items that purchased together by customers during a visit to a store. Normally the association rule can be denoted as X Y, where X and Y are two sample products, and the rule condition is that, if item X is purchased, item Y will also be purchased. Two parameters are used to measure the relation of the association rules, for frequent itemset generation support criteria are used, and for extracting association rule confidence is used, with the help of the frequent itemset values generated by using the support. Association rule mining was suggested by Agrawal et al. (1993) [11], and the two main steps include: (1) generate
frequent itemsets based on minimum support, (2) generate candidate itemsets based on minimum confidence.

Mining frequent itemsets as well as association rules require to satisfy the two interesting measure, which is minimum support and minimum confidence thresholds, that is specified by the user, the discovered frequent items affected by the specified support value, usually low support value lead to discover great number of frequent items, also based on the Apriori property, that's all superset of frequent itemsets, its subset also will be frequent. Hence, specifying suitable support and confidence value are important criteria.

Support- In [11], the support has been defined as one of the measure parameters used to find the occurrence of an item or set of items among the total number of transactions. In the other words, support can calculate how many times an item or set of items appears in a set of transactions. An item or set of items can be known as frequent or large item if it has greater support. Using probability concept, we can formulate support as:

$$
\begin{equation*}
\text { Support }=P(A \cap B)= \tag{1}
\end{equation*}
$$

number of transactions containing both $A$ an $B$
Total number of transactions
$A$ and $B$ represents the itemsets in a database D.
Confidence- is used for the purpose of measuring the strength of relation and association between the itemsets [12]. The confidence evaluation determines the probability of an item B occurs in the same transaction that also contains A. In the other
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words, the confidence is used to explore the conditional probability of the used items. The formula of confidence is

$$
\begin{equation*}
\text { Confidence }=P(A \mid B)=\frac{P(A \cap B)}{P(A)}= \tag{2}
\end{equation*}
$$

number of transacti ons containing both $A$ an $B$
number of transactions containing $A$
Association rule can be written in expression as an implication of $X \quad Y$, where $X$ and $Y$ are items of itemset $I$. where XI, Y I, and $X \cap Y=$. The expression means that if a transactions T contains the items in X , it also tends to contain the items in Y . An illustration of such a rule might be that $60 \%$ out of the total transactions that contain milk also contains sugar; $40 \%$ of all transactions contain the two items together". Here $60 \%$ will be known as confidence of the rule, and $40 \%$ will be known as support of the rule. Mining association rules from a set of items idea originates from the data analysis of market-basket, where will be the interest in mining association rules for describing customer's interest in buying product items.

## II. Literature Review

Apriori algorithm, introduced by [11], is a first frequent pattern and association rule mining algorithm, in order to control the exponential of candidate itemset growth, the algorithm use the support-based pruning concept, to investigate the concept behind the Apriori principle. Apriori algorithm [11], used to discover the frequent pattern in database transactions. The Apriori algorithm use multiple passes method over the database. Lead to employs an iterative (level-wise search) during the search space, Apriori algorithm start generating candidate 1 -itemset C 1 , the algorithm scans the transactions and count all its items in individually. Based on the given support the frequent 1 -itemsets will be determined as L1. Then in the next step the algorithm discover L2 set of frequent 2 -itemsets. The algorithm uses L1*L1 to generate the candidate 2-itemset C 2 . Each itemset in C2 that is greater than the specified minimum support will be add to frequent 2 -itemset L2. To determine the frequent 3-itemset L 3 , the algorithm use L2*L2 to discover candidates of size 3-items C3. Based on the minimum support threshold the frequent L 3 will be discovered. The circulation continues like this, until no possibility of generate more combinations.
To overcome the Apriori Bottleneck extensive improvements had been introduced, such as, sampling approach [13], incremental mining [14], dynamic itemset counting [15], hashing technique [16], parallel and distributed mining [17-20], partition technique [21]. Tight upper bound number of candidate patterns derived the association rules, which can be discovered using the level-wise method [22]. The result can be effective through reducing the number of database passes. DHP, proposed by Pork et al.[23] improves the efficiency of finding
frequent 2 -itemsets by adopting a Hash technology, and this method also improves the process of creating candidate itemsets. DIC, proposed by Brin et al. [24] can append candidate itemsets dynamically in different courses of scanning database. The above algorithms are all have an advantage over Apriori, but they still spend a great deal of time scanning database, finding and testing candidate itemsets.
Éclat (Equivalence CLASS Transformation) algorithm [25] uses a vertical data representation and divide-and-conquer approach, the benefits of using the vertical representation optimize the parallel processing of the search space using depthfirst generation of frequent itemsets. Éclat is the first considered algorithm used to generate frequent itemsets in vertical format using only once passes over the database; although, a vertical data representation usually reside in memory. It does not fully exploit the downward closure property of support as it does not utilize step (2) of Apriori, the pruning step; in addition, it generates a candidate $(\mathrm{k}+\mathrm{l})$-itemset if two of its k -subsets are frequent, resulting in a larger number of candidates compared to Apriori [26].
As an alternative solution to the bottleneck of Apriori and Apriori-like algorithms problem of candidate set generation and testing, Han et al [27], proposed the pattern-growth approach for mining frequent patterns. One of the fastest mining methods for frequent itemsets is the well-known FP-growth algorithm [27]. FP-growth utilizes an effective and compact data structure known as Frequent Pattern tree (FP-tree). Unlike Apriori algorithm which uses candidate generation and testing; FPgrowth performs pattern growth approach in order to obtain frequent itemsets. FP-growth divides the compact database into set of conditional databases, then all frequent itemsets are generated from the conditional databases. FP-tree is constructed by firstly building a header table. The header table contains item name as well as a corresponding link to each item. Link entries in the header table were initialized to null. Then, every item added first time to the tree, its corresponding entry is updated. Also the root node, marked as "null", is constructed. Child nodes are then attached through database scan. Paths that share same prefixes are searched firstly. If a path has same prefix of a transaction items exist, then the shared prefix part count is increased by one in the FP tree; the rest of the items that don't belong to the shared prefix are then attached to the last node in the 1 st order and their counters are set to one. On the other hand if the transaction items don't share prefix part with any path; then they are attached to the root node in the 1st order. Lastly, every path in the FP-tree corresponds to a transaction in the database.
Based on FP-growth, many people have proposed their improved algorithms [28-32], Jian Pei and Jiawei Han [33] proposed the H -mine algorithm which has high performance and very small space overhead by taking the advantage of H -
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struct data structure and re-adjusting the links at mining different "projected" databases. Yahan Hu et al. [34] proposed the MIS-tree structure which is a FP-tree-like structure, and they also proposed a high performance algorithm called CFP-growth to mining association rules with multiple minimum supports. Pei et al. [35] developed a H -mine algorithm, that is used to discover all the frequent itemsets from the given transactional database. The proposed algorithm uses a simple and novel data structure hyper-link, H-struct, and a new mining algorithm, H mine dynamically able to adjust links in the mining task, taking into account the advantages of the previously mentioned data structure. H-mine algorithm can have a scaled up to very large database using database partitioning, moreover, one of the distinct feature of H -mine is a very limited memory cost.
Apriori and FP-growth both have limitations, especially when the number of attributes is very high and the minimum support degree is very low. Based on the analysis of the advantages and disadvantages of existing algorithms, we propose an efficient algorithm known as Bitwise-Based data structure and algorithm for frequent pattern and association rule mining, compared to Apriori-like algorithm, FP-tree algorithm, $\mathrm{m}+$ and twice respectively, Bitwise-Based technique, scans database only once, doesn't need to generate candidate itemsets, and all FCIs can be found by creating a comparative mask from the frequent 1-itemset. Bitwise-Based algorithm performance better on mining association rules with low minimum support degree from databases with a large number of attributes and large number of transactions [36-37]

The rest of this paper is organized as follows. The problem statement given in Section 3. We describe the proposed algorithm in section 4. In section 5, an empirical evaluation of our approach using synthetic and real dataset are presented. Finally, conclusion is presented in Section 6.

## III. Problem statement

In [11] the problem of mining association rules between a set of database transactions introduced as follows: Let $\mathrm{I}=\{\mathrm{i} 1$, i2, in $\}$ be a set of $n$ literal or binary attributes called an items. Let $\mathrm{D}=\{\mathrm{t} 1, \mathrm{t} 2 \ldots \mathrm{tn}\}$ be a set of transactions called the database of transactions. Each transaction in D has a unique identifier transaction ID and contains a subset of the items in I. A rule is defined as an implication of the form $\mathrm{X} \rightarrow \mathrm{Y}$ where $\mathrm{X}, \mathrm{Y} \subseteq \mathrm{I}$ and $\mathrm{X} \cap \mathrm{Y}=\phi$. The problem is to: -

- Find all the frequent itemsets in database $D$, items which pass the condition of support that is greater than or equal to the predefined minimum threshold.
- Use the frequent items to generate the possible combination and association between a set of database items, after passing the condition of confident greater than or equal to predefined minimum confidence.


## IV. MATERIAL AND METHOD

The algorithm used contains four procedures. The first procedure is getItemSet, which gets the list of items in the database as well as generate the binary representation of the database. The second procedure is getFrequentItems which scan the database and counts the frequent of all items in the item set and keeps those items whose support is greater than or equal minimum support in the frequent item list. The third procedure is generateFrequentItemSets which generates the lists of all frequent itemsets that passed the value of the minimum support. Finally the fourth procedure is generateAssociations, which generates all the association rules based on the frequent itemsets that has been generated in the previous procedure.

The algorithm use an empty bitSet of size itemSet list. We will use this empty bitSet as a mask. Firstly, we start by setting the bit that corresponds to the first item in the frequent items list, frequentItems. Then we loop through all the remaining items in frequentItems setting the corresponding bit of each one at a time together with the first one that is already set before. This means that at each time we would have two bits set in the mask. Then we AND the mask with all bitTransactions in BitSetDb. If the result of the AND equals the mask then items appeared in the transaction and their support is increased by one. We do this for all remaining combinations. If the support of paired items is greater than or equal the minsup they are added to the frequent hash table, FreqHT. Once finished generating associations of two items, we record the size of the hash table. Now we repeat the same steps but for three items. We set the bits that correspond to the first two frequent items and alternate setting the remaining items each one at a time. This means that we would have three bits set correspond to three items in the most frequent items list. Each time the mask is ANDED as before with all bitTransactions In BitSetDB and we get the support of all combinations of size three. Before start getting combination of length four, we check the size of the FreqHT if the size is same as the size recorded before this means that no frequent combination of size three are found. Thus we directly stop here and display the frequent items of length two as well as their associations. If the size grows then we proceed to find associations of four items, and the process is repeated again.

Consider an example contains a database transaction in Table 3.8. There are 6 items with 5 transactions in the database with TIDs $100,200 \ldots 500$. In this example we want to discover the frequent itemsets that satisfy the minimum support count 3 .
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| TABLE 1: SAMPLE OF DATABASE TRANSACTIONS |  |  |  |  |
| :---: | :---: | :---: | :---: | :--- |
| TID | ITEMST |  | USED |  |
| 100 | Bread | Milk | Tissue |  |
| 200 | Bread | Tissue | Juice | Eggs |
| 300 | Milk | Tissue | Juice | Yoghurt |
| 400 | Bread | Milk | Tissue | Juice |
| 500 | Bread | Milk | Tissue | Yoghurt |

Based on the first procedure, the algorithm gets all the items in the database and store them in the list of itemSet. The algorithm generates the corresponding binary database which contains the binary representation of the transactions that is recorded and stored as either 0 or 1 . If the database transactions in the binary representation contains 1 , means that the item is present in the rule. If the item appeared in the transaction contains 0 , which means the items is not present in the rule, table 2.

Table 2. Bitwise-Based Data representation

| ITEMS | Bread | Milk | Tissue | Juice | Eggs | Yoghurt |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 1 | 1 | 1 | 0 | 0 | 0 |
| 200 | 1 | 0 | 1 | 1 | 1 | 0 |
| 300 | 0 | 1 | 1 | 1 | 0 | 1 |
| 400 | 1 | 1 | 1 | 1 | 0 | 0 |
| 500 | 1 | 1 | 1 | 0 | 0 | 1 |

During the database transformation we simultaneously calculates the frequency of all items in the itemSet and store the frequency of each item in its corresponding index in array Freq. The procedure starts by scanning the binary database BitSetDB. The current binary transaction is retrieved and stored in a temporary BitSet (b). Then we check the bits of $b$. If a bit is set to 1 , i.e. meaning that its corresponding item appears in this transaction, then its equivalent index in array Freq is increment by one. Once this step finishes then, the algorithm iterates through all elements of array Freq and if the count of an element passes the specified minimum support threshold, then the index of the element, which corresponds to an item in the itemSet, is added to the frequentItems list. This step can be illustrated in table. 3.

TABLE 3: THE FIRST STEP PROCESS

| Items | Juice | Bread | Yoghurt | Tissue | Milk | Eggs |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Freq | 3 | 4 | 2 | 5 | 4 | 1 |
| Support | 0.6 | 0.8 | 0.4 | 1.0 | 0.8 | 0.2 |

From the first step output, we proceed to discover the frequent itemset of size 2 . The important point is that, we have to check if the output of the first part contains frequent itemsets or not. If frequent itemsets that is can be used in the second step were found, then the procedure continues to the second part and calculates frequent itemsets of size $\geq 2$. If no frequent itemsets that is can be used to discover the frequent itemsets of size 2
were found in the first part, then the procedure terminates here and return immediately, the algorithm stops here reporting no frequent itemsets were found.

To calculate the frequent itemsets of size 2, we use a mask to do a combination of itemsets of size two. This is done using an empty bitSet of size itemSet, which will be represented as a mask. Table 4. From the previous step we can design our mask based on the output of table 3.

Table 4: Mask BitSet Representation

| ITEMS | Bread | Milk | Tissue | Juice | Eggs | Yoghurt | Support |
| :--- | :---: | :--- | :--- | ---: | :--- | :--- | :---: |
| Mask | 1 |  |  | 1 |  |  | 2 |

When we AND the mask with the binary BitSetDB the mask will match two occurrences in the database transactions Table.5.

TABLE 5: ITEMSETS OCCURRENCE COUNT

| ITEM <br> S | Brea <br> d | Mil <br> k | Tissu <br> e | Juic <br> e | Egg <br> s | Yoghur <br> t | Occurrence <br> s |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 1 | 1 | 1 | 0 | 0 | 0 | x |
| 200 | 1 | 0 | 1 | 1 | 1 | 0 | $\sqrt{ }$ |
| 300 | 0 | 1 | 1 | 1 | 0 | 1 | x |
| 400 | 1 | 1 | 1 | 1 | 0 | 0 | $\sqrt{ }$ |
| 500 | 1 | 1 | 1 | 0 | 0 | 1 | x |

As it shown in the first AND between the mask BitSet and BitSetDB the two items Bread and Juice occur together two times in the whole transactions, Table 5.

Then we will continue to the remaining combination of the other 3 probabilities as shown in table. 6 .
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Based on the previous step we will get the following output shown in table 7.

| Table 7. Frequent ITEMSETS OF SIZE <=2 |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Itemsets | Juice Tissue | Bread Tissue | Bread <br> Milk | Tissue <br> Milk |
| Freq | 3 | 4 | 3 | 4 |

Again we start masking the remaining part which can be done for the itemsets > two combinations as shown in Table.8.

| ITEMS <br> Mask | Bread | Milk | Tissue | Juice | Eggs | Yoghurt | Support |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | 1 | 1 |  | $\square$ | 2 |
| ITEMS Mask | Bread | Milk | Tissue | Juice | Eggs | Yoghurt | Support |
|  | 1 | 1 | 1 |  |  |  | 3 |

Based on the previous step the final maximal frequent itemsets will be the itemsets Bread, Milk, and Tissue as shown in table.9.

| TAbLe.9. The maximal frequent Itemsets |  |  |  |
| :--- | :---: | :---: | :---: |
| Itemsets | Bread | Milk | Tissue |
| Freq |  | 3 |  |

Now the frequent itemsets for the full transactions are presented in Table. 10.

TABLE 10: THE FREQUENT ITEMSETS AND THEIR SUPPORTS

| Itemsets | Support |
| :--- | :---: |
| Bread | 4 |
| Milk | 4 |
| Tissue | 5 |
| Juice | 3 |
| Bread Milk | 3 |
| Bread Tissue | 4 |
| Milk Tissue | 4 |
| Tissue Juice | 3 |
| Bread Milk Tissue | 3 |

## V. EXPERIMENTAL RESULT

To proof the efficiency of Bitwise-Based algorithm, the experiments were conducted on Intel® corei5 ${ }^{\mathrm{TM}} \mathrm{CPU}, 2.4 \mathrm{GHz}$, and 02 GB of RAM computer. Graph 1 and graph 2 in figure (1) and figure (2) respectively shows the comparison of the execution time for mining frequent patterns using synthetic dataset T20I6D100K provided by the QUEST generator from IBM's Almaden research lab, and the real dataset, Mushroom,
that's publicly available in the FIMI dataset repository. Mentioned datasets are having different transaction size, item size, and other behaviors. The graph x axis show the support percentage value specified by the user, and $y$ axis are carrying an execution time in milliseconds.


Figure (2) Execution time using Mushroom dataset

In figure (1) The execution time of the all mentioned algorithms make a nearby sense, except Apriori algorithm, the reason of that Apriori use the candidate generating and testing approach that face the problem in execution time when the support value decreased. In figure (2) Bitwise-Based algorithm outperforms all other algorithms, the reason is that Bitwise-Based algorithm use the vertical data layout that is efficiently calculate the item support of the frequent pattern, that lead to affect the execution time. The benefits of using the vertical layout also appear in Éclat which is come in the second order of execution time out of all other algorithms.

Significant of Execution Time Benchmarking A student ttest has been conducted using Matlab 2012b to verify the significant of the obtained results of execution times. The $t$-test has reported a significant reduction in execution times when using Bitwise-Based approach (mean=657.2 and standard deviation=382.83) against the best results recorded by Eclat algorithm (mean=1188 and standard deviation=259.36) in T2016D100K dataset which contains 1000 of items and 100000
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database transactions, using $\alpha=0.05$. Table 11 summarizes the obtained $t$-test results for T2016D100K dataset. Here the $t$ column refers to the generated t -test value, while the p column refers to the probability of the $t$ value of the $t$-test. The significance of the $t$-test depends on both $\alpha$ and $p$. If the value of $p$ is less than the value of $\alpha$ then the $t$-test reports a significant result and hence the h column which refers to the test hypothesis will be 1 which means rejecting the Null hypothesis and accepting the alternative hypothesis; otherwise $h$ will be 0 which means nonsignificant result.

TABLE 11: T-TEST RESULTS FOR T20I6D100K DATASET (A=0.05)

| Test Sample | Bitwise-Based |  | Éclat |  | $t$ | $p$ | $h$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T20I6D100 | $\bar{x}$ | $s d$ | $\bar{x}$ | $s d$ |  |  |  |
| K dataset | 657. | 382.8 | 118 | 259.3 | - | 0.037 | 1 |
|  | 2 | 3 | 8 | 6 | 2.566 | 0 |  |
|  |  |  |  |  | 7 |  |  |

The student t-test has also been conducted to verify the significant of the obtained results of execution times in Retail dataset. The $t$-test has reported a significant reduction in execution times when using Bitwise-Based approach (mean=790 and standard deviation=232.59) against the best results recorded by Éclat algorithm (mean $=1360$ and standard deviation $=289.65$ ) using $\alpha=0.05$. Table 4.8 summarizes the obtained t -test results for Retail dataset.

Table T-Test Results for Retail Dataset (A=0.01)

| TABLE T-TEST Results FOR Retail Dataset (A=0.01) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Test <br> Sample | Bitwise-Based |  | Eclat |  | t | p | h |
| Retail <br> dataset | $\bar{x}$ | Sd | $\bar{x}$ | sd |  |  |  |
|  | 790 | 232.59 | 1360 | 289.65 | - | 0.0096 | 1 |

## VI. CONCLUSIONS

This paper overall, uses a powerful technique for identifying patterns of co-occurrence among items in transactional data (MBA) for generating insights that can help businesses improve their sales and marketing strategies. We introduce an efficient Bitwise-Based data structure technique for mining frequent pattern in large-scale databases, the algorithm scans the original database once, using the Bitwise based data representations as well as vertical database layout, compared to the well-known Éclat and FP-Growth algorithm, Bitwise based technique enhances the problems of multiple passes over the original database, Hence, minimize the execution time.
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