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 Abstract— This paper proposes a hybrid model (HBCNLS) for sentiment analysis that combines the strengths of multiple machine 

learning approaches. The model consists of a convolutional neural network (CNN) for feature extraction, a long short-term memory (LSTM) 

network for capturing sequential dependencies, and a fully connected layer for classification on movie review dataset. We evaluate the 

performance of the HBCNLS on the IMDb movie review dataset and compare it to other state-of-the-art models, including BERT. Our results 

show that the hybrid model outperforms the other models in terms of accuracy, precision, and recall, demonstrating the effectiveness of the 

hybrid approach. The research work also compares the performance of BERT, a pre-trained transformer model, with long short-term memory 

(LSTM) networks and convolutional neural networks (CNNs) for the task of sentiment analysis on a movie review dataset.. 
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I.  INTRODUCTION 

Sentiment analysis, the task of determining the sentiment of 

a piece of text as positive, negative, or neutral, is a widely 

studied problem in natural language processing (NLP). With the 

increasing amount of user-generated text available online, there 

is a growing need for automated tools to analyze and understand 

the sentiment expressed in this text. In this paper, we present a 

benchmark study of three deep learning methods for sentiment 

analysis on movie reviews: BERT, a pre-trained transformer 

model; convolutional neural networks (CNNs); and long short-

term memory (LSTM) networks. BERT is a pretrained 

transformer model developed by [1] for natural language 

processing (NLP) tasks. Transformer models, which were first 

introduced by [3], use self-attention mechanisms to process input 

sequences and generate contextualized embeddings for each 

input token. BERT is trained on a large dataset of labeled text 

data and is able to generate embeddings that capture useful 

linguistic features. These embeddings can then be used as input 

to a classifier to predict the sentiment of the text or perform other 

NLP tasks. One key feature of BERT is that it is ”bidirectional”, 

meaning that it takes into account the context both to the left and 

to the right of each input token. This makes BERT well-suited 

for tasks such as language translation, where understanding the 

context of a word in relation to the words that come before and 

after it is important. BERT has achieved state-of-the-art results 

on a wide range of NLP tasks, including sentiment analysis [20], 

question answering [4], and language translation [22]. Recent 

years have seen the development of a number of pre-trained 

language models, such as BERT, that have achieved strong 

results on a wide range of NLP tasks [5] [6]. BERT is trained on 

a large dataset of labeled text data and is able to generate 

embeddings for input text that capture useful linguistic features 

[7]. These embeddings can then be used as input to a classifier 

to predict the sentiment of the text. CNNs and LSTMs are two 

other popular deep learning approaches for NLP tasks, and have 

been used successfully for sentiment analysis in the past. 

However, the relative performance of these methods on the task 

of sentiment analysis on movie reviews [8] has not been well-

studied. 

In this paper, we aim to fill this gap by conducting a thorough 

comparison of BERT, CNNs, and LSTMs for sentiment analysis 

on a movie review dataset. We evaluate the performance of these 

models using a range of metrics, including accuracy, precision, 

and recall, and compare the results to identify the strengths and 

weaknesses of each method. Our study proposes a hybrid model 

for sentiment analysis of movie review dataset it also provides a 

benchmark for the performance of these methods on this task and 
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sheds light on the relative effectiveness of BERT, CNNs, and 

LSTMs for sentiment analysis on movie reviews. 

II. LITERATURE REVIEW 

A Robustly Optimized BERT Pretraining Approach by [9] 

presents an improved version of BERT that achieves state-of-

theart performance on a number of NLP tasks, including 

sentiment analysis. Fine-Tuning BERT for Sentiment Analysis 

with Keras by [10] demonstrates how to fine-tune BERT for 

sentiment analysis using the Keras deep learning library. 

Sentiment Analysis with Deep Learning: A Survey by [11] 

provides an overview of the various deep learning approaches 

that have been used for sentiment analysis, including CNNs, 

LSTMs, and BERT. [12] presents a method for sentiment 

analysis of drug reviews using a combination of a lexicon-based 

approach and a deep learning model.  

 
Fig 1. Twitter Sentiment Analysis Operational Flow [14] 

 

The lexicon generation is modular, and the sentiment 

analysis is performed using a fusion of a convolutional neural 

network (CNN) and a recurrent neural network (RNN) with 

threshold weighted mapping. The approach is evaluated on a 

dataset of drug reviews, and the results demonstrate improved 

sentiment analysis compared to other state-of-the-art methods. 

The paper by [13] proposes a method for stock price forecasting 

using a long-short term memory (LSTM) neural network with an 

attention mechanism. The attention mechanism is used to 

dynamically weight the influence of different parts of the input 

data on the prediction. The proposed method is evaluated on a 

dataset of historical stock prices, and the results show improved 

performance compared to other state-of-the-art models. 

Sentiment Analysis of Twitter Data by [14] presents a study of 

the performance of CNNs and LSTMs on sentiment analysis of 

Twitter data, and compares their results with traditional machine 

learning approaches. This is also shown in figure 1. 

A Survey of Deep Learning for Sentiment Analysis by [15] 

provides an overview of the various deep learning approaches 

that have been used for sentiment analysis, including CNNs, 

LSTMs, and BERT. ”Sentiment Analysis with Attention-Based 

LSTM and CNN-LSTM Hybrid Models by [16][23] presents a 

study comparing the performance of LSTMs and a hybrid CNN-

LSTM model on sentiment analysis of movie reviews. 

Comparative Study of CNN and LSTM for Sentiment Analysis 

on Movie Reviews by [17][24] presents a study comparing the 

performance of CNNs and LSTMs on sentiment analysis of 

movie reviews. 

Figure 2 shows the basic classification of algorithms. 

Sentiment analysis, the task of determining the sentiment of a 

piece of text as positive, negative, or neutral, is a widely studied 

problem in natural language processing (NLP). With the 

increasing amount of user-generated text available online, there 

is a growing need for automated tools to analyze and understand 

the sentiment expressed in this text. A number of deep learning 

approaches have been applied to the task of sentiment analysis, 

including CNNs, LSTMs, and BERT. CNNs were first applied 

to sentiment analysis by [18], who demonstrated that they can 

achieve strong results on the task of classifying movie reviews 

as positive or negative. LSTMs were first applied to sentiment 

analysis by [19], who demonstrated that they can also achieve 

strong results on the same task. BERT, a pre-trained transformer 

model, has recently been applied to sentiment analysis by [1] 

[20], and has achieved state-of-the-art results on a number of 

NLP tasks, including sentiment analysis.  
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Fig 2. Classification of various algorithms 

While these approaches have achieved strong results on 

sentiment analysis, there is still room for improvement and 

further research is needed. One area of active research is in the 

development of more effective pre-trained language models, 

such as the recent work on RoBERTa by [21]. Other areas of 

research include the development of hybrid models that combine 

the strengths of multiple approaches, and the use of attention 

mechanisms to better capture the context and dependencies in 

the input data. 

III. METHODOLOGY 

One approach to developing a hybrid model (HBCNLS) for 

sentiment analysis is to use a CNN to extract local features from 

the input data and an LSTM to capture long-term dependencies. 

The output of the CNN is concatenated with the output of the 

LSTM and fed into a fully-connected layer to make a prediction. 

The input data of a sequence of word embeddings, are passed 

through a CNN to extract local features. The output of the CNN 

is fed into an LSTM, which processes the data using multiple 

LSTM layers to capture long-term dependencies. The output of 

the LSTM is then be concatenated with the output of the CNN 

and passed through a fully-connected layer to make a prediction. 

This hybrid model combines the strengths of CNNs and LSTMs 

by using the CNN [25] to capture local patterns in the data and 

the LSTM to capture long-term dependencies. Figure 3 displays 

detailed methodology of our proposed hybrid model. This 

approach potentially improve the performance of the model on 

sentiment analysis tasks. Methodology for creating a Hybrid 

Convolutional Network and Long Short-Term Memory 

(HBCNLS) model for Sentiment Analysis on Movie Reviews 

could be as follows: 

• Data collection: Gather a large dataset of movie 

reviews and their corresponding labels (positive, negative, 

neutral). 

• Data preprocessing: Preprocess the reviews by cleaning 

and tokenizing them, and then create a vocabulary of words. 

• Data splitting: Split the dataset into training, validation, 

and test sets. 

• Model development: Develop the HBCNLS model 

using a combination of convolutional layers for feature 

extraction and LSTM layers for sequence modeling. Use the 

training set to train the model and the validation set to tune the 

model’s hyperparameters. 

 

 

 
Fig. 3: Proposed Hybrid Model
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A more detailed methodology for creating a Hybrid 

Convolutional Network and Long Short-Term Memory 

(HBCNLS) model for Sentiment Analysis on Movie Reviews is 

as follows: 

• Embedding layer: Convert the words in the reviews to their 

corresponding numerical representations using an embedding 

layer. This layer will take the vocabulary of words and convert 

it into a dense vector representation for each word. 

• Convolutional layers: Use one or more convolutional layers to 

extract features from the embedding layer. These layers will 

apply filters to the embedding layer to identify patterns and 

features in the input data. 

• LSTM layers: Use one or more LSTM layers to model the 

sequential nature of the data. These layers will take the output 

from the convolutional layers and use it to learn the 

dependencies between the words in the reviews. 

• Fully connected layer: Use a fully connected layer to combine 

the features extracted by the convolutional layers and the 

dependencies modeled by the LSTM layers. 

• Output layer: Use a softmax activation function in the output 

layer to classify the reviews as positive, negative, or neutral. 

• Loss function and optimizer: Choose a suitable loss function 

such as cross-entropy and optimizer such as Adam or 

RMSprop to train the model. 

• Training: Train the model using the training set by passing the 

reviews through the layers, comparing the output with the 

corresponding labels, and updating the model’s parameters to 

minimize the loss function. 

• Validation: Use the validation set to evaluate the model’s 

performance and fine-tune the hyperparameters such as the 

number of layers, number of neurons, etc. 

 

A. Dataset and Pre-processing 

The dataset consists of 50,000 movie reviews from IMDb, 

with 25,000 positive reviews and 25,000 negative reviews. The 

reviews are evenly split between train and test sets, with 25,000 

reviews in each set. The reviews are pre-processed and 

tokenized, with each review represented as a sequence of word 

tokens. The dataset includes a label for each review indicating 

whether it is positive (1) or negative (0). 

• Remove HTML tags: HTML tags that appear in the 

reviews are removed, as they are not useful for analyzing 

the sentiment of the text. 

• Remove punctuation: Punctuation marks such as periods, 

commas, and exclamation points do not carry much 

meaning are removed. 

• Remove numbers: Numbers do not carry much meaning in 

this context and are removed. 

• Remove stop words: Stop words such as ”a,” ”an,” and 

”the” do not carry much meaning and are removed. 

• Lowercase the text: Converting the text to lowercase can 

make it easier to process and analyze, as ”The” and ”the” 

would be considered the same word. 

• Tokenize the text: The text is splited into individual word 

tokens. 

• Stem or lemmatize the tokens: Stemming or lemmatization 

helped in reducing the dimensionality of the dataset by 

reducing inflected words to their base form. 

 

A detailed mathematical description of the model 

development for a Hybrid Convolutional Network and     

Long Short-Term Memory (HBCNLS) model for Sentiment 

Analysis on Movie Reviews: 

Embedding layer: Let W be the matrix of word embeddings, 

where each row is a dense vector representation of a word in 

the vocabulary. The embedding layer can be represented 

mathematically as: 

E = W*x         (1) 

Where: x is a one-hot encoded representation of the input 

sequence of words E is the output embedding layer. 

 

Convolutional layers: Convolutional layers apply filters to the 

embedding layer to extract features. The mathematical 

representation of a convolutional layer is: 

                         C = relu(WcE + bc)      (2) 

Where: Wc is the convolutional filter weights, bc is the bias term 

relu is the rectified linear unit activation function. C is the 

output of the convolutional layer. 

 

LSTM layers: LSTM layers model the sequential nature of the 

data. The mathematical representation of an LSTM layer is: 

i(t) = σ(WixC(t) + Wihh(t − 1) + bi) 

f(t) = σ(WfxC(t) + Wfhh(t − 1) + bf) 

o(t) = σ(WoxC(t) + Wohh(t − 1) + bo) 

g(t) = tanh(WgxC(t) + Wghh(t − 1) + bg) 

c(t) = f(t)c(t − 1) + i(t)g(t) 

h(t) = o(t)tanh(c(t)) 

Where: i(t), f(t), o(t), g(t), c(t), h(t) are the input gate, forget 

gate, output gate, cell input, cell state, and hidden state of the 

LSTM layer respectively, at time step t. 

 

Wix,Wih,Wfx,Wfh,Wox,Woh,Wgx,Wgh,bi,bf,bo,bg are the weights and 

biases of the LSTM layer respectively. 
 

Fully connected layer: The fully connected layer combines the 

features extracted by the convolutional layers and the 
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dependencies modeled by the LSTM layers. The mathematical 

representation of a fully connected layer is:  

                           F = relu(Wf ∗ h + bf) (9) 

Where: Wf is the weight matrix, bf is the bias term 

F is the output of the fully connected layer 

Output layer: The output layer uses a softmax activation 

function to classify the reviews as positive, negative, or neutral. 

The mathematical representation of the output layer is: 

                        y = softmax(Wo ∗ F + bo) (10) 

Where Wo is the weight matrix bo is the bias term of 

the output layer y is the predicted class 

probabilities. 

Loss function and optimizer: The common loss function for a 

multi-class classification problem is cross-entropy loss. The 

mathematical representation of cross-entropy loss is: 

                        L = −Xyi log(pi) (11) 

Where: yi is the true label, pi is the predicted probability for 

class i. 

Algorithm 1  

HBCNLS-Proposed hybrid model for Sentiment Analysis 

Input:  

X: sequence of word embeddings 

Y : sentiment label (either positive or negative) 

 

CNN component:  

cnn(X) = convolutional layer applied to input X 

mp(cnn(X)) = max-pooling layer 

applied to output of 

convolutional layer LSTM 

component: lstm(X) = LSTM 

layer applied to input X 

Concatenation: concat(mp(cnn(X)),lstm(X)) = 

concatenation of output of CNN and LSTM components 

Fully-connected layer: fc(concat(mp(cnn(X)),lstm(X))) = 

fully-connected layer applied to concatenated output 

Loss: cross-entropy loss between 

fc(concat(mp(cnn(X)),lstm(X))) and Y 

 

Output: prediction for sentiment label Y 

 

The optimizer updates the model’s parameters to minimize 

the loss. Authors have trained the hybrid model on the dataset 

using an optimization algorithm stochastic gradient descent. We 

tuned the hyperparameters of the model, such as the learning rate 

and the number of layers, to achieve good performance. 

Performance of the hybrid model was evaluated on the dataset 

using metrics such as accuracy, precision, and recall. 

The detailed algorithm presented above is explained further, 

the algorithm takes as input a sequence of word embeddings (X) 

and a sentiment label (Y) for a movie review. The word 

embeddings represent the words in the review as numerical 

vectors. The sentiment label is either positive or negative, 

indicating the sentiment of the review. The first step of the 

algorithm is to define the CNN component of the model. The 

CNN takes the word embeddings as input and applies a series of 

convolutional and max-pooling layers to extract local features 

from the data. The output of the CNN is the result of applying 

the max-pooling layer to the output of the convolutional layer. 

The second step of the algorithm is to define the LSTM 

component of the model. The LSTM takes the word embeddings 

as input and applies a series of LSTM layers to capture long-term 

dependencies in the data. The output of the LSTM is the result 

of applying the LSTM layers to the input data. The third step of 

the algorithm is to concatenate the output of the CNN and LSTM 

components. This creates a combined feature representation that 

captures both local patterns in the data (from the CNN) and long-

term dependencies (from the LSTM).The fourth step of the 

algorithm is to pass the concatenated output through a fully-

connected layer to make a prediction. The fully-connected layer 

maps the combined feature representation to a predicted 

sentiment label. The final step of the algorithm is to compute the 

loss between the predicted sentiment label and the true sentiment 

label (Y), and update the model parameters using an 

optimization algorithm (such as stochastic gradient descent). 

The model parameters are the weights and biases that are learned 

during training and are used to make predictions. The output of 

the algorithm is a prediction for the sentiment label (Y) of the 

movie review. 

IV. RESULTS AND ANALYSIS 

Authors applied the hybrid model algorithm for sentiment 

analysis to a movie review dataset containing 50,000 reviews, 

split evenly into a training set and a test set. The model was 

trained using stochastic gradient descent with a learning rate of 

0.01 and a batch size of 128. The proposed hybrid model 

(HBCNLS) achieved an accuracy of 92% on the test set. We also 

compared the performance of the hybrid model to a CNN model 

and an LSTM model on the same dataset. The CNN model 

achieved an accuracy of 87%, while the LSTM model achieved 

an accuracy of 86% while BERT achieved accuracy of 89% .The 

hybrid model outperformed the BERT, CNN and LSTM models, 

demonstrating the benefits of combining the strengths of both 

approaches. 

The HBCNLS(hybrid model), which combines a CNN and 

an LSTM, achieved an accuracy of 92%. This is slightly higher 

than the BERT model, and demonstrates the effectiveness of the 
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hybrid approach for sentiment analysis. The CNN model 

achieved an accuracy of 87%, while the LSTM model achieved 

an accuracy of 86%. These results are lower than the BERT and 

hybrid models, but still demonstrate the ability of these models 

to classify the sentiment of the reviews. In terms of precision, all 

the models scored relatively high, with scores ranging from 86% 

to 92%. Precision is a measure of the proportion of true positive 

predictions made by the model, and a high precision score 

indicates that the model is able to accurately identify positive 

sentiment in the reviews. In terms of recall, all of the models also 

scored relatively high, with scores ranging from 86% to 92%.  

Figure 4 (a)-(d) shows all the result. Recall is a measure of the 

proportion of true positive cases that were correctly identified by 

the model, and a high recall score indicates that the model is able 

to identify most of the positive sentiment in the reviews. Overall, 

the results of this study suggest that all of the models tested are 

effective for sentiment analysis on movie reviews, with our 

hybrid model achieving the highest accuracy, such as shown in 

figure 5 and figure 6. 

 
(a) 

 

 
(b) 

 
(c ) 

 
(d) 

Fig. 4: (a)-(d) Accuracy, Precision and Recall of LSTM, CNN, 

BERT and HBCNLS 

 

Fig. 5: Top 25 most frequent positive word in movie review 

using HBCNLS 
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Fig. 6: Sentient Classification performance for positive online 

reviews using HBCNLS 

 

V. CONCLUSION 

In this study, we compared the performance of BERT, the 

hybrid model, a CNN model, and an LSTM model for sentiment 

analysis on a movie review dataset. The results showed that all 

of the models were effective at classifying the sentiment of the 

reviews, with our proposed HBCNLS achieved highest accuracy 

of 92% ,BERT achieving the highest accuracy of 90%., while 

the CNN model achieved an accuracy of 87% and the LSTM 

model achieved an accuracy of 86%. These results demonstrate 

the ability of these models to effectively classify the sentiment 

of the reviews. In terms of precision and recall, all of the models 

scored relatively high, with scores ranging from 86% to 92%. 

This suggests that the models are able to accurately identify 

positive sentiment in the reviews and are able to identify most of 

the positive sentiment in the reviews .Overall, the results of this 

study suggest that our HBCNLS and BERT is a strong performer 

for sentiment analysis on movie reviews. However, further 

research is needed to fully evaluate the performance of these 

models on other datasets and in different contexts.  
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