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Abstract— Nowadays, it is significant to make accurate prediction model  by handling imbalance problem. When the larger dataset has been 

used in the prediction model, that data should be classified into classes which gives ‘0’ and ‘1’ to indicate negative and positive results. While 

classifying this target value, the larger number of instances can reside in one class and the remaining lower number of instances can be stored 

in another class. Because of this unequal distribution of data, the machine can be biased and there is high possibility to give wrong predictions. 

An inaccurate Dataset leads to misprediction. Hence, the imbalanced prediction dataset has been taken. This paper gives a proper information 

on Randomized ensemble approach with ID3 classifier for the imbalanced prediction dataset.  
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I.  INTRODUCTION  

Nowadays, machine learning techniques are used to give 

accurate predictions.  It is advisable to keep dataset balanced one 

to make exact predictions. Understanding the concept of 

imbalanced dataset is quite tough to learn. When a dataset tend 

to classify into classes it can be classified in to majority and 

minority groups. The larger number of data stored in one group 

called majority group and the remaining lower number of data 

residing in a another group called minority group. Consider an 

example to understand about the majority and minority class, if 

the dataset consists 1000 instances while classifying those 

instances into positive and negative results certain number of 

results will resides on negative and only few can give positive. 

On this situation an imbalance problem occurs and which can 

lead a model to give wrong predictions. To overcome the 

unequal distribution of a dataset certain methodologies has been 

used. Nowadays, Machine learning techniques are used in the 

field of disease prediction to identify disease earlier to prevent 

themselves from severity. In that kind of larger datasets, the 

number of samples should be same in all the groups. if there is 

any inconsistency or misclassification occurs then it can be 

handled by the sampling methodologies. In the upcoming 

sections a clear study about the imbalanced problem has been 

explained with sample experiments.     

 

Figure. 1 Curriculum Learning 
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II. RELATED WORKS 

A. Curriculum learning 

In curriculum learning, the environment in which application 

chosen to work has been considered. Basically, an environment 

belongs to supervised or unsupervised.  Supervised learning[1] 

When a machine trained with a training dataset that is called 

supervised learning. Under supervised learning there are 2 

familiar works learning methodologies are there. Namely 

classification and regression. Classification is considered as a 

widely using methodology to classify anything under a label. 

Using da labelled dataset a machine can be trained in the 

classification. In regression analysis an statistical datasets can 

be taken and analysed to make predictions. Which can give 

continuous variable as its predictor. Linear and non linear 

regression used to give the prediction based on the linearity of 

the taken data. Simple linear regression uses a single data as it's 

input to make predictions while the multi linear regression uses 

multiple  input variables to make predictions. 

Unsupervised learning 

Unlabelled set of data can be used for the machines to make 

outcome of a model. Normally an unsupervised learning 

includes clustering and association rule based methodologies to 

bring out the outcomes of a taken application. 

Clustering approach is used to group a data based on its 

characteristics. For example consider a basket which consists of 

fruits like apple banana orange etc. Using  clustering algorithm 

the fruits can be identified using its characteristics like shape 

colour and grouped separately.  

Association rule is widely used to find out the relationship 

among the variables, how strongly one variable is related to 

another. Example- supermarket dataset. How frequently a 

person can buy the couple of items. Like bread and butter. 

B. Study on Imbalanced problem 

When a class tend to classify, it should be distributed equally to 

make prediction accurately. But when there is an occurrence of 

an unequal distribution of dataset is known as imbalanced 

data[2]. which can lead a model to give wrong predictions. 

Consider an example. A dataset with 10000 instances which is 

used to predict cancer  It can be classified as 9900 negative 

results i.e., Non cancer. and the remaining 100 instances gives 

positive results, i.e, cancer.  When the distribution of data tend 

to unequal that means number of positive cases is very low 

when compare to negative cases. In that case, machine can be 

biased and it can give wrong predictions. Because of majority 

of negative predictions, a cancer positive sample can be 

predicted as a non cancer sample. These kind of wrong 

predictions can make the severity for the people who is having 

cancer. Hence, it is necessary  to handle these kind of 

imbalanced datasets to give accurate prediction.  

Other kinds of possibilities for the imbalance problem includes 

an outlier and mistakes recorded during observation. 

C. Outlier analysis 

An outlier [3] is a data point which is not included in a particular 

pattern. It's like an odd man out but it is not simple to remove. 

Because before trying to remove an outlier certain measures 

should be done. Variance and correlation of the data should be 

measured to make an decision whether an outlier is associated 

with any of the instances are not. It is not associated with any 

of the data then it can be removed. If it is relevant to the working 

application then it can be handled by considering outlier 

handling mechanisms. 

 

(a) 

 

(b) 

Figure 2. (a) and (b) shows Structure of outlier in 2D view 

D. Sampling methodologies 

Resampling approaches are used to do the resample of data by 

analysing the dataset based on the need of the application. 

Resampling approaches are used to handle the imbalance 

problem. Unequal distribution of dataset problem can be 

handled by the resampling approaches. There are 2 widely used 

approaches are there, that are under sampling and the 

oversampling approaches.  

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 4 

DOI: https://doi.org/10.17762/ijritcc.v11i4.6447 

Article Received: 07 February 2023 Revised: 03 March 2023 Accepted: 16 March 2023 

___________________________________________________________________________________________________________________ 

 

259 

IJRITCC | April 2023, Available @ http://www.ijritcc.org 

When the dataset tend to classify into 2unqual distribution of 

data then the larger number of data resides in a group called 

majority class and the remaining fewer data residing in another 

group called minority class. In under_sampling approach the 

data in the majority call can be reduced by removing the 

unwanted data from it. In oversampling approach the data in the 

minority class can be increased by adding the copy of existing 

data to it. Smote is considered as a widely used methodology to 

do oversampling in the minority class. In this paper a proper 

study on the sampling mechanism has be done properly. 

Another methodology used to handle imbalance is ensemble  

approach. In ensemble approach a taken majority class can be 

divided into many equal parts to keep the data equal to the 

minority class. By splitting the data in several equal parts the 

data can be balanced to give exact predictions.   

E. Classfier analysis 

Classifier used to classify the dataset to implement the trained 

model. Certain model react good for training dataset and certain 

model can be good for test data. SVM [6]  has its own way to 

split the data into 2 parts using margin commonly called as 

hyper plane.  

 

While KNN can classify a data by means of identifying the 

neighbouring behaviour. Random forest is also a tree based 

approach which can be give results better than KNN.  

TABLE I.  STUDY ON ALGORITHMS 

#Ref 

observations 

Algorithms 

proposed 

Pros& 

cons 

[6] SVM 

Predict New data by the margins. 

Positive and negative observations on 

taken. 

[8] KNN 

A targeted node value can be 

calculated by considering the nearest  

nodes. 

[9] NAÏVE BAYES Calculates the edge node. 

#Ref 

observations 

Algorithms 

proposed 

Pros& 

cons 

[10] 
RANDOM 

FOREST 

Better than KNN for the prediction 

datasets but its not suitable for the   

larger datasets 

III. METHODOLOGY PROPOSED AND RESULTS OBTAINED 

A. Randomized ensemble to handle imbalanced problem 

in larger datasets 

An Imbalanced problem is not a simple term to solve. Its like 

an bottle neck portion of the prediction model. It could not be 

handled blindly. It is necessary to keep dataset balanced to 

ensure the level of accuracy in the field of prediction 

mechanisms. First, the dataset can be taken from the std 

repository. Then the imbalance problem will be identified by 

means of unequal distribution of data.  

Algorithm for randomized ensemble 

Step 1: Distribution of data into xMax(majority clas) and 

xMin(minority class). 

Step 2: Split xMax into yMaxTree. yMaxTree can be 

calculated as  Total number of xmax/xMin. 

Step 3: ‘Z’ is final Prediction from yMaxTree. 

During the step 1, the distribution of data is takes place. The 

larger number of data resides in one group called majority class 

denoted by xMax. The remaining Lesser number of data residing 

in another group called minority class denoted by xMin. 

In step 2, the data in the majority class can be divided into several 

equal parts as the number of data equal to the number of data in 

the minority class. For example is there 1000 instances in the 

dataset. Out of 1000 instances 900 going to give 

negative(majority class) and the remaining 100 instances going 

to give positive results. Then using Randomized ensemble[5] 

method the majority class (900 instances) can be divided in to 9 

sets of 100 data(9*100) to make the number of instances equal 

to minority class to give best prediction.  

yMaxTee = xMax/xMin                           (1) 

                                     Z = Sum(yMaxTree)        (2) 

B. Ensemble with ID3 Algorithm for prediction 

The decision tree algorithm is used to make decisions. It 

consists of decision nodes which can give predictions based on 

the taken dataset. ID3 [7] algorithm is a decision tree based 

algorithm which can use entropy and the information gain to 

give exact prediction. After balancing a data ID3 algorithm used 

to give accurate prediction which can increase precision level. 
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Figure 3. Framework of Proposed model 

 

Figure 4. Accuracy level of classifier. Accuracy estimated Using weka 

tool. 

IV. CONCLUSION 

After learning about the important machine learning 

classifiers, ID3 algorithm has been chosen to give accurate 

prediction and the imbalance problem in the larger datasets can 

be handled using randomized ensemble approach. Finally, this 

paper concludes, that the randomized ensemble with Id3 

algorithm gives more accurate prediction in a mean time when 

compare to traditional methodologies.   
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