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Abstract— Human Diseases are increasing rapidly in today’s generation mainly due to the life style of people like poor diet, lack of 

exercises, drugs and alcohol consumption etc. But the most spreading disease that is commonly around 80% of people death direct and indirectly 

heart disease basis. In future (approximately after 10 years) maximum number of people may expire cause of heart diseases. Due to these 

reasons, many of researchers providing enormous remedy, data analysis in various proposed technologies for diagnosing heart diseases with 

plenty of medical data which is related to heart disease. In field of Medicine regularly receives very wide range of medical data in the form of 

text, image, audio, video, signal pockets, etc.   This database contains raw dataset which consist of inconsistent and redundant data. The health 

care system is no doubt very rich in aspect of storing data but at the same time very poor in fetching knowledge.  Data mining (DM) methods 

can help in extracting a valuable knowledge by applying DM terminologies like clustering, regression, segmentation, classification etc. After 

the collection of data when the dataset becomes larger and more complex than data mining algorithms and clustering algorithms (D-Tree, 

Neural Networks, K-means, etc.) are used. To get accuracy and precision values improved with proposed method of Cognitive Fuzzy Learning 

based Clustering Algorithm (CFLCA) method. CFLCA methodology creates advanced meta indexing for n-dimensional unstructured data. The 

heart disease dataset used after data enrichment and feature engineering with UCI machine learning algorithm, attain high level accurate and 

prediction rate. Through this proposed CFLCA algorithm is having high accuracy, precision and recall values of data analysis for heart diseases 

detection. 

Keywords- Classification, Clustering, D-Tree, Data mining, Heart Disease, K-Medoids, K-means Algorithm, k- Nearest Neighbor, Naive 

Bayes,Neural Network, Regression. 

I.  INTRODUCTION  

A. Knowledge Data Discovery (KDD) 

The main reason to increase the capabilities of human 

analysis is to handle extensive number of bytes which are 

collected from both scientific and economic. All business 

utilizes the data mainly to obtain the advantage of competitions 

and increment the efforts to give useful services which can be 

helpful for the customers. Data which are captured from the 

surrounding are said to be the fundamental proof one uses for 

constructing various models as well as theories. Since PCs have 

allowed humans to easily access large amount of information 

that one can accumulate, it is normal to convert into 

computational techniques just to derive a valuable structures and 

patterns from large volume of data. Subsequently, KDD is 

mainly used to express an issue that is made by digital 

information which is an unacceptable fact for every individual: 

data overload [1] [3]. 

KDD extracting the useful patterns from the data, data 

mining is considered as the most commonly used application of 

particular algorithm. The difference between the data mining 

steps and KDD process is a main point which is being discussed 
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in this paper. The steps that are involved additionally in the KDD 

process are data cleaning, data selection, data readiness, 

incorporating prior knowledge which is appropriate and 

legitimate mining results interpretations, which are necessary to 

make sure that helpful information/data are obtained. We must 

be careful while considering the applications of data-mining 

methods because applications taken blindly may be a very risky, 

effectively gives invalid patterns and meaningless information. 

KDD has developed and it is kept on developing day by day by 

combining all the research fields all together, such as the design 

recognition, databases, machine learning, statistics, knowledge 

procurement for master systems, AI, data visualization, and elite 

registering. The main objective is to extract the abnormal state 

of information from the low-level data from extensive data sets. 

The component of data mining in KDD depends totally on 

known techniques which include design recognition, machine 

learning, and statistics to discover useful patterns from the 

datasets in the process of KDD. KDD are not quite the same as 

example recognition or machine learning (and related fields). 

KDD mainly used for, how the data are accessed as well as 

stored, how in the massive datasets the algorithms are applied 

and then also it works proficiently, how we can interpret and 

envision the results, and how the interaction between the man-

machine may be supported and modeled [2]. The KDD process 

contains multiple activities that use techniques for a specific 

discipline such as machine learning. In this paper, to contribute 

to KDD many opportunities have been found in the fields of 

different AI (except for machine learning). KDD gives an 

uncommon accentuation which finds the patterns in 

understandable form that are represented as helpful and 

intriguing information. Data warehousing is a related field that 

comes out from databases, for decision support and online 

analysis the well-known trends of businesses like collecting and 

cleaning transactional data is made accessible. The platform of 

KDD is set by the data warehousing in two ways such as data 

cleaning and the data access [4]. 

 

Data Cleaning: It is mainly used when the database contains all 

irrelevant, noise and errors, consistent data as well as missing 

data. To make this irrelevant data as relevant data, also it is 

performed to obtain useful information. 

 

Data Access: It is capable enough to access the data from the 

database, and well-known methods should be made just for 

retrieving the data from the database and provides a path to 

access the data that are very hard to obtain (for example offline 

storing data). 

KDD process includes various steps which includes the decision 

of many clients they are as follows: 

1. In this step, it basically improves the understanding level of 

the applications for each and every individual, and also it 

determines the main goals of KDD process from the views 

of the customer. 

2. In this step, the discovery is mainly performed on the 

targeted data sets in which we first select the required data 

set and then we concentrate more on the data samples. 

3. It basically discusses about two things that is data cleaning 

and data preprocessing. It eliminates all the noise and 

missing data that may be found from the database through 

data cleaning. After that it performs data preprocessing in 

which it converts the raw data into easy an understandable 

form [5]. 

4. Data reduction and projection are mainly discussed. 

Depending on the main objectives of the task, it describes 

useful characteristics to represent data. It generally uses 

reduction method to reduce the attributes by decreasing the 

data in the database. 

 
Figure 1: Knowledge Data Discovery Process 

 

5. Deals with selecting the appropriate tasks of data mining. It 

is quite similar with the goals of (step 1), it recognizes the 

methods like clustering, classification and regression which 

helps in deciding whether these methods are the main goals 

of KDD process or not. 

6. This step is responsible for choosing the algorithms of data 

mining. For searching a useful pattern in a data set, few 

methods would be selected. It also tells those which 

parameters and models usage would be more appropriate. It 

also compares the entire norms of KDD process with the 

specific data mining methods [6]. 

7. Searching of patterns (classification rules or trees, clustering 

and regression etc.) 

8. Used for clarifying the patterns which are already mined. 

This step includes the models as well as the extracted 

patterns of visualization. 

9. It mainly deals with enhancing the discovered knowledge. 

In this process, with the help of already accepted 
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information it additionally incorporates inspecting and 

settling potential conflicts 

Predictive task includes the methods within it such as 

classification, regression, time series analysis and 

prediction. The description focuses more on describing the 

data patterns which can be easily understood by human. The 

descriptive task includes clustering, summarization, 

association rules and sequence discovery. 

1) Data Mining Methods 

 

 
Figure 2: Data Mining Tasks 

 

The boundaries in between the predictive and descriptive 

models are found not so strong. For a particular data mining 

application, the importance of the prediction and description 

may differ some times. The goals of description and prediction 

are accomplished by using variety of mining methods of data 

[7][8]. 

 

Classification: In classification, we generally predict the result 

of anything in the form of discrete outputs. In a simple way we 

can just say that it is nothing but mapping the input variables in 

the discrete form. The target class in the data for each case is 

easily predicted with full accuracy, which is referred as one of 

the important goals of classification. For example, in giving 

loans to the applicants the bank keeps the records of high, 

medium and low risk of credit by classifying all the aspect loan 

is given to the deserving applicant. So, in this way the 

classification is used everywhere to get a successful result. 

 

Regression: Regression is the function of data mining which 

predicts the result based on continuous outputs. It is also used 

for the numerical predictions such as age, weight, distance and 

time etc. It mainly starts with the known target values of data set. 

For example, the heights of the children can be predicted 

numerically by observing data over the period of time for all the 

children. Regression always comes under the supervised 

learning. 

 

Clustering: Clustering can be defined as grouping of similar 

data into a single group is said to be called as a cluster. Each 

clusters have a different group based on the similarities of the 

objects. Basically, clustering is done to reduce data size by 

reducing its complexity based on some attributes. For example, 

we are having thousands of essay writing with us and if we need 

to assemble them in some order then surely it would become a 

very complicated task for us. By the uses of clustering this 

problem can be solved easily by using some attributes like word 

frequency, page count and length of sentence, based on these 

attributes the essays can be made into different cluster forms and 

hence the problem is resolved quickly. 

 

Summarization: Summarization is mainly used to represent the 

mean and standard deviation in the tabular form supports for 

analysis and mathematical functions about data. Clustering 

always summarizes the large sets of data. Summarization comes 

under the descriptive models in the methods of data mining. 

 

Dependency modeling: Dependency modeling includes the 

model that determines remarkable dependencies between the 

variables. A dependency model occurs in two levels: 

 

Level 1: The model of structural level represents the certain 

variables which are dependent on each other. 

Level 2: The model of quantitative level which determines the 

dependencies of the strengths by utilizing some numeric 

measures. 

 

Change and deviation detection: The most notable changes in 

the data that would be measured beforehand and it will be 

discovered by focusing more on it with the help of deviation 

detection and change [9]. 

B. Cluster Analysis 

On the basis of the properties of a specific set of objects, the 

division of these objects on the basis of their similarities is 

known as clustering process. A specific joint algorithm that can 

be applicable to almost all required information analysis is done 

with the help of the technique which partitions the data. An 

object is made to be a part of the cluster or is assigned to it with 

the help of the clustering analysis method. The type of grouping 

involved here is the hard partitioning. Within the determination 

degree each object is related to a cluster. This is known as the 

soft partitioning method. There are varieties of divisions 

proposed within the clusters that are based on the distinct objects 

present. The partitioning method also depends on the various 

models present. On the basis of the relationship amongst the 

objects and the organization present there are various models 

proposed [11]. 
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Figure 3: Steps in a Cluster Analysis 

 

1) Clustering Analysis Techniques 

Hierarchical: The representation of clusters in these methods is 

done at different levels of granularity, using dendrogram. The 

hierarchical system representation can be either assortment or 

isolate, on the basis of hybrid/hierarchical model. It can be either 

top-down or bottom-up designed. 

 

Agglomerative: However, a sampling of data points amongst 

two clusters is utilized in sampled linkage. This is used to 

calculate the average distance of the two clusters. The centroid-

linkage process utilizes the distance between the centroids [13]. 

In the terms of the depths of various nodes or a tree there is no 

special requirement of having a perfect balanced tree where the 

degree of each branch is exactly two. Various tradeoffs are 

provided for the balancing of node depths and node weights to 

construct a tree structure. 

 

Density and Grid-Based Methods 

DBSCAN and STING are the two classical techniques utilized 

for the density-based and grid-based techniques. Amongst the 

data points within a continuous space, the density-based 

methods are naturally defined. This is a very tough task for the 

density-based methods. Thus, within the discrete or non-

Euclidean space, there cannot be a meaningful utilization. For 

this purpose, an embedded approach is to be utilized. Without 

any specialized transformations, it is tough to utilize the various 

arbitrary data types such as the time-series data within the 

density-based methods. In case of higher dimensionality, the 

density computations are extremely difficult to define due to the 

higher number of cells within the grid structure along with 

presence of sparse data in the grid available [14]. 

 

Flat: The data division is done and various clusters are formed 

with the help of certain partitioning representatives in this case. 

It is important to partition the representative and distance 

functions and regulate the behavior of the algorithm. Towards 

the nearest representatives the data points are assigned on each 

iteration. Iterative nature of EM algorithm is compared with this 

technique as there are soft tasks performed in each E-step and 

model parameters are adjusted within the M-step. There are 

various methods which help in creating the partitions which are 

described in the section below: 

1. k-Means: The mean values of vector estimation of the 

partitioning representatives within these techniques. There 

is no original data set from which the partitioning 

representative is drawn. It is designed as the function of the 

data present. For the purpose of computing the distances, 

the Euclidean distance is utilized. One of the simplest 

techniques for the purpose of clustering data is the k-means 

method. Due to its simple nature this method is used most 

widely in the practical implementations. 

2. k-Medians: For the purpose of creating the partitioning 

representative, the median within each dimension is utilized 

within these techniques instead of using the mean. From the 

original data set the partitioning representatives are not 

drawn in k-means technique. There is high sensitivity of the 

median of a set of values due to the extreme values present 

in the data in the case of k-medians approach. Hence, this 

technique is more stable to noise as well as outliers. The 

partitioning representatives are drawn from the original data 

in the case of k-Median technique which is otherwise also 

known as k-Medoids technique. However, both these 

techniques are not the same and have variations within them 

[15]. 

3. k-Medoids: From the original data present, these methods 

sample the partitioning representative. The cases which 

involve the clustering of data points which are arbitrary 

objects, these techniques are involved. The functions of 

these objects are not be much discussed here. For instance, 

discussing about the mean and median of a set of network 

or discrete sequential objects is not meaningful. In these 

situations, from within the data the partitioning 

representatives are achieved. The iterative methods help in 

enhancing the quality of those representatives. From within 

the representatives, one representative is replaced from 

within the current data of each iteration. This helps in 

determining whether the quality of clustering is enhanced or 

not. This method is thus considered to be as of the hill 

climbing method. As compared to the k-means and k-

medoids techniques, these methods need more iteration. 

The situations in which the discussion of means or medians 

of data objects are not meaningful; this method can be 

utilized. This is however, not possible in the case of the 

other two methods. 
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C. Prediction with different DM techniques for Heart 

Diseases 

Data mining algorithms are utilized for extracting the hidden 

patterns in the enormous datasets to obtain valuable information. 

Vast amount of data is generated day by day by utilizing diverse 

symptoms of patients as well as the clinical reports in the 

medical fields. Therefore, data mining is utilized vigorously for 

obtaining valuable information from the huge database. For the 

clinical diagnosis, the explored hidden pattern from the database 

is utilized. Notwithstanding, now a days the medical datasets are 

widely increasing, which are heterogeneous in nature. With the 

help of the hospital management these datasets should be 

combined and sorted out. 

 
Figure 4: Phi Chart of Heart Diseases 

Heart diseases are most common disease that is spreading 

rapidly in the today’s generation. As per world health association 

around 12 million people died due to this heart problem. This 

disease is occurring among any age of people due to their poor 

diet, hereditary and life style which means that people’s life is at 

risk. As it is increasing regularly so it needs to be analyzed 

properly and accurately. It can be analyzed utilizing the help of 

medical specialist. Combination of various techniques and 

medical system will provide high level predictive information. 

The risk factors can be described in the form of this chart: 

From the past experience it has been noticed that algorithms 

and complex data are of great benefits with the existing package 

and software. This technique is commonly utilized in the various 

fields like crime analysis, engineering, medicines, prediction of 

expert, portable computing and mining in field of web. Medical 

diagnosis should be predicted accurately because it is very 

complicated as well as critical task. Data mining is always 

considered to be an important as well as necessary step of 

knowledge discovery. To explore the relationships and also the 

hidden patterns from the given database, the data mining had to 

join with the machine learning, database innovation and 

statistical analysis. 

 
Figure 5: Risk Factors of Heart Disease 

 

Data generally uses two kinds of learning such as 

unsupervised as well as supervised learning. Every technique of 

the data mining serves as an alternate based on the objectives of 

the modeling. Prediction and classification are the common 

objectives of modeling. [1] Prediction of categorical marks 

(discrete, unordered) is done in classification models while 

prediction of continuous-valued functions is done in prediction 

models. Naive Bayes classifier, networks of neural, decision tree 

and k mean algorithm, etc., giving various accuracy and 

performance analysis for any medical predication (heart 

infection treatment). 

 
Figure 6: Supervised & Unsupervised Learning 

D. Algorithms used in Heart Disease Prediction 

Distinctive algorithms of supervised learning that is Neural 

Network, Naive Bayes, Apriori calculation of association, 

calculating the decision for the dataset have been utilized in this 

study. Weka 3.6.6 which is one of the data mining tools is 

utilized in testing. It is likewise appropriate for developing new 

machine learning schemes. List of few ML schemas as Neural 

networks, Naïve bayes, kNN, D-tree, etc., 

II. LITERATURE REVIEW 

Ranganatha.S et.al “Analysis for Heart Disease and Medical 

Data Mining Dataset using Techniques of Classification, 2013”: 

A modern medicine in today’s world generates a lot of 

information that are stored in database. Data mining was used to 

solve the problem of heart disease. The management of hospital 

information can be improved very easily. Primarily the patient 

care activity was managed by the medical fields and it is also 
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directed to the resources of the [12]. The main motive of 

gathering these data from the field of medicines is to get helpful 

for each and every patient. The study mainly stores the 

information of the patients who are suffering from heart disease 

and need to be hospitalized. The algorithms of data mining such 

as naive bayes and ID3 will be utilized when data sets are large 

or complex. ID3 outputs the outcome as decision tree which can 

be effectively caught on. The chances of heart diseases are 

predicted by utilizing the Bayesian for a given condition. 

Because of the immeasurable volume of information that is 

generated, people developed few algorithms that deliver output 

for a given query. The objective of this paper was to store large 

chunks of data and it gives Smooth workflow. 

K.Srinivas et al, Diagnosis of Heart disease medically is very 

confusing task that ought to be accurately performed. The survey 

helps in analyzing the study in aspect of risk rates among the 

different age of people [15]. Subordinate several incorporate 

measures that are self- reported of being determined to have 

disease of cardiovascular such as (1) stroke (2) chest pain (3) 

heart attack. The morbidity is predicted by the study of heart 

indicating many attributes. The system that is automated 

enhances care provided by medical centers and reduces cost for 

medical diagnosis. In this research work, well known techniques 

of data mining specifically, making decision tree, using Naive 

Bayes and Networks of Neural are utilized in the treatment of 

heart disease. This can advance enhanced and further expanded. 

Fundamentally the list of attributes mentioned in database of 

medical center is utilized for predicting heart attack. Other than 

this rundown, we need to combine different types of attributes 

that has an impact on the output like person’s financial status, 

pollution, tensions and past history of any medical record. Other 

than the techniques of data mining, clustering, series in aspect of 

time and rules of association are additionally utilized to judge 

the behavior of the patients. It is therefore used to study the 

condition of patient’s morbidity in the health care centers. 

R. Kavitha et.al, An advanced DM framework used in prediction 

with heart disease Classification using ANN based feature 

selection and feature extraction technique,2016: In order of high 

dimensional data set in the database of heart diseases is utilized 

as a part of the data mining stage of pre-processing. The crude 

database comprises of irrelevant and conflicting information 

subsequently incrementing the pursuit data storage data. One 

needs to remove the irrelevant and redundant data that are 

present, to achieve the characterization accuracy. The strategy of 

reduction is utilized to combine the data from higher to lower 

dimensional data with a few variables. For the simple heart 

disease prediction, a structure is integrated [16]. 

 The structure made by utilizing the essential segments to extract 

the features and numerical model is processed to choose the 

pertinent characteristics utilizing the significant requirement. 

The work proposed, can be used to enhance the accuracy, 

effectiveness, and process having speed. The study may be used 

in image processing, recovery of data, and coordinating patterns. 

The subnet of component is selected and utilized by utilizing 

wrapped channel classifier to give appropriate output. When 

compared with other scoring function like Pearson correlation 

coefficients and Euclidean distance, improving the performance 

of the system. It facilitates later on efforts the exception will be 

addressed by demonstrating better level of accuracy. 

Eman Abu Khousa et.al “Predictive Data Mining to Support 

Clinical Decisions: An Overview of Heart Disease Prediction 

Systems,2012”: The Organization of health care is facing with 

many problems to give high quality of care to the patients in less 

cost. The volume of data that are accessible from the healthcare 

information systems in the database will be analyzed by both 

clinicians and administrators with a specific end goal to invent 

learning and settle down based on some decisions. It is mainly 

used to improve the diagnosing level of disease and its 

prevention is also improved [17]. It is the fate if there arises an 

occurrence of diseases related to heart which will be viewed as 

a major cause of death in individual. It utilizes analysis tools to 

discover the valuable patterns as well as hidden relationships in 

medical data. All systems display some strengths as well as 

drawbacks regarding the kind of data it handles, accuracy, 

interpretation, simplicity of, speculation ability and reliability. 

Poor speculation is still a noteworthy problem in healthcare 

basically as a result of shortage of information. In this research 

work, we actually studied regarding the systems that include five 

several techniques of data mining support to predict patients 

suffering level of heart diseases. Each effective models from 

those of five takes out a valuable pattern for the prediction such 

as drawbacks and strengths, interpretation of simplicity, data 

accuracy and speculation ability and reliability. 

M.Gandhi et.al [10] Predictions in Heart Disease using 

Techniques of DM: A vast amount of information is delivered in 

medical affiliations but data is not appropriately utilized. The 

healthcare systems are fully fledged in aspects of data storing but 

however poor in matter of fetching data. To discover 

connections and patterns, the successful analysis methods are 

found to be absent in healthcare systems. Several methods are 

used in data mining which acts as a solution in this circumstance. 

This research work using for discover utilization parts for aid of 

people in healthcare systems by strategy for machine adapting 

moreover procedures of data mining [18]. The primary points 

basically recommend the system which is automated for 

diagnosing heart diseases by considering prior information and 

data. This paper gives information regarding the different 

knowledge abstraction techniques by utilizing methods of data 

mining which are being utilized for prediction of heart disease in 

today's research. In this research work, methods of data mining 

to be specific by using algorithm of decision tree, Naive Bayes 

and Networks of Neural will be analyzed on medical data sets. 

http://www.ijritcc.org/
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Each and all data mining techniques have advantages as well as 

disadvantages of classification of data and extraction of 

knowledge. Moreover, decision tree, Networks of Neural or 

Naive Bayes can be researched in deep, which can be used in 

future in healthcare organizations. 

Heon Gyu Lee et.al, The fundamental goal of this work is to 

build and after that intend another and methodology that are 

unique and are used in building the different characteristics of 

heart rate variability in treating the patients suffering from heart 

diseases. The people likewise intend appropriate prediction 

model to improve the treatments for cardiovascular disease [19]. 

For three recumbent postures the HVR is analyzed. The 

collaboration impacts in between the groups of normal people 

and the recumbent postures and patients suffering from heart 

diseases were seen in light of Heart Rate Variability lists. The 

arteries are measured and utilized by the estimations of blood 

vessel which are very thick enough as different characteristics. 

 Heart disease patients experienced scanning of vein utilizing 

ultrasound devised of high resolution as part of a past study. 

Keeping in mind the end goal to extract different features, six 

classification methods are tested. For classification, the proposed 

different features are employed permitting to pick from a large 

pool of classifier all around concentrated on classification 

methods. Researchers propose the likelihood that features of 

multi-parametric, contemplating entire conceivable HRV 

features as a demonstrative tool might use in treatment of 

cardiovascular disease. Finally, a few methods of the supervised 

learning are considered which includes the Bayesian classifiers 

which are extended, CMAR, SVM and MDA. From the output 

of experiments, the methods of classifications such as SVM and 

CPAR outperform. 

Limia Abed et.al “Using Data Mining Technique to Diagnosis 

Heart Disease,2012”: Diagnosing the medical problems is a 

guarantee to makes use of the techniques of data mining. An 

expert helps in the treatment, which generally involves one 

human expert which may even commit some mistake. 

Interestingly the knowledge is extracted from chunks of clinical 

data by data mining and delivers the models of prediction and 

also utilizes the task of classification to get the treatment. Several 

methods are presented in to deliver the classifiers in the field of 

classification [20].  

Naive Bayes is one of them. In this research work, previously 

executed experiment was discussed with the help of Naive Bayes 

technique keeping in mind the end goal to manufacture models 

of prediction which helps in an artificial treatment for the people 

suffering from heart disease in view of set of parameters 

contained in dataset which were measured already for the 

individuals. At that point compare the results with different 

techniques as indicated by utilizing similar to UCI repository 

data. The outcome that is derived considered as good from 

practical work, while every one of the answers were right. So, 

the model is accurately achieved by the ratio (100%). The 

outcome was matched with different performance similar to the 

dataset. Furthermore, another problem arises in the field of 

treatment, where every heart disease contains own parameters 

which combine together in diagnosing, and diseases that are 

totally different from each other. Therefore, in this research 

work, very good outcomes were presented in the diagnose of 

heart utilizing the images of Single Proton Emission Computed 

Tomography (SPECT) images with classifiers of naive bayes are 

compared with the other classifiers. 

S.palaniappan et.al [11] Healthcare organization collects bulk of 

raw data from the healthcare system to extract hidden patterns to 

obtain valuable information that may be helpful in making 

standard decisions. Inventing of invisible patterns as well as 

relationships sometimes gets unexploited. To solve this problem, 

data mining techniques helps a lot to rectify this problem [21]. 

A prototype has been developed in this research papers utilizing 

the techniques of data, in particular, algorithm of decision Trees, 

Bayesian and Network of Neural. It demonstrates the outcome 

for every technique in understanding the defined mining to 

derive the objectives. It basically answers the complex "imagine 

a scenario where" which traditional decision support systems 

queries can’t do. Medical profiles of the patients are utilized 

from the database like gender, patient’s age, circulatory strain, 

and the glucose level which detects probability of occurring 

heart diseases among the patients. It gives the sufficient 

knowledge such as pattern recognition, deriving relationships 

between the factors of medical data identified with diseases 

related to heart which need to be set up. The IHDPS is 

considered as user-friendly, based on web, expandable as well as 

reliable which can run on .NET platform. IHDPS is improved 

and expanded in future. For instance, it puts together the 

attributes of other medical data. Therefore, it incorporates other 

techniques of data mining like clustering, Series of time and 

Rules of Association. Instead of using simply categorical data, 

continuous data is utilized. Mining of unstructured data that are 

available in the database from large chunks of data, text mining 

is utilized. Another great challenge is to integrate text mining as 

well data mining together. 

S. Sivagowry et.al “An Empirical Study on Applying Data 

Mining Techniques for The Analysis and Prediction of Heart 

Disease,2013”: In this research paper, the main focus was done 

in order to get proper dimensional data with the help of an 

advanced DM algorithm. When talking about health care 

centers, they are best at providing information, but the main 

problem arises in extracting this information and by data mining 

it is extracted. The main reason behind about extracting this is 

due to shortage of effective analyzing kind of tools. For 

extracting the information, here the data mining was used to give 

a good information. As the problem of heart and its disease is 

one of the biggest problems that is of great concern as various 
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deaths are also caused by this. So, for this research used various 

hybrid techniques and ways to tackle this problem. In this paper 

the mining techniques as used to detect the heart problems. Here 

the technique of mining used was of classification type. In this, 

it played an important role and was such beneficial than the 

methods like the clustering, Regression and also the association 

type. In classification, the decision tree is used and was of greater 

much beneficial than Neural type of network and the Naive 

Bayes in various cases. The conclusion was that by the data 

mining techniques, it was one of the best methods in order to 

deal with the heart problems with lesser number of variables. 

III. PROPOSED CFLCA ALGORITHM 

This research work mainly concentrating on high level 

precision and recall based analysis for heart diseases detection 

and prevention. In general, the prediction analysis follows three 

type portions segmentation/feature extraction, cluster and 

classifier. In the first method segmentation/feature extraction 

which helps with define and segregate information based on the 

needs [2]. Second method is clustering technique of k-mean 

clustering is applied on heart disease dataset its outcome is 

calculates arithmetic mean of the input and centroid point. From 

centroid value will find the knowledge based average and vector 

(Euclidian distance). Then next clusters create based on similar 

values.  

The clustered data is classified by applying classification 

technique. The performance of data classification depends upon 

the accuracy of clustering. In this work, the difficult task is to 

obtain string relationship between the attributes of the dataset. 

Moreover, here introducing proposed CFLCA, Cognitive 

Intelligence based Clustering Algorithm. CFLCA method 

improve the relationship between entities, strong relationship, an 

effective meta indexing and data dimensionality. Because of 

these CFLCA improves result prediction rate and accuracy level 

significantly. 

A.  OBJECTIVES: 

– To propose improvement in k-mean clustering algorithm 

to increase accuracy in clustering. 

– To obtain the string relationship between the attributes of 

the dataset. 

– To get accuracy and efficiency in result using improved k-

mean algorithm. 

– To reduce the execution time in result to save time of any 

individual. 

– To compare results in terms of accuracy, time in both 

proposed and existing techniques. 

B. RESEARCH METHODOLOGY: 

The target of this research work is to model a prototype to 

categorize patients during emergency condition by generating 

smart predictor for the clopidogrelist. The predictor model is a 

phase where the system is applied for predicting the emergency 

condition of the patients by measuring certain clinical 

parameters. This predictor model is the combination of enriched 

feature selection and CFLCA are clustered and classified by 

controlling complicities and characteristics measure.  This 

model pretends to reduce the execution time for examining the 

emergency patients’ condition waiting in the queue. The design 

intention is to use an effectual CFLCA is not used to measure 

threat during clustering and classification process. The medical 

information is extracted from the available IFTS data sheet from 

emergency department that comprises of text, classification and 

some constant information. The outcomes of precision are based 

on kNN that provides nearest neighbor values for clustering in 

an effectual manner as that of CFLCA using the triage analysis. 

It is known that, the anticipated CFLCA model is more effectual 

for the evaluation of available data and the other unknown data. 

Here, the characteristics attained from Gaussian prototype 

are also used as categorizers. Also, it comprises of VPA system 

for examining the efficiency based on the pre-requisite execution 

time and precision.  Based on the advancements encountered in 

wireless communication, the genomic information, e-health 

records, public-health related information and behavioral 

information for generating voluminous information is 

considered to be healthy with concealed patterns of big data 

analytics are demoralized to extract the perceptions and proof for 

reducing average healthcare cost as it produces effectual 

outcomes based on smart device usage. Based on the analysis, it 

is observed that there are various types of heart disease which is 

classified based on the type of severity. The simulation is done 

in MATLAB environment for analyzing the characteristics of AI 

based classifier and SVM classifier with the available tool box. 

The ultimate target is to compute the performance of the model 

for predicting heart disease based on the accuracy and precision 

values. 

The metrics are generated and analyzed for measuring the 

severity of heart disease using MATLAB tools. Analysis is 

concentrated on the usage of various schemes relies on the 

available MATLAB and evaluating the outcomes of other tools. 

Here, ten-fold CV is used for classifying the patient’s class using 

the analyzed characteristics. This method is considered to be 

more obvious based on RF for pre-processing and results are 

evaluated based on these techniques.  The goal is to analyze the 

target of heart disease prediction model for cardiovascular 

patients with the use of various ML approaches. Here, certain 

recommendations are attained from choice-based hierarchy to 

retrieve effectual results with the desirable precision values by 

computing the performance based on sensitiveness and 

specificity. The execution for analyzing threat with developed 

heart disease predictor model along with the use of healthcare 

records evaluation is based on time-series analysis. The goal is 
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to resolve drawbacks encountered in heterogeneous dataset for 

evaluating the threats over the stages of heart disease, i.e., 3 to 

7. 

The objective is to improve heart disease prediction with 

MATLAB for executing CFLCA that works effectually than 

existing probability-based approaches. This work helps in 

addressing the issues connected with patient’s life and uses them 

to reduce precision against the anticipated statistical scheme. 

Various existing approaches make use of computerized disease 

prediction model using CFLCA and Artificial Neural Networks. 

It is performed with MATLAB environment by providing the 

inputs from UCI Machine Learning Repositories. The predictor 

model has to examine the severity of heart failure and to predict 

it in its preliminary stage. In this research various classification 

approaches like ANN, NB, Decision Tree and CFLCA are used 

for predicting the heart failure. The above-mentioned 

approaches are used for predicting the heart failure where the 

objective is to predict heart disease earlier. The most dominant 

features have to be selected to perform further classification and 

to predict the stages of heart disease of individual patients. The 

anticipated classification prototypes with various approaches 

comprises of concealed prototypes and optimal feature selection 

for evaluating and classifying heart disease patients. With the 

attained outcomes, it can provide enhanced precision over the 

dataset utilized for classification of data from the dataset as the 

inputs are attained from feature selection approaches. The 

automated disease predictor system is merged with Fuzzy Logic 

and kNN known as CFLCA which is used for evaluating the 

threats over the heart disease prediction. For automating heart 

disease evaluation, various iterations are performed. The results 

demonstrate that the recommender model is extremely suited for 

predicting the higher and lower chances of cardiac risks for the 

heart disease patients. 

With the evaluation and examination, the purpose of this 

work relies over the benefits of the healthcare domain where ML 

approaches are used for analyzing the possibility of the disease. 

The research gaps need to be bridged and to be resolved by other 

schemes where the intention is to design CFLCA model for 

predicting heart disease with the grouping of results to identify 

significant classes of Cardiovascular individuals related to the 

heart disease outcomes. The characteristics and the features 

related to the high-risk heart disease patients are analyzed with 

other chronic disease like Cardiovascular is extremely complex. 

It is due to the fact that heart disease is highly connected with 

various other complications and some other diseases. The 

clustered object that comes under an identical class is known as 

cluster. These objects are clustered as one part and other objects 

are considered under other objects. The clustering process is to 

produce identical class objects by summarizing the objects over 

the cluster. The cluster evaluation comprises of partitioning the 

dataset into clusters with resemblances against label allocation 

to generate various clusters. The clustering process is more 

flexible to change and assists in developing helpful features.  

The integration of Fuzzy Logic and Neural Network is 

described as an efficient system that is skilled with the use of 

precise learning process that is attained from CF foundations. 

The Learning is done with the data while the variations are 

performed with a local means. This work integrates CF with FIS. 

The inference system is constructed over the CF framework and 

the learning processes are used to accelerate the FIS metrics that 

are utilized as bias function. CFLCA strategy is based on 

implementing neural fuzzy on the UCI machine learning 

repository. 

C. Cognitive Fuzzy and Learning based Clustering 

Algorithm (CFLCA) 

 
Figure 7: Flowchart of research methodology 

1) Cognitive Fuzzy 

This approach is well-known scheme where the Artificial 

Intelligence (AI) domain is utilized to predict appropriate 

information in every domain that is related to it. NFS function is 

based on training is tuned based on bias function by merging 

Fuzzy system. NFS is utilized to adjust bias function. It is alike 

of CFLCA and works like Fuzzy inference system based on its 

functionality. It is based on the Tsukamoto and Sugeno 

prototypes. This hybrid scheme is adjusted using CFLCA. It is 

specified with the fact that it comprises of two inputs ′𝑥′ and ′𝑦′ 

and the outcomes′𝑧′. Based on this prototype model, the Sugeno 

Fuzzy model is produced with the following rules. General fuzzy 

model is designed by Takagi, Sugeno and Kang (1985). The rule 

format is provided as: 

𝐼𝐹 𝑥 𝑖𝑠 𝐴 𝑎𝑛𝑑 𝑦 𝑖𝑠 𝐵 𝑇𝐻𝐸𝑁 𝑍 = 𝑓(𝑥, 𝑦) 
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Here, 𝐴𝐵 are fuzzy sets in antecedents while 𝑧 = 𝑓(𝑥, 𝑦) is 

a crisp function. FIS process under TS fuzzy method functions 

in the below given form: 

Inputs fuzzification – Here, system inputs are made fuzzy 

Using Fuzzy operator – fuzzy used to attain the output. 

Rule format  

Sugeno rule format is provided by an example below: 

𝑖𝑓 7 = 𝑥 𝑎𝑛𝑑 9 = 𝑦 𝑡ℎ𝑒𝑛 𝑜𝑢𝑡𝑝𝑢𝑡 𝑖𝑠 𝑧 = 𝑎𝑥 + 𝑏𝑦 + 𝑐 

Condition 1: If ′𝑥′ specifies 𝑟1  and ′𝑦′ specifies 𝑠𝑝1  then 𝑐1 =

𝑎1𝑥 + 𝑏1𝑦 + 𝑘1 

Condition 2: If ′𝑥′  specifies 𝑟2  and ′𝑦′  specifies 𝑖2  then 𝑐1 =

𝑎2𝑥 + 𝑏2𝑦 + 𝑘2 

The working functionality of CFLCA framework is 

explained as figure10. 

 

      CFLCA network model comprises of two nodes: adaptable 

and fixed. These layers are composed of various other nodes 

predicted from node function. The anticipated model efficiency 

is based on adaptable parameters over nodes. The network 

learning functionality is based on certain parameter settings for 

reducing error over the appropriate output. It is depicted in 

Figure 10 (2 inputs and one output). The afore-mentioned rules 

are based on FIS method. 

 

 
Fig 10: Hybrid neuro fuzzy 

 

2) Cognitive Fuzzy and its learning methods 

 

CFLCA ALGORITHM 

Input: HeartDiseasesDatasetKM, dim n, CF=0, distance d,      

scalar_factor s 

Output: SmartPredictionRate, ShieldDecisionRank 

1. Procedure heart_disease_set_values (n, CF, d, s) 

2. Read dataset and dimensionality of data collection has 

number of rows “y” and number of columns “z” total 

individual data_cell count “n”. 

3. Construct heterogeneous entity based adjacent matrix 

4. 𝐻𝐷 =  [
𝑑𝑒𝑥𝑝 . 𝐶𝐹𝑎𝑐𝑡 (1 − 𝐶𝐹𝑑𝑎𝑐𝑡). 𝑑𝑑𝑖𝑚,𝑠

(1 − 𝐶𝐹𝑎𝑐𝑡). 𝑑𝑑𝑖𝑚,𝑠 𝐶𝐹𝑎𝑐𝑡,𝑠,𝑑𝑖𝑚
] 

5. loop(i=0; i=r-4; i++) /// selection of medoid point 1.   

6. loop(j=0; j=m; j++) 

7. Select s=data (i, j); End 

8. Calculation of Euclidian distance()  

9. loop(i=0; i=r;i++) 

10. for initialized j compare with n values and in single 

increment 

11. 𝑖 →  𝑦𝑖
(2)

=  ∏ 𝑥𝑗𝑖
(2)𝑘

𝑖=1 ; 

12. 𝑗 →  ∑ 𝜇�̅�[𝑘𝑖𝑜 + 𝑘𝑖1 + 𝑘𝑖2]𝑛
𝑖=1 ; 

13. 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √(𝐴(𝑖 + 1) − 𝐴. 𝑖2) − (𝐵(𝑗 + 1) − 𝐵. 𝑗2) 

End 

14. Normalization () or backtracking () 

15. CFLCA(Input, kNN(Vec), Distance, Categories 

Threshold, decision)  

16. For (k=0; k=data;k++) 

17. Swap k(i+1) and k(i); else 

18. Use k-1times with Repeat 

19. Define(train, test, CFLCA) 

20. Determine(precision, recall) iterate (k-1) end 

21. repeat step 5 to 15 until all points get clustered. 

a) Input Layer 

 This layer s termed as fuzzification layer where every 

node is considered as an adaptive membership function. The 

parameterized functions are membership function for fuzzy set 

or linguistic label which is of trapezoidal generalized bell or 

gaussian/triangular form, i.e., Gaussian membership function is 

depicted based on parameters couples (𝑐, 𝜎). 

𝑦𝑖
(1)

=  𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 (𝑥: 𝑐, 𝜎) =  𝑒
(−

1
2

)(
𝑥−𝑒

𝜎
)

2

 (1) 

Here, gaussian membership parameters are regularized by 

𝑐, 𝜎, these parameters are pointed as antecedent parameters, 𝑦𝑖
(1)

 

is output layer. 

b) Hidden layer 1 

This layer is known as product layer, where every node can 

react tosugeno fuzzy rules. Nodes are gathered from input with 

respective to neuron fuzzification. As an outcome, the firing 

strength of every rule is presented. The neuron output obtained 

from this latey is specified as in Eq. (2): 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 4 

DOI: https://doi.org/10.17762/ijritcc.v11i4.6392 

Article Received: 31 January 2023 Revised: 01 March 2023 Accepted: 07 March 2023 

___________________________________________________________________________________________________________________ 

 

108 

IJRITCC | April 2023, Available @ http://www.ijritcc.org 

𝑦𝑖
(2)

=  ∏ 𝑥𝑗𝑖
(2)

𝑘

𝑖=1

 (2) 

Here, 𝑥𝑗𝑖
(2)

 is input layer from 1(𝑗) to 2(𝑖) layer and output 

is specified as 𝑦𝑖
(2)

 for neuron ′𝑖′ in product layer.  

c) Hidden Layer 2 

It is a standardized layer. It accepts feedback from product 

layer (neurons) and evaluates the weighted firing power. The 

neuron results are expressed as in Eq. (3): 

𝑦𝑖
(3)

=  
𝑥𝑗𝑖

(3)

∑ 𝑥𝑖𝑗
(3)𝑛

𝑗=1

=  𝜇�̅� (3) 

Here, 𝑥𝑖𝑗
(3)

 is received input and neurons generated from 

product layer to neuron over normalization layer 𝑦𝑖
(3)

 is layer 3 

output.  

d) Hidden Layer 3 

It is a defuzzification layer. The nodes are considered as 

adaptable or modifiable nodes. Neuron over defuzzification 

layer computes corresponding weights and values of certain 

rules are specified as in Eq. .4): 

𝑦𝑖
(4)

= 𝑥𝑖
(4)[𝑘𝑖0 + 𝑘𝑖1 +  𝑘𝑖2]

=  𝜇�̅� [𝑘𝑖0 + 𝑘𝑖1 + 𝑘𝑖2] 
(4) 

 

Here, 𝑥𝑗
(4)

 is input of layer 4 while output is 𝑦𝑖
(4)

. 

𝑘𝑖0, 𝑘𝑖1, 𝑘𝑖2are successive parameters of ′𝑖′ rule. 

e) Output Layer 

This layer gives complete output for CFLCA model that 

integrates the output of previous layers. It is expressed as in Eq. 

(5): 

𝑦 =  ∑ 𝑥𝑖
(5)

=  ∑ 𝜇�̅�[𝑘𝑖𝑜 + 𝑘𝑖1 + 𝑘𝑖2]

𝑛

𝑖=1

𝑛

𝑖=1

 (5) 

 

CFLCA learning process comprises of various updated 

parameters using two-pass learning, backward/forward pass 

algorithm. CFLCA parameters are trained for reducing the error 

among the desired and actual output. 

 

EXPERMENTAL RESULT 

In the first phase of clustering technique of k-mean clustering 

is applied in which heart disease dataset is given as input and 

calculated mean and standard deviation of segmented 

dimensional data. Then calculated centroid (center point) of each 

cluster with Euclidean distance and vectors also derived from the 

same. The similar data points are clustered in a single cluster and 

other are in the second cluster. 

 

 
Figure 10: K-means clustering 

 

In figure 10, used advanced k-means clustering for find the 

nearest values and strong entity based dimensional of heart 

disease dataset. After preprocessing completed all data cleaning, 

data integration, data transformation and data deduction (feature 

engineering) process and got exact input for CFLCA Euclidian 

distance.  

 
Figure 11: Clusters marked with centroid 

 

In figure, CFLCA supports to improve the quality of the clusters 

with k-means algorithm and its normalization technique. An 

advanced clustering method improves the cluster quality using 

normalization and backtracking methods. Heart disease dataset 

for better analysis and prediction plotted on two-dimensional 

plane through CFLCA.  Calculated center point of each cluster 

(centroid). 

Final output of the CFLCA clustering algorithm: 

From the above figure, to cluster the dataset k-mean 

clustering algorithm is used. In the algorithm central point is 

selected and Euclidian distance is calculated to generate final 

output. In the final output clusters are formed in which central 

points are highlighted 
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Figure 12: Cluster quality analysis 

 

In figure, cognitive fuzzy learning based advanced clustering 

algorithm is used to segregate information with different 

dimensional and entities. Centroid (central point) is selected in 

the algorithm and Euclidian distance is calculated to generate 

final output. To analysis the cluster quality, graphs are drawn 

and it is analyzed that cluster quality of third cluster is low. 

 
Figure 14: Dataset loaded in K-mean Clustering: 

 

In figure 14, the CFLCA framework improved clustering 

values and quality with normalization. This heart disease dataset 

is shows values with id, age, sex, cp, etc (16 entities). 

 

 
Figure 15: Plotted Dataset 

Figure 15 shows that an advanced k-mean clustering is used 

to improves the data segmentation and classification. Because of 

prediction with experience (fuzzy learning). Figure 15 loaded 

and plotted two-dimensional representation of prediction rate 

and analysis with machine trained values.  

 

 
Figure 16: Data in Single Cluster 

 

In figure 16, general analysis of heart disease dataset 

combined and plotted single two-dimensional plane itself as 

single cluster. 

 
Figure 17: Data Differentiated Using Clustering 

 

In figure explain variation-based entities and its dimensional 

processed with possible number of positive neutrons and plotter 

graph with three different clustering segments. 

This plotted graph values represents all entity and factors are 

completely clustered using CFLCA algorithm. The central 

points (centroid) are marked in every cluster.  

 

     The parameter values which are obtained due to existing 

techniques are mentioned below: Accuracy = 93.24864 Time = 

7.645456 GINI Index = 0.85681 
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     The Second Phase is Classification. The clustered data is 

classified by applying classification technique. The performance 

of data classification depends upon the accuracy of Clustering.  

 

 
Figure 18: Data Clustered using K-mean clustering 

 

COMPARISON WITH EXISTING TECHNIQUE 

 
Figure 20: Accuracy & Execute Time of Base paper 

 

Table 1 Precision Estimation for CFLCA 

Precision 95% 

Sensitivity 96% 

Specificity 95.8% 

 

Table 2 Comparison of performance measures 

Metrics 
Hybrid DM 

algorithms 
CFLCA 

Precision 88.7% 95% 

Sensitivity 84% 96% 

Specificity 82% 95.8% 

 

The rate of classification error is 0.015. The precision of 

CFLCA model is depicted as in Table 1. Here, metrics like 

precision, sensitivity, and specificity is evaluated. The precision 

and sensitivity is 95%; while specificity is 95.8%. The 

anticipated model gives better results in heart disease prediction 

in earlier stage and assists the clopidogrel list to give proper 

treatment during the time of critical issues.  Table 2 depicts the 

comparison of performance metrics like precision, sensitivity, 

specificity of hybrid DM algorithms and CFLCA respectively.  

 

IV. CONCLUSION 

This research work is used to detect heart diseases by using an 

advanced and optimal DM techniques by performing an 

effective and maximum rate of prediction analysis. These 

techniques help in digging meaningful information from large 

amount of data. In this paper K-mean clustering technique is 

utilized for the given datasets to calculate the athematic mean of 

input dataset from the center point. As the heart disease dataset 

becomes more complex nowadays, k mean algorithm can help 

in deriving a relationship between various entities of the dataset 

to predict the heart diseases accurately in health care 

organizations. This dimensionality of the attributes and its 

dataset can be reduced based on various machine learning 

algorithms with better time complexity in future. 

Accuracy level can be increased by using some of the 

algorithms of data mining. Execution time is also reduced which 

helps the individual to save their time. 
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Figure 1.  Example of a TWO-COLUMN figure caption: (a) this is the format for referencing parts of a figure. 
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