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Abstract 

 

Deep convolutional neural networks (DCNN) have made significant 

progress in a wide range of applications in recent years, which 

include image identification, audio recognition, and translation of 

machine information. These tasks assist machine intelligence in a 

variety of ways. However, because of the large number of 

parameters, float manipulations and conversion of the machine 

terminal remains difficult. An optimisation process is initiated to 

address this issue by adjusting the neural network's convolution 

characteristics, which minimises information loss and enhances its 

overall performance. Minimisation of the convolution function 

addresses the optimisation issues. Initially, batch normalisation is 

completed, and instead of lowering neighbourhood values, a full 

feature map is minimised to a single value using the global pooling 

approach. Traditional convolution is split into depth and pointwise 

to decrease the model size and calculations. The optimised 

convolution-based DCNN's performance is evaluated with the 

assistance of accuracy and occurrence of error. The optimised DCNN 

is compared with the existing state-of-the-art techniques, and the 

optimised DCNN outperforms the existing technique. 

 

Keywords: Neural Network, Weight Optimisation, Pooling, Deep 

Learning, Convolution, Normalisation 

 

1. Introduction 

Deep Neural Networks (DNN) is a mathematical function that exploits the functioning of the 

human brain to think and interpret a suitable mapping. DNN has a wide range of applications in real-

life problems [1]. The classification success of DNN is solely based on empirical results, and its 

theoretical explanation is unknown. Hence the classification accuracy needs to be examined to 

characterise the ability of DNN. Some studies question the generalisation ability of DNN and 

experimentally show its tendency to misclassify untrained data. This needs further investigation with 

a reliable performance measure [2]. The standard measures to evaluate the error in the classification 

results of DNN are accuracy, mean squared error, mean absolute error and the sum of squared error 

[3]. But these measures could be more reliable in computing the generalisation error [4]. 

Deep Neural Networks (DNNs) have shown effectiveness in various challenging applications, 

including semantic segmentation, object recognition, voice synthesis, and image classification [5], 

[7]. At a high computational cost, recent neural network models with hundreds of parameters 

demonstrated human-level ability. DNNs that have a lot of parameters must take a while to train. The 
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deployment of these enormous networks is equally challenging in embedded environments. 

Bandwidth and memory become limiting factors when transferring data and weights between 

Compute Units (CUs) [7]-[10].  

Over-parameterisation is a characteristic of neural networks in which extraneous neurons do not 

improve the accuracy of the results [11]. Usually, this repeat may be cut down with little to no accuracy 

loss. The three components of network structure are novel elements, network architecture analysis, 

and knowledge extraction. New aspects include the development of effective building blocks such as 

inception blocks, residual blocks, and separable convolution [12]. Network components also consist 

of the many types of connections between levels. Deep neural networks are completely coupled when 

there are N2 connections between neurons. Only connections in the forward path are considered on 

feedforward layers, which lowers the number of connections. This reduces the number of linkages 

overall to N [13]. 

A neural Network is an information-processing system like the human brain's nervous system 

[14]. It consists of neurons called nodes that act as the information-processing cells in Artificial Neural 

Network. The nodes are interconnected with synapses called weights [15]. Like dendrites in the 

nervous system, the input nodes take the information from different sources and pass it to the 

neighbouring neurons called nodes through these weighted connections [16]. Each node accumulates 

these signals and activates based on the threshold connected. The information is processed by 

adjusting the weights until the neural network recognises a specific pattern [17]. The remainder of the 

article is emphasised: the related works are detailed in Section 2, the proposed methodology is given 

in Section 3, acquired results are given in Section 4, and the article is concluded in Section 5. 

2. Related Works 

The gradient Descent (GD) method, especially the Stochastic Gradient Descent method (SGD), 

is an effective optimisation algorithm for training DNN [18]. For successful learning, a batch-wise 

random selection of data should not affect the stability of the learning algorithm in determining the 

generalisation gap. Since the complexity of the learning function increases the generalisation gap, 

there is a need for stability analysis in the performance of DNN [19]. Not only the complexity and 

organisation of data but network structure also plays a vital role in determining the stability and 

performance of DNN [20].  

Arguments on a network's suitable depth and width are widely discussed open problems [21]-

[25]. This reveals the necessity of solid mathematical concepts to configure the network structure 

according to the size and dimension of the input space. Scaling attributes can lead to worse results 

[26], [27]. Linearly dependent inputs can cause degeneration, slowing the learning process [28], [29]. 

Convergence is faster for the normalised training set. The input variables should be uncorrelated with 

approximately the same co-variance for better results. Hence feature scaling in pre-processing has a 

more significant impact on controlling the stability and generalisation of network performance [30]. 

A neural network is associated with input/output units, and affiliation options weight gift is 

quick-witted [31]-[36]. Multilayer Perceptron (MLP) algorithm is the most significant part of 

extensively engaged and frequent neural networks. MLP is a forward artificial neural network model 

that maps input data sets to gather output [37], [38]. MLP consists of multiple layers of nodes for a 

graph, with a consequent one [39]-[43]. The output depends on the present input instance. The network 

learns in training by changing weights to predict the correct class values. Neural networks have the 

exceptional capacity to derive that inaccurate data and may well be familiar with extract patterns. A 

spot trend is that the unit of measurement needs to be more complex to be identified by humans or 

different computer techniques [44], [45]. Optimised deep-learning techniques can simplify the process 

of handling the data. The critical contribution of the research is to enhance learning by optimising the 

layers. The main contribution is to optimise the layer during training, which diversified research areas 

can utilise for proficient classification. 

3. Proposed Methodology - Optimised Deep Convolutional Neural Network 

A deep convolutional neural network (Deep CNN) has performed excellently in computer vision 

tasks. The deep CNN consists of several convolutional (Conv) layers, pooling (POOL) layers, and 

Fully Connected (FC) layers, each performing a specific task. 

3.1 Convolution Layer 
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The Conv layer was the core of a DCNN, and its output volume held neurons in three dimensions. 

The first Conv1 layers extracted the local features directly from the noisy raw input signal using the 

number of sliding filters and feature maps along the frequency and time axis. The spatial size of the 

output volume in the Conv layers was calculated, and K1×H1×E1 calculated the accepted volume size 

for inputs. K2=K1-L1+2QS+1 calculate s the weight of the output volume . The 

height of output volume was computed by H2 =
H1−L+2Q

S+1
  (i.e., height and width were estimated 

similarly by symmetry), and E2=M calculated output volume depth. Where K1 was the volume size 

in the input region, L1 is the filter size of the Conv1 Layer neurons, S is the stride where they are 

incorporated, and q is the quantity of zero padding utilised on the border (right, left, top, and bottom), 

and M is the count of filters. 

The process is crucial to establish a set of generally applicable criteria that can generalise to 

unknown areas for multi-domain learning. Initially, train the updated ResNet-26 on ImageNet to 

obtain a decent baseline set of parameters. Whenever a new domain enters the network, there is a new 

output layer and adjust depth-wise convolutional filters once it has been correctly set up. Various 

fields use pointwise convolutional filters interchangeably. Additionally, permit domain-specific batch 

normalisation values because the statistics of the images from other domains may vary. The output of 

the domain may be determined by stacking the learned depth-wise convolutional filters for all 

domains, and it is given as 

Ôk,l,m,q = ∑ K̂i,j,m,qi,j . Fk+i−1,l+j−1,m,q       (1) 

Modelling cross-channel correlations and spatial correlations may be naturally separated thanks 

to the use of depthwise separable convolution. The two observations that are the foundation for the 

suggested approach are model effectiveness and explainability of deep neural network hidden units. 

The proposed model segregates the filters depthwise and pointwise, as illustrated in Figure 1. 
 

 
Figure 1. Depthwise and Pointwise Convolution 

 

3.2 ReLU 

A ReLU is used as a half-wave rectifier on a single neuron. It computed the function f(x) = max 

(0, x) with the threshold at zero to activate the network. Instead of a linear activation function, it 

efficiently added non-linearity to the network without significantly affecting the generalisation 

accuracy. 

3.3 Batch Normalisation 

Normalisation is applied to normalise the different sizes of images. The BatchNorm layers are 

inserted immediately after ReLU to initialise the weights for the outputs. Those normalised images 

were the inputs for the next layer. 

3.4 Sub-sampling and Global Average Pooling 

Generally, to remove the noise (smaller case) for each sub-region, it divided the input signal into 

a collection of non-overlapping rectangles and generated the greatest value. The raw input signal was 

subjected to independent sub-sampling/max pooling, which used the MAX operation to enlarge the 
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signal spatially. For the top layers, it decreased both the calculation expense and the size of the input 

map. The most typical pooling layer configuration with 2x2 filtering. Every slice's depth in the input 

is increased by two along the frequency and time axes. The accepted input volume of size 

K1 × H1 × E1 calculated the size of the pooling layer. Two required hyper-parameters were the spatial 

extent (filter size) F and the stride S to shift. Finally, the output of a volume of size K2 × H2 × E2 is 

produced. Where: K2 = (K1−F)/S+1; H2 = (H1−F)/S+1; E2 = E1. A static input function introduced 

zero parameters, and the padding was not required to estimate the pooling layer. 

One of the main components of the enhanced DCNN-GAP approach is the global average 

pooling (GAP) layer. Global average pooling is a novel method to address the issue of the fully 

connected network's excessive number of model parameters in the conventional DCNN. The max-

pooling procedure of conventional DCNN and the GAP's fundamental operation is comparable. 

However, in contrast to the standard max-pooling operation, the GAP layer uses several unique global 

average pooling filters (also known as pooling windows). The rectangular matrix used by the GAP 

filter is unique. The global average pooling is expressed as 

Savrg_pooling
l =

1

c
∑ X1:h,   1:k,   i

lc
i=1         (2) 

Where Slavrg_pooling indicates s global average pooling at the feature map at the lth output, the 

feature map index is indicated by l, the entire count of the elements in the kernel is indicated by c, and 

the pooling kernel range is indicated by h from 1st to hth line, and pooling kernel range is denoted by 

l:k that is with the width direction from 1st to the kth column. Correspondingly, height is h, and width 

is w, which is indicated in the feature map, and the global average pooling filter is indicated by the 

X1:h,   1:k,   i
l   element. Figure 2 illustrates the size of the feature map, the feature map gap and the 

classification process at the softmax layer. 
 

 
Figure 2. Schema of Global Average Pooling 

 

3.5 Fully Connected Layers 

Finally, after several convolutions, max-pooling layers and ReLU, the high-level reasoning was 

done by the fully connected layers in the NN. Neurons are fully connected to the previous layer as a 

regular NN. Their activation is computed with a matrix multiplication followed by a bias offset, given 

as: 

Yout = ∑ wixi
n
i=1 + bi           (3) 

Where x was the input of the integers i=1, 2,... n; w were the weights given to the inputs; and b 

were the biases. The words "cons" and "R" stand for the random number between [0, 1] and the 

constant parameter smaller than 1, respectively. The neural network's optimised nonlinear constrained 

problem corrects the bias reduction method. In the below equation, the number of neurons in the input 

layer is N1, those in the hidden layer is N2, those in the output layer is N3 and the weights used to 

link the st neuron of the output layer to the jth neuron of the hidden layer and the ith neuron of the 

input layer are wsj
O  and wji

H . θs
O  and θj

H  are the bias of the neuron s and j. OOes , OHej , OIej  is the 

output of the neuron s,j, I for the eth pattern at the input. The term Iei is the input at ith input layer for 

the pattern at e. The primary goal is to optimise and reduce the discrepancies between the modelled 
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and target outputs through training. Figure 3 illustrates the overall schema of the proposed DCNN, 

whereby the global average pooling and filtering are illustrated. 

DCNN:

{
 
 

 
 minimumFn = ∑ ∑ (TOes −OOes)

2N3
s=1

e
e=1                                                                 

subject to TOes − f (∑ wsj
OOHej − θs

ON2
j=1 ) = 0 (s = 1,2,3,…… ,N3)

OHej − f(∑ wji
HOIej − θj

HN1
i=1 ) (j = 1,2,3,…… ,N2)                              

 (4) 

 

 
Figure 3. Overall Schema of Optimised DCNN 

 

3.6 Dropout Layer 

Since a fully linked layer consumed most of the noise-sensitive signal's characteristics, it was 

more likely to degrade performance and lead to overfitting. Overfitting and noise were stopped with 

the introduction of the dropout approach. Individual nodes were either "dropped out" of the net with 

probability 1-ρ = 0.5 or maintained with probability ρ at each training step. Therefore, a reduced 

network is left by dropping out the incoming node and the outgoing edges removed. Low LR (0.3) 

controlled the drastic change in weight while learning the network, i.e., more relevant features found 

by the DCNN after dropout with low LR. It helped to get more native recognition accuracy and 

defeated overfitting with clean raw multilingual input signals.  

The dropout with max pooling is used for noisy redundant nodes elimination from more sensitive 

noisy signals (i.e., signals with more noise have less multilingual native speech information). After 

dropout, the node had the maximum value pooled by the max pool layer to choose the more 

informative clean native's speech feature. The pre-trained DCNN contained a set of hidden layers. 

Those were convolution, ReLU, normalisation, pooling, fully connected and dropout layers. At the 

top of the DCNN layers, a softmax loss layer (dropout) is introduced. Numerous localised features 

structured as several feature maps for multilingual numerals, words, and short sentences were included 

in the input. As additional convolutions, pooling, and dropout processes were used, the size (resolution) 

of the feature maps increased to include more small and precise speech characteristics at the top layers.  

On top of the final DCNN layer, one or more fully linked hidden layers are often added to 

aggregate the features across all frequency bands over time. Sub-sampling with dropout was employed 

to reduce noise in the pre-trained models' structure since raw pictures were noisy. Following the fully 

linked layer, the dropout layer is added to prevent overfitting by removing redundant nodes from both 

networks. The network size was maintained by replacing one ReLU layer after the fully connected 

layer and adding one dropout layer. 

In image net-vgg-f and Alex-net pre-trained models, the total number of Conv layers was five 

with different sizes of filters. The first Conv1 layer of the Vgg-f model had 64 feature maps, and the 

Alex-net had 96 feature maps with the same filter size (11*11*3). The second Conv2 layer of Vgg-f 

and Alex-net had the same number of feature maps, 256 with filter size (5*5*64 and 5*5*48). The 

third Conv3 layer of Vgg-f had 256, and Alex-net had 384 feature maps of the same size as the filter 

(3*3*256). The fourth Conv4 layer of Vgg-f had 256, and Alex Net had 384 feature maps with the 

filter size of (3*3*256 and 3*3*192). The last conv5 layer of Vgg-f was the same as those of C3, C4, 

and Alex-net had 256 feature maps of the same size as that of C4. In both the pre-trained models, 6 

ReLUs were used after ReLU 2 normalisation layers were used for layer-level weight initialisation.  

BatchNorm layers (224x224x3) are used immediately after ReLU to initialise the weights for the 

outputs. Those outputs were the inputs for the next layer. Five pooling and one softmax layer were 

used to remove noises. In both the pre-trained models, three fully connected layers were used. One 

dropout layer is introduced after the first fully connected layer to remove the noisy redundant node 

and defeat the overfitting. The dropout layer dropped out the noisy redundant nodes and chose the 
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maximum value (having more noise and less nativity information) among the minimum values (less 

noise affected area having more nativity information) using the max pooling operation. 

4. Result and Discussion 

The degree to which a specific value closely resembles situations that have been classified is 

known as accuracy. The testing process is accomplished using 40% of the data, and the training is 

done with 60% of the data. The representation of systematic errors and statistical bias is accuracy. It 

is also the recognition of (both TP and TN values) among the count of the assessed classes and the 

degree to which an estimation matches the actual value. Acquired accuracy over diverse iterations is 

illustrated in Figure 4. It is determined as 

Accuracy =
TP+TN

TP+TN+FP+FN
        

  (5) 
 

 
Figure 4. Accuracy of Testing the Image 

 

According to classification accuracy, the proportion of accurate predictions to all predictions, 

Figure 4 shows how well the classification model performed. Over time, the suggested method 

becomes more accurate. 

Figure 5 shows the loss, and loss occurrence minimises over iterations. To lead the model toward 

convergence during the training phase, the loss function measures the variation between the system's 

output data and the appropriate sample data. Eliminating the loss value results in the model fitting the 

training examples and the lowest test error. Figure 6 illustrates the image acquired from the 

convolution and batch normalisation process. Figure 7 illustrates the function evaluation process over 

the count of the minimum objective function. 
 

 
Figure 5. Loss of Testing the Image 
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Figure 6. Convolution and Batch Normalisation 

 

 
Figure 7. Function Evaluation and Minimum Objective Function 

 

A confusion matrix table, shown in Figure 8, illustrates how effectively a categorisation system 

operates. In a confusion matrix, the results of a classification algorithm are shown and summarised. 

The occurrence of an error during optimising the layer is illustrated in Table 1, and the illustration is 

depicted in Figure 9. 
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Figure 8. Confusion Matrix for Testing Data 

 

Table 1. Comparison of Error 

Algorithm Error Rate 

Stochastic Pooling 4.67 

Learned Pooling 4.71 

BN Inception Ensemble 4.82 

Optimised DCNN 3.92 

 

 
Figure 9. Comparison of Error 

 

The comparison of error rates shows that the proposed approach is practical in terms of minimal 

error rate and outperforms the existing technique. 

5. Conclusion 

In recent years, deep convolutional neural networks (DCNN) have achieved significant 

advancements in various applications, such as image identification, voice recognition, and the 

translation of machine information. These activities help artificial intelligence in many different ways. 

However, float operations and terminal machine conversion are still challenging because there are so 

many factors. To address this problem, optimisation of convolution in the DCNN is started, which 
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modifies the neural network's properties and minimises information loss while enhancing performance. 

Convolution function minimisation solves the optimisation problems. After batch normalisation, a 

whole feature map is first reduced to a single value using the global pooling method rather than 

decreasing neighbourhood values. Traditional convolution is divided into depth-wise and pointwise 

to reduce the model size and calculations. Accuracy and error occurrence help assess the performance 

of the optimised convolution-based DCNN. The proposed approach attained a minimal error rate of 

3.92 and higher accuracy, indicating the proposed technique's effectiveness. The proposed approach 

attains adequate accuracy with minimal error where the occurrence of several layers is a complicated 

process. In future, it can be addressed by a pruning strategy. 
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