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Ground penetrating radar (GPR) is important for detecting shallow subsurface
structures, which has been successfully used on the Earth, Moon, and Mars.
It is difficult to analyze the underground permittivity from GPR data because
its observation system is almost zero-offset. Traditional velocity analysis
methods can work well with separable diffractions but fail with strong-
interfered diffractions. However, inmost situations, especially for lunar orMartian
exploration, the diffractions are highly interfered, or even buried in reflections.
Here, we proposed a new method to estimate the underground permittivity and
apply it to lunar penetrating radar data. First, we isolate a group of diffractions
with a hyperbolic time window determined by a given velocity. Then, we
perform migration using the given velocity and evaluate the focusing effects of
migration results. Next, we find the most focused results after scanning a series
of velocities and regard the corresponding velocity as the best estimation. Finally,
we assemble all locally focused points and derive the best velocity model. Tests
show that our method has high spatial resolution and can handle strong noises,
thus can achieve velocity analyses with high accuracy, especially for complex
materials. The permittivity of lunar regolith at Chang’E-4 landing area is estimated
to be ∼4 within 12 m, ranging from 3.5 to 4.2 with a local perturbation of ∼2.3%,
consistent with ∼3% obtained by numerical simulations using self-organization
random models. This suggests that the lunar regolith at Chang’E-4 landing area
is mature and can be well described by self-organization random models.
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1 Introduction

Ground penetrating radar (GPR) is important for detecting shallow subsurface
structures, which has been successfully used on the Earth, Moon, and Mars
(Boisson et al., 2009; Jordan et al., 2009; Fang et al., 2014; Xiao et al., 2015; Zhang et al.,
2015; Schroeder et al., 2019; Hamran et al., 2020; Zhou et al., 2020; Oudart et al., 2021;
Zhang X et al., 2021; Li et al., 2022). However, it is difficult to analyze the underground
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velocity because the observation system of the GPR is almost zero-
offset (i.e., the transmitter and the receiver are close to each other
in position), which has no enough number of multiple offsets
(Su et al., 2014; Zhang et al., 2014; Fa et al., 2015; Feng et al., 2019).
Consequently, we can only estimate the velocity using methods
originally developed for zero-offset data (Economou et al., 2020;
Leong and Zhu, 2021). Fortunately, the zero-offset radar profiles
are similar to the post-stack seismic profiles; thus, we can take the
benefits of the velocity estimation methods that were developed in
seismic exploration field for post-stack seismic profiles (Claerbout,
1985; Zhu et al., 1998; Hu et al., 2001; Fomel et al., 2007; Reshef and
Landa, 2009; Carpentier et al., 2010).

The simplestmethodof velocity estimation is to assign a constant
velocity for each identifiable layer, assuming that there is no lateral
variation in each layer (Dai et al., 2014; Li et al., 2017). Undoubtedly,
this method would encounter great uncertainty because it is difficult
to evaluate the accuracy of velocity estimations. Another velocity
estimation method is to fit hyperbolic-shape diffractions in the
GPR profiles by velocity scanning (Yilmaz, 2001; Ristic et al., 2009;
Dong et al., 2020; Giannakis et al., 2021). However, this method
requires that the diffractions have a relatively high signal-to-noise
ratio and have little interference from adjacent hyperbolas. In the
presence of strong scattering, the diffractions from different objects
mostly gather together rather than staying isolated; thus, it is difficult
to separate them with existing methods.

Another method of velocity analysis is to focus the diffractions
by migration (Sava et al., 2005; Yuan et al., 2019). The migration-
based methods can numerically collect the weak diffractions into
smaller areas and undoubtedly enhance the local signal-to-noise
ratio in the migration domain (Li and Zhang, 2022a); however,
the available amount of diffractions for this method is relatively
limited; consequently, we can not cover the whole model and
leave some empty regions, especially in the presence of strongly
cluttered diffractions. Unfortunately, this is the usual case for
the Moon and Mars, because the extraterrestrial bodies had
experienced long-term impact. The abundant ejecta in subsurface
layers would cause strong interference of diffractions in the GPR
data.Therefore, many existing velocity analysis methods can achieve
good results for theoretical models with sparse scattering objects
but are almost powerless for models with vast strong-scattering
objects.

The diffraction separation technique was proposed in seismic
exploration field for zero-offset data (Fomel, 2003a; Fomel,
2003b). This method performs plane wave decomposition-based
local curvature analysis to separate diffractions from reflections.
However, as a data-driven method, it relies on curvature analysis
in the data domain (Fomel et al., 2007; Li et al., 2021a; Song et al.,
2021; Li and Zhang, 2022b) and is vulnerable to the influence of the
original signal-to-noise ratio. Additionally, all rapid local variations
of curvature tend to be regarded as diffractions, while the others
are regarded as reflections. Thus, the reflections and diffractions can
not be fully separated purely by local variations of curvature, since
some reflections may also have relatively rapid local variations of
curvature and the diffractions may also have relatively slow local
variations of curvature. Therefore, new methods on GPR velocity
analyses are needed to identify weak diffractions precisely and
avoid the interferences from both adjacent diffractions and strong
reflections.

In this paper, we proposed a new method to estimate the
permittivity (converted from velocity) of subsurface materials based
on migration and diffraction isolation. First, we isolate a group of
diffractions in the un-migrated domain with hyperbolic windows
determined by a given velocity. Then, we perform migration on
the isolated data using the given velocity and evaluate the focusing
effects of the migration results of isolated diffractions. Next, we pick
up the most focused results after scanning a series of velocities and
regard the corresponding velocity as the best estimation. Finally,
we obtain a dense set of velocity estimation points at all locally
focused positions, and the best estimation of the velocity model can
be derived after assembling all available points.

2 Methodology

In this section, we show the details of the proposed method for
estimating the permittivity of subsurface materials (Figure 1). There
are three steps: 1) isolating weak diffractions with a set of hyperbolic
windows determined by different velocities; 2) collecting the isolated
weak diffractions by migration; 3) focusing analysis by evaluating
the ratio of amplitudes between the focused point and around the
focused point in the migrated domain.

FIGURE 1
The flow chart of the proposed velocity estimation method.

Frontiers in Astronomy and Space Sciences 02 frontiersin.org

https://doi.org/10.3389/fspas.2023.1188232
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Lv and Zhang 10.3389/fspas.2023.1188232

The permittivity of lunar regolith and basalt blocks generally
ranges from 3 to 7 (Olhoeft et al., 1975a; Heiken et al., 1991).Within
this range, we apply grid searching on nine possible values. In the
migrated domain, we define two parameters to evaluate the focusing
effects under a given velocity, and the diffractions can be easily
identified from cluttered diffractions and reflections.

2.1 Formation of hyperbolic-shape
diffractions in GPR profile

The electromagnetic wave can propagate in the air and
underground media. We can observe back-propagating waves of
reflections on the boundary of diffractors with discontinuous
dielectric properties, such as basalt blocks (Hiesinger and Head,
2006; Jolliff et al., 2006; Fa et al., 2015); similarly, we can also
observe diffractions when the size of diffractor is comparable to the
wavelength of electromagnetic wave. The energy of diffractions is
usually smaller than that of the reflections.

We assume that each block of ejecta or rocks can be considered
as a point-like diffractor since the influence of scattering body
decreases with the increase of depth h0(m); thus, the travel
time of diffractions presents as a hyperbola in the GPR profile
(Capineri et al., 2008; Ristic et al., 2009; Kouemou, 2010; Soldovieri
and Solimene, 2010; Ding et al., 2020; Lv et al., 2020), when the GPR
rover moving from x to x0 over the diffractor at (x0, h0). Figure 2A
illustrates the forming principle and geometric relationship of
corresponding diffractions as

(x0 − x)
2 + h02 = v2t2, (1)

which can be transformed into a hyperbolic form as

t2

( h0
v
)
2 −
(x0 − x)

2

h0
2 = 1, (2)

where t represents the one-way travel time, v represents the average
propagating velocity of electromagnetic waves. Given the location
of a scatter at (x0, h0), the only parameter controlling the shape

of hyperbola will be v. The relative magnetic permeability of most
subsurface material approximately equals to 1 and the conductivity
affects little during the wave propagation for high-frequency radar
waves; thus, themedia could be regarded as ideal dielectric and v can
be calculated by (Heiken et al., 1991)

v = c
√εr
, (3)

where c is the speed of light in vacuum and ԑr is the relative dielectric
permittivity (Gold et al., 1972; Olhoeft et al., 1974; Heiken et al.,
1991; Rochette et al., 2010). At the same location, for a smaller
permittivity, the propagating velocity will be higher and the
corresponding hyperbola will be sharper and narrower; in contrast,
for a larger permittivity, the velocity will be lower and the
corresponding hyperbola will be flatter and broader (Figure 2B).

2.2 Improving signal-to-noise using
migration

Migration is a common technique for imaging underground
structures (Claerbout, 1985; Leuschen and Plumb, 2001;
Stuart, 2003; Özdemir et al., 2014). It can numerically collect
a group of diffractions into a small region around the apex
if the permittivity used is close to the true one; as a result,
the diffractions originally hidden by strong noises can be
highlighted in the migrated domain (Li and Zhang, 2022a; Li
and Zhang, 2022b). Here, we use F-K migration (Stolt, 1978),
which is a direct method that is the fastest known migration
technique.

We test on two simple models with strong random noises
to illustrate the necessity of migration on improving signal-
to-noise in the migration domain (Figure 3). We can see that
the hyperbolic-shape diffractions are almost completely hidden
in background noises before using migration. In contrast, the
results after using migration (Stolt, 1978) show a clear peak in
the wiggle along the apex of diffractions. This indicates that the
weak diffractions can be extracted from the strong background
noises using migration. In other words, the diffractions can be

FIGURE 2
Illustration of the generation of diffractions and their isolations. (A) Mechanism of the radar observation and the forming principle of diffractions. The
black lines with arrows indicate the propagation tracks of electromagnetic waves, the blue hyperbola represents the corresponding echo from the
point-like diffractor in the radargram. (B) The center hyperbolas of isolating windows determined by different permittivities.
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FIGURE 3
Illustration of improving the signal-to-noise ratio using migration. (A) Weak hyperbolic-shape diffractions buried in strong random noises. (B) The
migration results of (A). (C) Comparison of wiggles of the one trace along the apex of diffractions: the blue curve denotes the original data shown in (A)
and the red curve denotes the migrated profile shown in (B). (D–F) Another case similar to (A–C) but with a different kind of random noises shown in
(D).

highlighted after migration and the energy peak can well indicate
the location of the diffractor. With migration, we can achieve
the best velocity estimation after comparing the focusing effects
under different velocities. However, the actual media is far more
complex with a large number of scattering objects; additionally,
their diffractions mostly gather together and interfere with each
other, especially for the widely existing ejecta layer on the Moon
and Mars. Thus, the velocity analyses after directly using migration
could not well separate these interferences. We propose to generate
a series of hyperbola windows within the possible range of
permittivity to isolate each group of diffractions and suppress both
random noises and the interferences. The velocity analyses are
performed on these isolated data thus can well handle cluttered
diffractions.

2.3 Diffraction isolation

The isolation of diffractions and the migration had been
proven effective in reducing the above-surface diffractions (Li et al.,
2021a). Traditional methods perform migration to the whole
data set without isolating each group of diffractions; thus, the
cluttered diffractions are still strongly interfered in the migrated
domain (Carpentier et al., 2010). In contrast, we isolate the target
diffractions from others in the un-migrated domain by some proper
windows, which can largely avoid the influence from both adjacent
diffractions and reflections, since the input data for the migration
are dominated by the target diffractions and only small parts of

adjacent diffractions or some segments of reflections exist. This can
greatly improve the signal-to-noise ratio after applying migration
to such windowed input data, compared with applying migration
to the whole data; additionally, it can also improve the spatial
resolution by separately analyzing each group of diffractions at a
time.

According to the forming principle of diffractions, the
isolation window can be automatically built up with the widen
of the theoretical hyperbola. Therefore, we can build a series
of hyperbola windows in different shapes at different depths
using various permittivities (i.e., velocities). After analyzing some
typical GPR data, we set the temporal width of the window to
be 10–20 samples. These windows would be applied to isolate
the diffractions from the GPR profile independently, and the
surrounding noises and interferences can be well suppressed
(Figure 4). In this way, the input data d can be divided into two
parts: dw(ԑi) is the isolated part within the hyperbolic window
region, the shape of the hyperbolic window is under the control
of permittivity ԑi, and the rest part is out of the window dr =
d—dw(ԑi).

The main drawback of the proposed method is the huge
computational cost, due to dealing with a vast number of potential
diffractions independently. Fortunately, the total computational cost
becomes affordable after applying a series of optimization steps.
First, we apply grid searching on every 5 time steps, this can improve
the efficiency greatly while preserving the shapes of diffractions;
then, we apply migration within a small region instead of the
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FIGURE 4
Illustration of diffraction isolation in Chang’E-4 LPR profile. (A, B) are the radar profile before and after diffraction isolation, respectively.

FIGURE 5
Migration results under different permittivities. (A) Hyperbolic-shape diffraction. (B–D) The corresponding migration results with the permittivity of ԑ+,
ԑ, and ԑ-, respectively.

whole profile, which can further reduce the computational cost;
finally, we adopt a fast implementation of migration (e.g., Stolt,
1978).

2.4 Focusing analyses in migrated domain

For each group of diffractions, permittivity is the key parameter
controlling the focusing effects of migration results. If the
permittivity is true, the diffractions can be perfectly focused within
a small region close to the true location of the diffractor; if too
large, the diffractions will be under-migrated and display as a
downward-opening curve with reduced spatial scale; otherwise, if

too small, the diffractions will be over-migrated and display as an
upward-opening curve (Figure 5) (Claerbout, 1985; Zhu et al., 1998;
Li et al., 2021b). For a given group of diffractions, there must be a
permittivity model with which the diffractions can be best tailored
by a hyperbola window, and the migration results would be highly
focused with the highest signal-to-noise ratio. In other words, for
a properly-tailored group of diffractions, the permittivity can be
determined once we obtain the best-focused migration results. This
allows us to finely tune the velocity for each potential diffractor
independently.

We assume that one group of diffractions is already tailored
properly with a group of given windows determined by the

Frontiers in Astronomy and Space Sciences 05 frontiersin.org

https://doi.org/10.3389/fspas.2023.1188232
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Lv and Zhang 10.3389/fspas.2023.1188232

permittivity ԑi, and A is the migrated result as below

A = FKMig(dw,ԑi). (4)

Then we calculate the partial derivativesHt andHx of A in time
and horizontal direction,

[H t ,Hx] = gradient(A). (5)

We then use the sum of Ht and Hx to represent the amplitude
variation at point (t0,x0) in A, which can be calculated as

H(t0,x0) = |H t(t0,x0)| + |Hx(t0,x0)|. (6)

To further quantify the amplitude variation (i.e., the focusing
effects around this point under a specific permittivity), we
design a gradient template around the target. We bring in
a parameter P to express the focusing energy around the
target:

P =
t0+u
∑

t=t0−u

x0+v
∑

x=x0−v
H(t,x), (7)

where u and v (u > 1,v > 1) represent the side lengths of
the template in time and horizontal direction, respectively.
Usually, P would be greatly higher for diffractors, compared
with non-diffractors. When P exceeds a certain threshold,
we consider that there may be diffractors there, which
require further focusing analysis. Then we introduce A,B,C,D
to represent the focusing energy around the point (t0,x0)
(Figure 6),

A =
t0−u−1

∑
t=t0−2u

x0+v

∑
x=x0−v

H(t,x), (8)

B =
t0+2u

∑
t=t0+u+1

x0+v

∑
x=x0−v

H(t,x), (9)

C =
t0+u

∑
t=t0−u

x0−v−1

∑
x=x0−2v

H(t,x), (10)

D =
t0+u

∑
t=t0−u

x0+2v

∑
x=x0+v+1

H(t,x), (11)

In different radar profiles with different time step and spatial
interval, we need to set different u and v. Figure 6 shows the
template under u = 4, v = 2. For high-frequency radar profile,
u is usually greater than 10 and there will be a multiple
difference between u and v. Therefore, we can ignore the effects
of signal energy within the gray area in Figure 6 during focus
evaluation.

Then we introduce two parameters R1 and R2:

R1 =
P

P +A+B+C +D , (12)

which is the gradient ratio between the amplitudes of target area
(blue region in Figure 6) and all points within the template.

R2 =
P

A+B+C +D , (13)

which is the gradient ratio between the amplitudes of target area
and area around the target (pink, yellow, green and purple region

FIGURE 6
The template of energy distribution around the target (marked with
the star) in migrated domain. P is the signal energy within the blue
area; (A–D) represent the surrounding signal energy, drawn in pink,
yellow, green and purple respectively.

in Figure 6). These two ratios (i.e., R1 and R2) can well represent the
focusing effects in the migrated domain.

Here we show the R1 and R2 (Figure 7) calculated from
Figures 5B–D. It is obvious that the focusing energy is the strongest
under an accurate velocity model.

We argue that if there is a diffractor, there must be two
maximums of R1 and R2 after comparing a series of these two
ratios obtained under different permittivities. In other words, when
R1 and R2 reach their maximums under the same permittivity
simultaneously, this permittivity can be regarded as the best
estimation; otherwise, we suppose that there is no diffractor at
current point. In this way, we can locate the diffractor and estimate
the corresponding permittivity simultaneously.
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FIGURE 7
Histograms of R1[blue line in 7(A)] and R2[red line in 7(B)]. ԑ-, ԑ and ԑ+ corresponds to the over-migrated, perfectly migrated and under-migrated
situation, respectively.

3 Application in lunar penetrating
radar data

Wehope to employ ourmethod to a local lunar penetrating radar
(LPR) profile from Chang’E-4 mission (Zhang J et al., 2021), so that
we can acquire the corresponding permittivity profiles at the landing
site.This can help us to better understand the structure and property
of lunar subsurface material.

The LPR onboard Yutu-2 rover has two channels, with
the dominant frequency of 60 MHz (Channel-1) and 500 MHz
(Channel-2), respectively. We only consider the high-frequency
channel, which is for detecting shallow structures. Under the
dominant frequency of 500 Mhz, the diffractors with diameter over
∼15 cm would be mostly identified (Jol., 2009). The Channel-2
antennas are 30 cm over the surface, in Bowtie shape. The two
receiving antennas (A and B) are close to the emitter with a
distance of 15.4 cm and 31.7 cm, respectively (Fang et al., 2014).
The time step of channel 2B is 0.3125 ns and spatial interval is
3.65 cm.

We first test our method with a numerical model to
show its feasibility. We build a simple scattering model and
perform numerical simulation with the finite-difference method
(Figures 8A, B). Based on the simulated radar records, we further
carry out the F-K migration and focusing analysis in the migrated
domain.The scanning region (the box in Figure 8B) is between 13 ns
and 17.7 ns in time, from x = 0.5 m to x = 4.25 m. Figure 8C shows
that our proposed method can well locate the diffractors and derive
the corresponding permittivities from the radar record.

3.1 Application in a typical group of
diffractions

After confirming the feasibility of this method, we then employ
it to a typical group of diffractions from the LPR profile and

compare the focusing effects in the migrated domain before and
after diffraction isolation. The location of the group of diffractions
is marked with the red star in Figure 9.

After nine rounds of diffraction isolation and migration, we can
obtain nine groups of gradient ratios R1 and R2 (Figures 10A, C). It
can be seen that R1 and R2 reach their maximums simultaneously
with the permittivity of 4. To be more precise, we refine the
permittivity from 3.5 to 4.5 by a one-fifth interval and find that
the largest ratios appear at permittivity of 3.7 (Figures 10B, D).
Therefore, the best estimation of the permittivity at this point
should be 3.7. Under this permittivity, we compare the focusing
effects in the migrated domain with or without diffraction isolation
(Figure 11). Obviously, the signal energy is better focused after using
diffraction isolation, although the peak is slightly reduced compared
with that before using diffraction isolation. This indicates that the
diffraction isolation can well suppress the interference from noises
and surrounding diffractions, which can also explainwhy the energy
peak falls slightly. Besides, the location of the diffractor can be
more accurate after diffraction isolation, as shown by the wiggles in
Figure 11D.

3.2 Application in local profile

We further apply our method to the local LPR profile. The
location of the scanning region is indicated with the red dotted box
in Figure 9. The original LPR data have a time step of 0.3125 ns
and a spatial interval of 3.65 cm. We pick up the data every 5 time
steps from traces No. 1150 to No. 1350 to save the computational
cost. Comparing the gradient ratios of R1 and R2, we can pick up
the diffractors while recording their corresponding permittivities.
Ultimately, we can acquire a two-dimensional map of permittivity
distribution using the proposed method (Figure 12).

The depth of the region (red box in Figure 9) is within 20 m,
the permittivity is generally between 3 and 5 (Li et al., 2021b).
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FIGURE 8
Test on a scattering model. (A) Numerical permittivity model. (B) The corresponding simulation result. (C) The result of velocity estimation.

FIGURE 9
Illustration of diffraction isolation. The base map is the local LPR
profile obtained by the Yutu-2 lunar rover (Zhang X et al., 2021). The
star marks the location of typical diffractions used in 3.2.1. The box
indicates the scanning region in 3.2.2. The hyperbolas illustrate nine
rounds of diffraction isolation at three coordinate points using
different permittivities.

Therefore, the permittivity beyond the range [3,5] would be absurd.
We eliminate the absurd values of permittivity to avoid potential
influence from few wild points (Figure 12A). Then we interpolate
the permittivity profile to generate continuous velocity estimation

along the whole LPR profile then apply two rounds of median
filtering to smooth the interpolated results. It should be noted
that the permittivity calculated above represents the depth-averaged
permittivity between the surface and the diffractor, instead of the
interval permittivity at a specific depth. Thus, we need to transfer it
into the interval velocity with Dix inversion as follows (Dix, 1955;
Bradford and Harper, 2005; Sato and Feng, 2005)

vint,tn =
√vave,tn

2tn − vave,tn−1
2tn−1

tn − tn−1
, (14)

where tn represents the time samples, vint ,tn represents the interval
velocity at the time point of tn, and vave,tn represents the average
velocity within time tn, which is the average of the first n temporal
pixels. Thus, the interval permittivity can be calculated point by
point. Finally, the two-dimensional map of permittivity distribution
can be obtained, as shown in Figure 12D. The spatial resolution can
be roughly up to 30 cm, comparable to the spatial resolution of the
LPR (∼30 cm). From Figures 12A, D clear increasing tendency of
permittivity versus time can be seen, revealed as an expanded yellow
region.

Based on this local map of permittivity distribution, we can
gather more information on dielectric property by analyzing
the statistical characteristics of lunar regolith. Figure 13A shows
the relative permittivity scatterplot derived from the map. The
permittivities vary in a similar tendency between different traces,
which indicates that there is sight lateral variation along the LPR
profile. Additionally, the permittivities on all points are generally ∼4
from 30 to 150 ns. The linear fitting results show a tiny increasing
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FIGURE 10
The gradient ratios histograms in typical diffraction tests. (A) and (C) list R1 and R2 calculated using different permittivities ranging from 3 to 7,
respectively. (B, D) are the locally refined results between 3.5 and 4.5 of (A, C), respectively.

FIGURE 11
Local energy maps and slices of migration. (A, B) are energy maps with or without diffraction isolation, respectively. (it, ix) is the coordinate of the
diffractor. (C) The energy slices along A-A′ shown in (A, B). (D) The energy slices along B-B′ shown in (A, B).
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FIGURE 12
Permittivity map obtained from scattering points. (A) The scatter plot of average permittivity. (B)The interpolation result of scattering points shown in
(A). (C) The median filtering result of (B). (D) The smoothed map of interval permittivity converted from (C) by Dix inversion.

linear trend from 3.85 to 4.1 between 30 and 150 ns, depicted
with the red line in Figure 13A. This indicates that there is almost
no rapid variation of permittivity with depth. Furthermore, we
calculate the mean and median of permittivity at every moment;
after the reservation of only one decimal, we calculate the mode
average. As shown in Figure 13B, the statistical curves reemphasize
the increasing trend of permittivity versus time, and the upward
tendency indicted by themean andmedian permittivity are basically
the same, but the curve of mean value changes more gently.
It is also worth noticing that with the increasing of depth, the
permittivity varies more violently. This phenomenon indicates that
the heterogeneity of lunar regolith would be more obvious in deeper
materials, which is generally consistent with the gardening process
of shallow lunar materials (Zhang, J, et al., 2021).

Another statistics and error analysis is carried out by averaging
the estimated permittivities every 5 time steps, as illustrated in
Figure 14A. The time points are marked with red dots, and the one
standard deviation (1σ) errors within each subsection are identified
with dark bars, indicting the confidence bound of our results. For
instance, the average permittivity at time point t0 is calculated with

εr,t0 =
∑t0+4

i=t0−4
εr,i

9 , t0 = 5,10,15…
(15)

This graph provides a new sight for analyzing the permittivity
distribution. Averaging the permittivity helps to limit the influence
of some singular permittivity values while retaining the local

characteristics on the overall trend, which is beneficial to summarize
the relationship between permittivity and travel time.

With the estimated permittivity at a certain travel time, we can
extract a relationship by curve fitting as

εr =
4.1t + 16.41
t + 6.884 , (16)

where t is the travel time (ns), εr is the relative permittivity.
Consistent with previous studies, the statistical regulation shows
an increasing trend of permittivity versus depth, indicating that
the relative permittivity of lunar subsurface materials is in strong
positive correlations with depth. The red curve in Figure 14B
represents the averaged permittivity at every moment, and the blue
curve is the fitted relationship. With these fitting results, we can
analyze the degree of permittivity variation within this region. The
peaks and valleys at time point tj are collected and the root mean
square local permittivity perturbation ξ can be calculated with

ξ =
N
∑
j=1

|εr,t j − εf it,t j|
N ∙ εf it,t j

, (17)

where N is the number of peaks and valleys, εr,tj and ε fit,tj is the
averaged relative permittivity and the fitted one, respectively. The
local permittivity perturbation ξ is estimated to be ∼2.3%, which
is consistent with 3% obtained by the simulated results (Zhang, X.,
et al., 2021). This verified that the lunar regolith at the Chang’E-
4 landing area can be well described by self-organization random
models.
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FIGURE 13
Statistical characteristics of permittivity distribution. (A) The scatterplot of permittivity, where the red line is the linear fitting result. (B) The mode, mean
and median permittivities at every moment.

FIGURE 14
Permittivity distribution along time. (A) The red line with dots and the black bars represent the average permittivity and one standard deviation every 5
time steps, respectively. (B) The red line is the average permittivity at every moment, and the blue curve represents the fitting result. The vertical bars
represent the perturbation of peaks and valleys.

4 Discussion

Compared with the existing methods, our method has some
unique advantages. The hyperbolic-fitting method requires that the
diffractions should be inwell-formed anddistinguishable hyperbolic
shape, which is difficult to achieve in practice; additionally, the
traditional migration method can not suppress the surrounding
noises and interferences in the focusing analysis due to working
on the whole profile, which may lead to large errors. Our method
combines the advantage of hyperbolic fitting and migration; thus,
it can help to estimate the relative permittivity more precisely and
effectively, especially for complex materials. Besides, the spatial
resolution of our method is to that of the LPR payload, which
can help to better recognize and delineate the abnormal bodies in
subsurface materials.

Limited by the computation cost, our method is only applied
in shallow part within 12 m in depth and within ∼7 m in distance;
however, the statistical characteristics extracted from this local
area should be universal to the Chang’E-4 landing area along the
rover’s track. The map of permittivity distribution shows that there
is an abnormal high-permittivity region existing in the map at
∼100 ns? We suppose that small basaltic or ejecta blocks may gather
there. Besides, we can notice that the permittivity becomes larger

and varies severer with the increasing depth. This indicates that
there is a strong positive correlation between the permittivity of
lunar subsurface materials and depth, and the heterogeneity of
lunar regolith is more obvious in deeper materials. The increasing
tendency of permittivity with depth is consistent with former studies
(Heiken et al., 1991). We suppose this is probably because of more
blocks or larger grain size of deeper materials.

5 Conclusion

We propose a migration-based method to estimate the relative
permittivity of subsurface materials from the ground penetrating
radar data, including three steps: diffraction isolation, migration,
and focusing analysis. Single point test shows that diffraction
isolation can help to improve the reliability of migration and
is a prerequisite for accurate focusing analysis in the migrated
domain. Numerical experiments show that the proposed method
is robust and effective for permittivity estimation, especially in the
presence of strong noises and cluttered diffractions. The spatial
resolution is higher than that of the existing methods due to
the application of diffraction isolation and migration; thus, we
can pick up a great number of diffractors, which is helpful to
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construct a continuous velocity profile in depth. The permittivity
at the Chang’E-4 landing area is estimated to be ∼4 within 12 m,
ranging from 3.5 to 4.2. Additionally, the local perturbation of the
permittivity is ∼2.3%, which is consistent with that (∼3%) obtained
by numerical simulations using self-organization random models.
This suggests that the lunar regolith at Chang’E-4 landing area is
mature and can be well described by the self-organization random
models.
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