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ABSTRACT 
 

Diagnosis of lung diseases like asthma, chronic obstructive pulmonary disease, tuberculosis, cancer, 

etc., by clinicians rely on images taken through various means like X-ray and MRI. Deep Learning (DL) 

paradigm has magnified growth in the medical image field in current years. With the advancement of 

DL, lung diseases in medical images can be efficiently identified and classified. For example, DL can 

detect lung cancer with an accuracy of 99.49% in supervised models and 95.3% in unsupervised models. 

The deep learning models can extract unattended features that can be effortlessly combined into the DL 

network architecture for better medical image examination of one or two lung diseases. In this review 

article, effective techniques are reviewed under the elementary DL models, viz. supervised, semi-

supervised, and unsupervised Learning to represent the growth of DL in lung disease detection with 

lesser human intervention. Recent techniques are added to understand the paradigm shift and future 

research prospects. All three techniques used Computed Tomography (C.T.) images datasets till 2019, 

but after the pandemic period, chest radiographs (X-rays) datasets are more commonly used. X-rays help 

in the economically early detection of lung diseases that will save lives by providing early treatment. 

Each DL model focuses on identifying a few features of lung diseases. Researchers can explore the DL 

to automate the detection of more lung diseases through a standard system using datasets of X-ray 

images. Unsupervised DL has been extended from detection to prediction of lung diseases, which is a 

critical milestone to seek out the odds of lung sickness before it happens. Researchers can work on more 

prediction models identifying the severity stages of multiple lung diseases to reduce mortality rates and 

the associated cost. The review article aims to help researchers explore Deep Learning systems that can 

efficiently identify and predict lung diseases at enhanced accuracy. 
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1 Introduction  

The growing stress of air pollution, climate change, lifestyle 

disorder, decrease in immunity, bad habits like smoking, etc., burden 

the health of one of the vital organs, the lung, leading to an increase 

in respiratory disorders. According to the Journal of the Forum of 

International Respiratory Societies (FIRS) (2021), respiratory 

diseases enact a massive worldwide health burden. Among lung 

diseases, COPD, asthma, pneumonia, tuberculosis and lung cancer 

are five common reasons for severe ailment and global deaths (WHO 

factsheets 2020, 2021; Allemani et al. 2018; Vos et al. 2020; Wang 

et al. 2016). According to an estimation, COPD is the third-leading 

reason of death globally (Meghji et al. 2021; GBD study 2020; Li et 

al. 2020), with 3.2 million (out of 200 million having COPD) death 

each year. Asthma is a persistent and prolonged illness in children 

(Global Asthma Report 2018), affecting over 350 million people 

worldwide. For decades, the most common reason for demise or 

disability in children and adults is acute lower respiratory tract 

infections or pneumonia. In 2021, the mortality rates of tuberculosis 

(T.B.) enhanced due to COVID-19, and 1.4 million deceased in 2019 

because of T.B. (WHO Annual Report 2021; Global Tuberculosis 

Report 2020). In 2020, lung cancer led to the loss of 1.8 million 

persons (Sung et al. 2021).   

Looking at the paramount burden of respiratory diseases, it is 

necessary to equip the current health systems with technologies 

that enable early diagnosis and better treatment. With the 

development of tools like Deep Learning (DL) and machine 

learning, lung diseases using medical images can easily be 

identified and classified. Computer-Aided diagnosis (CAD) 

technology improved lung disease patients' survival rate. Current 

CAD methods apply deep learning to medical images to pre-

process, segment lungs, reduce false positives and detect, classify 

and retrieve lung nodules. Particular classification studies using 

deep learning of pulmonary nodules achieve accuracy from 75.01 

to 97.58% (Gu et al. 2021; Ursuleanu et al. 2021). Deep Learning 

is more beneficial in the handling of pulmonary nodule image data 

as compared to traditional methods. 

Furthermore, deep learning approaches that belong to other 

disciplines (Di Mauro et al. 2021; Padmapriya and Sasilatha 2023; 

Mohapatra et al. 2022)  can be easily transferred to the domain of 

pulmonary nodule CAD as compared to traditional ML models 

because the foundation knowledge of ML paradigms in distinct 

disciplines is diverse (Kalra et al. 2021; Mohapatra et al. 2022). 

Optimization of hyper-parameters (size and number of filters, 

depth, learning rate, activation function, number of hidden layers, 

etc.) can increase the preformation of the deep learning model 

(Pandey et al. 2022) 

Centred on the theory of adversarial training, General Adversarial 

Network (GAN) attracted many medical imaging researchers that 

produce novel images like original images through training, which 

add to the existing data. Optimization algorithms employed in this 

study for networks correspond to learning rate =0.00005 and 

stochastic gradient descent (learning rate=0.0001) (Onishi et al. 

2020). Earlier old machine learning (ML) algorithms, such as 

active contour, region growth, and fuzzy c-means techniques, were 

commonly applied in CAD for lung nodule segmentation. The 

algorithms included in traditional ML classifiers used for lung 

nodule CAD are support vector machine (SVM) and random 

forest. Currently, the combination of deep neural networks and 

these classifiers is being used by many researchers. One of the 

numerous limitations of traditional classifiers is the problematic 

usage of SVM in dealing with extensive training samples and 

manifold classification problems (Chauhan et al. 2019). 

In a deep learning model, the most challenging aspects are 

eliminated by the automatic extraction of elements of the initial 

nodule images through a neural network represented in Figure 1. In 

comparison, deep neural network classifier work surpasses SVM 

with sufficiently large training and verification data. Another 

 
Figure 1 Difference between classical ML and Deep Learning approaches (Source: Del Real et al. 2020) 



 

 
Journal of Experimental Biology and Agricultural Sciences  
http://www.jebas.org 

 
 
 

228                                 Vohra & Mittal 

 

 

 

 

 

 

 

shortcoming of classical ML methods is achieving excellent 

outcomes with complex and lengthy procedures of handcrafted 

feature extraction, which requires proficiency and persistence. An 

add-on challenge is the complex features of the pulmonary nodule.  

2 Deep Learning Methods based on Training Samples 

DL methods can be categorized into three main classes: 

supervised, partially supervised (semi-supervised), and 

unsupervised.  

2.1 Deep supervised Learning 

The deep supervised method works with labelled data where the 

environs have inputs and resultant outputs. The agent informs the 

network factors to better estimate the desired outcomes. Through 

constructive training results, the agent can get the correct answers 

to the questions from the environment. Recurrent neural networks 

(RNN), convolutional neural networks (CNN), and deep neural 

networks (DNN) are some supervised learning techniques 

represented in Figure 2 (Ursuleanu et al. 2021). Inputs given to 

each layer of a DNN are used through changes parametrized by 

several weights. Although deep approaches are very promising, the 

vast number of hyper-parameters makes tuning very hard (Di 

Mauro et al. 2020). RNN includes recurrent gated units (GRU) and 

long short-term memory (LSTM) methodologies. The key benefit 

of deep supervised Learning is that output data can be collected or 

generated from previous knowledge, but the decision boundary 

might be over-strained when the training array needs more 

examples of a particular class. This learning method is simple yet 

performs extraordinarily.   

2.1.1 Convolutional neural networks  

Convolutional neural networks (CNN) are most comprehensively 

applied in deep learning algorithms applied to pulmonary nodules. 

In the 2017 DSB competition, the winning team used a CNN 

model (Liao et al. 2019), and Google developed an algorithm that 

overtook six skilful radiologists, a CNN model published in 

Nature. Hua et al. (2015) first time used the Deep belief network 

(DBN), while Kumar et al. (2015) first time applied autoencoder 

(A.E.) in the pulmonary nodule CAD to separate benign and 

malignant pulmonary nodules. A sliced recurrent neural network 

(RNN) model was presented by Wang and Chakraborty (2019), in 

which training efficacy has been increased by simultaneous 

training of diverse layers of the RNN. A large quantity of 

information is requisite for training a deep learning model. 

However, because of limited labelled datasets for researchers, this 

work is time-consuming and needs specialists (Di Mauro et al. 

2020).  

CNN has distinctive benefits in processing images over other 

network types, which makes it the most chosen technique. An 

arrangement of CNN can unambiguously communicate the local 

weights of images and their learning features. Typical CNN 

architecture has three layers, namely convolutional, pooling, and 

fully connected, as shown in Figure 3, briefly discussed below.  

The convolutional layer takes out the facets from the stored image, 

for example, the lung nodule image. The features of the nodule 

image are extracted by convolution operations, carried out by 

convolutional kernels in this layer, similar to filtering. Any slight 

change in the selected hyper-parameter values will affect the 

general CNN performance. In traditional filters, weights must be 

placed manually, whereas CNN learns these weights automatically 

(Gu et al. 2021).   

The pooling layer's primary function is to choose several features 

and reduce feature map size by filtering the information. With the 

pooling operation, the outcome of a particular point is replaced 

with a value (for example, an average value or maximum) in the 

 
Figure 2 Different models of Deep Learning 
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feature map representing the adjacent region. However, the 

dimensionality reduction process degrades image quality and leads 

to the loss of some information by a pooling layer. Therefore, a 

pooling layer is not frequently used for processing medical images 

when the GPU capacity is satisfactory. Stridden convolution 

(Ayachi et al. 2018) and dilated convolution (Zhang et al. 2018) 

can replace the pooling layer to decrease feature map size. The 

fully connected (F.C.) layer joins the extracted elements non-

linearly to get the output, the same as the hidden layer in a 

conventional artificial neural network (Gu et al. 2021).   

2.1.2 Recurrent Neural Networks (RNN)  

RNN are eminent in the natural language processing (NLP) field. 

RNN can appropriately process sequential data, as the embedded 

part delivers valuable information in the data sequence; these 

paradigms and the variations are extensively used in various 

applications having text, audio, and video analysis. To conclude 

the implication of a particular word in a sentence, the context of 

the sentence should be known. "Hidden-to-Hidden," "Hidden-to-

Output," and "Input-to-Hidden" three deep RNN techniques are 

proposed by Pascanu et al. (2013). These three more profound 

RNN techniques make learning less difficult in the deep network. 

However, the central concern with this approach is exploding 

gradient and vanishing problems (Glorot and Bengio 2010), to 

which RNN is sensitive. More precisely, the repetitions of 

numerous large or small derivatives may lead to exponential 

explosion or falloff of the gradients during the training process. 

This sensitivity decays over time, as with fresh inputs, the network 

halts reasoning about the preliminary inputs. Moreover, this 

problem can be dealt with Long Short-Term Memory (LSTM)(Gao 

et al. 2019). Repeated links are offered to memory blocks in the 

network in this approach (Di Mauro et al. 2021). Many memory 

cells in every memory block can store the network's temporary 

state and control the information flow through gated units. 

Although using a huge quantity of data increases the time 

complexity of LSTM, this problem is solved by Gated Recurrent 

Unit (GRU). The GRU comprises a reset gate that decides the 

amount of information transmitted from past to future and the 

amount of information that can be forgotten from the past by 

updating the gate. In profound networks, the vanishing gradient 

issue impact can be reduced considerably with residual 

connections (Piccialli et al. 2021). RNN has been applied in 

pulmonary nodule CAD tools (Wang and Chakraborty 2019), 

segmentation (Messay et al. 2015), detection and diagnosis (Abbas 

2017a) of the pulmonary nodule. 

2.2 Deep Semi-supervised Learning  

Deep semi-supervised learning systems require partially annotated 

datasets. Generative adversarial networks (GAN), DRL, and RNN, 

including GRU and LSTM, are sometimes used as semi-supervised 

methods (Alzubaidi et al. 2021). This technique requires less 

labelled data, but extra input could deliver inappropriate decisions, 

while data training is represented in Figure 2 (Ursuleanu et al. 

2021). Text document classifier is a general application of partially 

supervised Learning extraordinary.    

2.2.1 Generative adversarial networks (GAN)   

The GAN is a highly significant network in the deep learning 

domain. An extensive dataset is required for training a deep neural 

network. Still, available datasets are narrow, mainly for medical 

imagery, such as pulmonary nodule C.T. The operational 

procedure of the GAN paralleled a minimax game of two players: 

an adversarial process used to train the network. Generative model 

G produces fabricated data by capturing data distribution. The 

discriminative model D aimed to precisely discriminate between 

genuine and fabricated input data. The G designed the training 

process to extend the likelihood of D producing inaccuracies. The 

fundamental notion of GAN evolved from the Nash equilibrium in 

game theory. Regular optimization of G and D is required to 

 
Figure 3 Layers of Convolution Neural Network (Source: Sharma et al. 2020) 
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improve their abilities to generate and discriminate. This learning 

optimization course implicates a Nash equilibrium between G and 

D (Goodfellow et al. 2014). Using latent distribution (Ngo et al. 

2017; Hsieh et al. 2020), synthetic training data can be generated 

from original data. Two problems of GAN are mode collapse and 

instability. 

2.3 Deep Unsupervised Learning  

With this method, the learning process is implemented without 

labeled data. In input data, it is essential to ascertain the 

anonymous arrangement or associations, and that association is 

given through the critical features or interior image acquired by 

an agent. In unsupervised Learning, clustering, generative 

network methods, and dimensionality reduction are often 

summed up. Auto-encoders restricted Boltzmann machines, and 

GAN beat non-linear dimensionality reduction and clustering 

tasks. GRU and LSTM methodologies incorporated with RNN 

are also applied for unsupervised Learning in many fields. 

However, unsupervised Learning needs to give precise data 

organization information and is computationally demanding. 

Clustering is one of the widespread unsupervised learning 

methods extraordinary (Alzubaidi et al. 2021).    

2.3.1 Deep Belief Networks(DBN) 

Probabilistic generative models have several restricted Boltzmann 

machines (RBM) (Abbas 2017b; Smolensky 1986; Freund and 

Haussler 1991). These networks of two layers adhere to the 

encoder–decoder paradigm (Hinton 2002). In diverse categories of 

data, RBM is used as generative models but most significantly 

applied as components of a DBN.   

The DBN  has two networks that form each other, whereas an 

acyclic graph denotes beliefs (Ranzato et al. 2007). Stochastic 

binary units with weights and their weighted connections form 

layers of this graph, RBM, which is stochastic (Ngo et al. 2017). 

Applications of DBN include recognizing images and speech, 

classifying lesions in medical diagnosis, a person's presence in 

video recognition (Pandey et al. 2022), understanding omitted 

words in a sentence in speech recognition, and applying 

physiological indications that identify human emotion.   

2.3.2 Auto-encoders (A.E.) 

A.E. created by Wang et al. (2017), contain an encoder and 

decoder. Important images are used to reduce data size and learn 

data features to reconstruct outputs. A.E. is applied in the analysis 

of medical image processing of natural language and video 

analysis (Rumelhart et al. 1985). With AE, the input signal can be 

reconstructed perfectly by mapping itself. A.E.'s operation basis is 

first mapping an input vector to a hidden depiction via 

deterministic mapping. Then "reconstructed" input vector is 

mapped back from the following underlying illustration a. As so, 

an enhanced representation of the input could be learned by the 

hidden layer of the A.E. The A.E. is an unsupervised learning 

method in which the network uses many data points for endways 

training to increase accuracy. 

3 Predicting Lung Diseases via DL Models 

Deep Learning has been extended from automatic detection to 

the prediction of lung diseases. Various models were developed 

using supervised, semi-supervised and unsupervised methods, as 

summarized in Tables 1, 2, and 3. Automated deep learning 

techniques play a significant role in accurately predicting lung 

diseases (Wang et al. 2022b; Li et al. 2022; Walsh et al. 2022; 

Mohamed 2022). Predicting progressive fibrotic lung disease 

enhances outcomes with deep learning-based usual interstitial 

pneumonia probability on High-Resolution CT (Walsh et al. 

2022). COPD causes fast progress of heart problems and other 

respiratory infections if not discovered and treated timely. 

Prediction with PNN (Probabilistic Neural Network) helps 

predict COPD severity stages (Mohamed 2022). 

Table 1 Supervised Approach 

S.No. Dataset Type of Image used Method used References 

1 LIDC-IDRI CT scans VCNet Tandon et al. 2022 

2 GitHub X-rays DenseNet Anitha et al. 2022 

3 RSNA & other reliable sources X-rays VGG19+CNN Alshmrani et al. 2023 

4 LUNA16 CT scans 3D multi-scale deep CNN Peng et al. 2021 

5 Public dataset C.T. scans X-rays hybrid 2D/3D CNN architecture Bayoudh et al. 2020 

6 NIH X-rays VGG  Data  STN  with  CNN (VDSNet) Bharati et al. 2020 

7 LUNA16 DSB2017 CT scans 3-D deep neural network Liao et al.  2019 

8 LIDC-IDRI CT scans hierarchical (sliced)  RNN Wang and Chakraborty 2019 

LIDC-IDRI: Lung Image Database Consortium Image Database Resource Initiative; DSB: Data Science Bowl; LUNA: Lung Nodule 

Analysis; RSNA: Radiological Society of North America 
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Supervised Deep Learning Models provide promising results in 

detecting and classifying various lung diseases at an early stage. 

For example, using C.T. images, multi-scale Res2Net achieved a 

sensitivity of 98.3% with fewer false positive nodules (Peng et 

al. 2021). Anitha et al. (2022) concluded that ResNet is more 

efficient, with a validation accuracy of 98.33%, in identifying 

Covid19. Bharati et al. (2020) proposed CO-ResNet that adjusts 

hyperparameters for optimization. It overtook other classic 

ResNet models with COVID- 19 detection rate of 98.74% in 

ResNet101 assessment data. In most situations, deep CNN is 

used for detecting the region of the main module of the lung, but 

performance degrades when there are differences in image 

characteristics. A hybrid model named VCNet combining VGG-

16 and capsule network address the shortcomings of CNN and 

detects Lung Cancer with an accuracy of 99.49% (Tandon et al. 

2022). Qin et al. (2020) combined PET and C.T. scan 

information to validate a DL architecture for the sensitive 

detection of lung cancer. During the pandemic, the more 

extensive availability of X-rays leads to experimenting COVID- 

19 radiographs to identify the disease. Bayoudh et al. (2020) 

achieved an accuracy of 96.91% with both C.T. and X-rays for 

detecting COVID-19 and ensured a tradeoff between accuracy 

and complexity by reducing the false negative rate and the 

computational time. 

Semi-supervised methods partially automate the detection process 

of lung disease and also reduce the cost, as annotating medical 

images is a costly process. Deep convolutional neural networks 

always require a massive set of labelled training data to classify 

benign and malignant lung nodules. A semi-supervised adversarial 

classification (SSAC) model achieved an accuracy of 92.53% by 

training labelled and unlabeled data for the variety of benign and 

malignant lung nodules (Xie et al. 2019) using the LIDC-IDRI 

dataset. The cost of annotating medical images can be reduced 

with the help of semi-supervised Learning (SSL) to detect 3D 

medical images. With 400 unlabeled C.T. images, Wang et al. 

(2020) achieved a 17.3% improvement over supervised learning 

methods. A semi-supervised 3D deep neural network can solve the 

problem of weak label information obtained from C.T. The semi-

supervised model trains the network with image-level tag 

annotations from the dataset and outputs all suspicious nodules for 

a subject. The semi-supervised 3D deep neural network performed 

excellently with C.T. and radiographs in pulmonary nodule 

detection(Liu et al. 2020). 

Annotating medical images is costly, but the advent of 

unsupervised deep learning models reduces the burden. The 

GAN-based data augmentation method called forward and 

backward GAN (Zhao et al. 2018), expands the dataset by 

generating high-quality synthetic medical images that improve 

the performance of pulmonary nodules classification. Forward 

and backward GAN has an accuracy of 95.24% and a sensitivity 

of 98.67%. In subsequent years, accuracy in classifying 

pulmonary nodules has increased to 95.3% using unlabeled C.T. 

Table 2 Semi-Supervised Approach 

S. No. Dataset Type of Image used Method used References 

1 LUNA16; NLST CT scans 
Semi-supervised 3D deep neural network for  

Data-driven segmentation 
Liu et al. 2020 

2 DSB; LUNA 
CT scans 

X-rays 
Semi-supervised Learning for 3D medical image detection Wang et al. 2020 

3 LIDC-IDRI CT scans 
Adversarial autoencoder-based unsupervised reconstruction 

supervised classification 
Xie et al.  2019 

LIDC-IDRI: Lung Image Database Consortium Image Database Resource Initiative; DSB: Data Science Bowl; LUNA: Lung Nodule 

Analysis; NLST: National Lung Screening Trial 

Table 3 Unsupervised Approach 

S.No. Dataset Type of Image used Method used References 

1 Anonymous CT scans  X-rays Deep Learning based Medical Image Interpretation Wang et al. 2022a 

2 Mendeley CT scans X-rays Unsupervised Deep Learning Based feature Fusion Ravi et al. 2022 

3 RSNA X-rays 
auto-encoding generative adversarial network  

(α-GAN) framework 
Nakao et al. 2021 

4 Hospitals in China CT scans convolutional autoencoder deep learning framework Chen et al. 2021 

5 LIDC CT scans 

convolutional autoencoder deep learning framework 

with Clustering Augmented Learning Method 

(CALM) classifier 

Ghoshal et al. 2020 

6 LIDC CT scans 3D  conditional  GAN-based DA approach Han et al. 2019 

7 LIDC CT scans Forward and Backward GAN Zhao et al. 2018 

RSNA: Radiological Society of North America; LIDC-IDRI: Lung Image Database Consortium Image Database Resource Initiative 
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images. Ghoshal et al. (2020) introduced Clustering Augmented 

(CALM), in which the features acquired from a convolution 

encoder using simultaneous clustering and classification to learn 

deep feature representation resulted in an overall accuracy of 

95.3%. An unsupervised detection method requires standard 

images for training and evaluate its performance on a large 

dataset of chest radiographs. VAE-GAN model successfully 

detected several diseases or anomalies in chest radiographs 

(Nakao et al. 2021). The Deep MRD, a deep learning-based 

medical interpretation system developed by Wang et al. (2022c), 

demonstrated the potential to facilitate early diagnosis of major 

respiratory diseases that helps improve diagnosis and decision-

making. The performance of Deep MRD was evaluated for 

abnormality identification and disease diagnosis on C.T. and 

chest X-rays datasets from two different institutes. This system 

achieved a 95% confidence level for abnormality identification 

of primary respiratory disease. Automated deep learning 

techniques play a beneficial role in detecting disease or 

abnormalities, which help medical experts make decisions or 

prepare accurate treatment scheduling (Quazi et al. 2022). 

4 Future Perspective 

This paper studied the growth of deep learning methods in lung 

disease detection, as demonstrated in Table 1-3. Unlike semi-

supervised and unsupervised, supervised methods achieve more 

accurate results but depend on labelled data. Earlier research 

focuses on increasing models' efficacy in detecting one or two 

diseases, usually with C.T. scans. More research is needed to 

diagnose lung diseases through one deep learning system without 

supervision using X-rays. X-rays help in the economical early 

detection of lung diseases that will save lives by providing early 

treatment. In future, more accurate prediction models are required 

to identify the severity and the stages of multiple lung diseases to 

reduce mortality rates and the associated cost. 

Conclusion 

Deep Learning models have grown to acceptable outcomes with 

numerous applications to detect and diagnose lung diseases 

early. Deep learning offer automatic, prompt, and trusty 

detection of lung diseases through medical images. 

Unambiguously, convolutional neural networks achieved 

promising outcomes in revealing diseases. However, collecting 

labelled data is costly and tiresome, specifically for a new 

disease. Regardless of the performance of supervised models, 

their dependence on extensive labelled data leads to the proposal 

of various methods that can learn with less and with other types 

of supervision with optimized parameters and less time 

consumption. Therefore, a deep unsupervised framework could 

help classify lung disease from chest C.T. and X-ray images and 

predict lung disease more accurately and efficiently. 
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