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ABSTRACT 
 

Sustainable Agriculture is rapidly emerging as an important discipline to meet societal needs for food 

and other resources by adopting paradigms of conserving natural resources while maximizing 

productivity benefits. This paper proposes an integrative methodological approach for critically 

analyzing Precision Farming (PF) paradigms and Zero Budget Natural Farming (ZBNF), providing 

sustainable farming solutions and achieving productivity and profitability. This paper analyses the 

productivity of crops in PF using various machine learning (ML) algorithms based on different soil and 

climatic factors to identify sustainable agricultural practices for maximizing crop production and 

generating recommendations for the farmers. When implemented on the collected dataset from various 

Indian states, the Random Forest (RF) model produced the best results with an AUC-ROC of 95.7%. 

The Juxtaposition of ZBNF and non-ZBNF is evinced. ZBNF is statistically (p<0.05) observed to be a 

cost-efficient and more profitable alternative. The impact of ZBNF on soil microbial diversity and 

micro-nutrients is also discussed.  
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1 Introduction  

Agriculture is a magnanimous source of livelihood for a majority 

of people in the world. It promotes economically viable, socially 

supportive, ecologically sound farming practices that help the 

environment replenish. The need to accommodate production 

without keeping sustainability at stake has paved the way to adapt 

and integrate new technologies into current practices. The extent 

and rate of change in information technology have enabled better 

decision-making, and shifting towards technology-driven 

agriculture has improved economic efficiency (National Research 

Council, U.S. 1997). Using sophisticated technologies such as 

robots, and temperature sensors, allows agriculture to be more 

profitable and efficient. This can be achieved by applying 

statistical methods and machine learning (ML) algorithms to 

efficiently plan experiments and interpret experimental data. 

Precision Farming (PF) seems to be a vision for a sustainable 

future in this context. It amalgamates information technology and 

agronomic sciences (Beluhova-Uzunova and Dunchev 2019). PF 

centres on data collection and analysis of measurable features to 

improve crop yield and quality. It reduces production costs and 

wastage to ensure profitability, efficiency, and sustainability 

(D'Antoni et al. 2012). Computer applications and technology can 

be used to optimize field-level management, from creating farm 

plans to yield maps. 

The need to preserve our environment escorts us to zero-budget 

natural farming (ZBNF). 'Zero Budget' implies no need for credit 

(Bishnoi and Bhati 2017). It is thought to dramatically reduce 

production costs by substituting commercial fertilizers and 

pesticides with home-grown products such as Jeevamritha, 

Beejamritha, Neemastra, and others, as well as using intercropping 

and mulching. Currently, it is being adopted in different forms by 

the farmers in most of the states in India, namely, Andhra Pradesh, 

Himachal Pradesh, Haryana, Karnataka, Kerala, Madhya Pradesh, 

and Telangana (Bishnoi and Bhati 2017).  

The current research proposes an integrative analysis of the 

profitability and usability of ZBNF coupled with the PF dealing 

with the soil productivity of different districts in India. A 

framework to generate recommendations to farmers to implement 

both farming methods, having known the prolificity of the soil, is 

proposed.  

Until 1960 India was going through a massive crisis as it didn't 

have enough food grains to feed its growing population. But the 

advancement of the green revolution in 1960 changed the Indian 

agriculture trajectory forever. The arrival of HYV seeds, chemical 

fertilizers, pesticides, and tractors produced abundant food grains, 

making India a prominent exporter. The major catalyzing factor 

was chemical fertilizers. The Green Revolution may have saved 

the day but didn't guarantee the future because degraded land, 

eutrophication, expensive farm inputs, and farmers in vicious debt 

cycles followed. Studies found that chemical fertilizers contain 

heavy metals (e.g. cadmium and chromium) and high 

concentrations of radionuclides which lead to the accumulation of 

inorganic pollutants in the plants (Savcı 2012). Nitrate compounds 

in these fertilizers highly contaminate the surface and groundwater 

and cause various health issues like 'blue baby syndrome', which is 

fatal to infants, causes diabetes and is a precursor of carcinogens 

(Kostraba et al. 1992). The permissible limit of nitrate ions is 50 

mg/l (Rahman et al. 2021). A study showed that from all the 

samples taken, nitrate concentration was between 1 and 415 mg/l, 

and 37% of the samples exceeded the safe limit (Jayarajan and 

Kuriachan 2021).  They are toxic to farmers and lead to casualties. 

Recently, an expert committee set up by the agriculture ministry 

found that 66 insecticides/pesticides banned abroad are still used in 

India, and 27 are perilous to humans and animals (NABARD 

2018). These chemical inputs are expensive and put a financial 

burden, especially on marginal farmers. This calls for natural 

alternatives. ZBNF seems perfectly tailored for such a system 

(Duddigan et al. 2023). It uses natural inputs and discourages deep 

plowing and extensive irrigation. As a result, pollution is kept to a 

minimum, soil fertility is restored, and the environment is 

preserved (FAO 2016). Four major aspects are integral to ZBNF- 

Bijamrita, Jeevamrutham, Mulching, and Waaphasa (Kumar et al. 

2020). In 2016, the Government of Andhra Pradesh implemented 

ZBNF, aiming to achieve 100% chemical-free agriculture by 2024. 

As per the 2017-18 data, there were 17491 ZBNF farmers spread 

over 1000 villages across the 13 districts of Andhra Pradesh (Galab 

et al. 2018). The ZBNF market is further expected to grow at 

20.5% in the forecast period of 2021 and 2026, to reach a value of 

about USD 2601 million by 2026 (Harini et al. 2021). Precision 

Farming (PF), on the other hand, is based on the applicability of 

technologies to analyze the dataset and derive "precise" results 

from it (Shafi et al. 2019). PF aims to instruct farmers in various 

perspectives, like foreseeing illness in cutting edge so that they can 

make moves and prevent the loss, suggesting crops reasonable for 

their field based on the climate and soil data, water system, and 

utilization of pesticides (Pierpaoli et al. 2013). Even though the 

adoption of PF technologies in farm management has been 

relatively new, the intrinsic simplicity of the crop recommendation 

models makes it more acquiescent. For a country like India, where 

agriculture is yet a prevailing occupation, accurate 

estimation/assessment of both the region and yield are similarly 

significant in guaranteeing the precise assurance of their products 

(Bakthavatchalam et al. 2022). The conventional cultivation 

techniques consequently give restricted crop yields compared to 

the inputs provided. Thus, to amplify the effects for a given 

number of inputs, various algorithms and recommender models 

have proven valuable in fostering a "precise" framework for smart 

farming (D'Antoni et al. 2012). Following PF, "recommender 

systems try to identify the needs and preferences of users, filter the 
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huge collection of data accordingly and present the best-suited option 

before the users by using some well-defined mechanism" (Fayyaz et 

al. 2020). A study by Mokarrama and Arefin (2017) built a 

recommendation model based on factors such as physiography, crop 

growing period, and crop production rate. The recent advances in PF 

using machine learning (ML) models have allowed these models to 

be integrated into recommender systems with better results 

(Bakthavatchalam et al. 2022). This makes it possible to include ML 

models which can recognize favourable patterns for enhancing 

agricultural productivity. Thus, an integrative research framework 

that uses Machine Learning (ML) models for monitoring agricultural 

productivity and generating recommendations to farmers while 

adopting PF and ZBNF is proposed. 

2 Materials and Methods  

The dataset for this study was assorted from Indian government 

websites related to agriculture in different states of India. The 

dataset comprising the soil and climate attributes was accumulated 

for various districts in India for a comprehensive analysis. The 

dataset was homogenized for predicting crop productivity, 

depending on factors such as pH, temperature, rainfall, humidity, 

N-P-K and organic carbon (OC), and crop type (Table 1). The 

dataset consists of 9 variables and 764 observations across five 

years from 2015 to 2020. 

The soil's acidity or alkalinity (pH) affects the amount of nutrients 

and chemicals soluble in soil water, thus making the nutrients 

available to crops. Humidity is a measure of moisture that 

influences stomata-related processes like evaporation and 

transpiration. Likewise, temperature influences most processes like 

transpiration and germination, directly affecting crop growth. The 

N-P-K levels in the soil are considered essential for optimal plant 

growth. Nitrogen and Phosphorus are important components of 

proteins and nucleic acids, and Potassium, an inorganic plant 

component, plays a vital role in regulating enzyme-related 

processes and osmosis. The N-P-K content optimizes crop growth, 

production and yield. The productivity matrix was derived from 

the crop and yield data set. Productivity as yield per hectare was 

classified into "High" and "Low" classes keeping the median value 

as a threshold. Crop types considered for the study are wheat, areca 

nut, bajra, banana, barley, cotton, dry chillies, garlic, ginger, jute, 

maize, onion, potato, rice and sugarcane. 

2.1 Conduction of Study 

An integrative analysis was conducted on the dataset repository 

generated by compiling information from various resources (Table 

1). The workflow has been divided into two segments. The first 

segment analyses the productivity of crops for different districts in 

India. It aims to make predictions based on various factors like the 

soil, crop type and climate parameters influencing crop fecundity. 

This is done by implementing multiple ML classification 

algorithms to determine which is more suitable. The second 

segment analyses the profitability and usability of ZBNF using the 

statistical software STATA (Kohler and Kreuter 2005). 

2.1.1 Precision Farming (PF) 

For PF workflow (Figure 1), firstly, the data undergoes pre-

processing and is cleaned and scrutinized. Then it is processed in 

classification algorithms using k-folds cross-validation to predict 

crop productivity. Secondly, associations between these attributes 

using association rule mining by targeting the commonality 

between the parameters are explored. After that, deriving 

predictions and results are developed by the analysis.  

Popular classification algorithms, viz Naive Bayes (NB), Support 

Vector Machines (SVM) and Random Forest (RF) have been 

compared on the compiled dataset to determine crop productivity 

(High or low). A comparison between Kappa statistics (McHugh 

2012), AUC-ROC (Calster et al. 2008), and RMSE (Chai and 

Draxler 2014) values have been the selection criteria for determining 

the best out of these models. The RMSE measures the average error 

between predicted values and observations in appropriate units. A 

lower RMSE is preferred. The R-squared explains how much 

variation in the response is defined by the model. Kappa statistics 

measure inter-rater reliability or precision. It varies from 0 to 1, with 

1 being a perfect agreement. AUC-ROC value is a performance 

measurement for the classifier, which determines how much the 

model can distinguish between classes. The higher the AUC-ROC 

value, the better the model is at predicting.  

Table 1 Varied sources referred to attain soil and climate parameters across different Indian States 

Parameters Source 

Average pH https://soilhealth7/gov.in/ 

Average Temperature https://climateknowledgeportal.worldbank.org/country/india 

N-P-K, OC https://soilhealth7/gov.in/ 

Rainfall https://mausam.imd.gov.in/imd_latest/contents/cs_anomaly_timeseries_temp_rainfall.php 

Humidity https://www.indiawaterportal.org/articles/district-wise-monthly-rainfall-data-2004-2010-list-india-meterological 

Crops and Productivity https://aps.dac.gov.in/APY/Public_Report1.aspx 
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2.1.2 Naïve Bayes (NB) 

NB Classifier is a simple probabilistic classifier that works based 

on Bayes' Theorem (Friedman et al. 1997), assuming that each 

input variable is independent or is unrelated to the presence of any 

other feature. Bayes' Theorem is used for calculating conditional 

probabilities, i.e., the probability of an event occurring given that 

another event has (assumption or assertion) occurred.  According 

to the Theorem (Eq.1), 

                          P(A|B) = P(B|A) * P(A) / P(B)   (1) 

Here, B is the evidence or event, and A is the hypothesis or 

assumption that the predictors/features are independent. The naive 

Bayes Classifier calculates the posterior probability for each class 

(Friedman et al. 1997). It learns from training data the conditional 

probability of each attribute for a given class label - productivity 

matrix. The type with the highest posterior probability is the 

outcome of the prediction.  

2.1.3 Support Vector Machine (SVM) 

SVM is another ML classification algorithm used for two-group 

classification problems. The most straightforward formulation of 

SVM is the linear (Evgeniou and Pontil 2001), where the 

hyperplane lies in the space of the input data x (Eq.2). 

                                    f(x) = w⋅ x +b                    (2) 

In 2D, the discriminant is a line, where w is normal to the line 

known as the weight vector, and b is the bias. In 3D, a discriminant 

is a plane, and in n-dimensional space, it finds a hyperplane to 

classify the data points from a subset of training points, called 

support vectors, where n is the number of features  

2.1.4 Random Forest (RF) 

RF classifier can be described as the collection of tree-structured 

classifiers (Breiman 2001).  It fits separate decision trees on a 

predefined number of bootstrapped data sets to improve the 

predictive accuracy and control over-fitting. RF classifier was built 

using the above climate and soil attributes and productivity data 

from 2017-19 as a class, bagging with 100 iterations. In each 

iteration, 10% of the data was split off as a test set.  

2.1.5 Apriori algorithm 

Association rule mining is used to identify underlying relations 

between different items. The Apriori algorithm is one of the 

approaches to finding all the association rules with the 

condition of minimum support and minimum confidence 

(Angeline 2013). The Apriori considers all the non-empty 

subsets of the dataset and targets the frequency of repetition 

and commonality of an item set. It is a bottom-up approach. 

The subset test starts from the bottom-most item set and is 

performed at each stage. The item sets with inconsistent or 

infrequent subsets are pruned, and the process is iterated until 

no more than all the successful item sets are derived. 

Confidence derived from the test measures how often items 

appear in transactions, i.e., the likelihood of a particular item 

appearing, provided other factors are known. 

 
Figure 1 Workflow of Precision Farming 
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2.2 ZBNF 

ZBNF emerges as the beacon of hope to facilitate sustainability in 

an agriculture-based economy like India. The pilot experiments for 

ZBNF for the Indian districts have been compiled to draw 

statistical conclusions regarding the profitability and usability of 

ZBNF in real life (Figure 2).  

In tandem, it is observed that medical and scientific experiments 

often have a small study group to prevent and minimize the extent 

of the inverse effects of the technology under consideration. In 

such situations, to record the difference in the samples before and 

after the experiment, different than usual statistical methods are 

used (Morgan 2017). In the following analysis as well since the 

sample size is small, Welch's t-test is used to give statistically 

significant results. Numerous economists have used this test in the 

past for similar situations. Since the sample size was small, it was 

suspected that the variance between the ZBNF and non-ZBNF 

groups was not equal; hence a Welch's t-test was conducted. 

Welch's t-test is the nonparametric equivalent of the conventional 

two-sample t-test (West 2021). 

The ZBNF is explored to determine its cost-benefit, the scope of 

profit, and its effect on the soil's micronutrients and microbial 

diversity content. Welch's t-test was performed with a 95% 

confidence interval, under which the results are considered 

statistically significant if the p-value is less than 0.05. The test was 

conducted through the statistical software STATA.  

The data for the same was collected and compiled district (Table 2) 

and factor-wise to interpret the results (Galab et al. 2018) 

efficiently. Furthermore, factors such as canals and tanks, irrigated 

and rainfed agricultural lands and other irrigation sources were 

considered to present a holistic and inclusive comparative study of 

the ZBNF.  

The data for Cost is in rupees per acre. The net returns per acre are 

also measured in the same metric. The data for both Cost and net 

returns are taken for the states of Andhra Pradesh, Karnataka, and 

Maharashtra for crops, namely paddy, sugarcane, black gram, 

finger millet, soybean, cotton, turmeric, and chickpea. The data for 

micronutrients is written as mg per Kg of soil. The yield per acre is 

presented in Quintals. 

3 Results 

3.1 PF 

Machine learning algorithms RF, NB, and SVM were applied to the 

crop dataset and ZBNF dataset. The input parameters considered for 

the model were the average pH, average temperature, rainfall, 

humidity, N-P-K, organic carbon, crop type, and productivity matrix 

classified in "High" and "Low" distributions keeping the median 

value as the threshold. The productivity matrix was used as the label 

or target for the entire model.  

 
Figure 2 Analysis with ZBNF 

Table 2 ZBNF adopted across various districts in Andhra Pradesh 

Mandya Srikakulam Visakhapatnam 

Godavari Guntur Nellore 

Prakarsa Parbhani Vizianagaram 

Hingoli Kurnool Kadapa 

Ananthapuramu Chittoor Krishna 
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The crop prediction accuracy of the RF model accounts for 89.14% 

with a 0.96 AUC-ROC value. The range values for Kappa statistics 

lie in the range [1,-1], with 1 presenting complete agreement and 0 

meaning independence. Kappa statistics for RF is 0.78, which 

shows substantial agreement. The RMSE value of RF is lesser than 

that of NB and SVM, and hence RF model is better than other 

classifiers, as in Table 3. 

The crop prediction model gave 96.79% accuracy for the dataset, 

including ZBNF. It can be inferred from Table 4 that RF was 

determined to be the best among the three classifiers. 

Following the RF model, Association Rule Mining was applied to 

the dataset to put forward the predictions obtained based on 

support and confidence associative using the Apriori classification 

algorithm. The analysis gave around 96% confidence with 

minimum support of 0.55. After the Apriori algorithm was 

executed, several association rules were obtained. Out of the best 

rules found using the Apriori Algorithm, some of the 

recommendations derived are shown in Table 5. 

3.2 ZBNF 

3.2.1 The cost, yield, and net returns analysis 

A Welch's test is performed to determine whether there is a 

statistically significant difference in Cost between districts and 

factors, yield per acre (in quintal) for farmers that received ZBNF 

Table 3 ML Classifiers for Crop Productivity 

Parameters RF NB SVM 

Accuracy 89.14% 84.32% 84.99% 

Kappa Statistics 0.78 0.69 0.70 

RMSE 0.28 0.33 0.39 

Weighted AUC-ROC 0.96 0.92 0.85 

 

Table 4 ML classifiers for ZBNF 

Parameters RF NB SVM 

Accuracy 96.79% 91.29% 94.77% 

Kappa Statistics 0.83 0.62 0.71 

RMSE 0.15 0.27 0.23 

Weighted AUC-ROC 0.99 0.93 0.83 

 

Table 5 Instances for crop recommendation using Apriori Algorithm 

pH Temperature Rainfall NPK Soil Type Preferred Districts 
Crop 

Recommended 

Acidic Hot Low Low to Medium Alluvial Panchkula, Mewat, Faridabad Garlic 

Acidic Hot Low Low Alluvial 
Chirag, Kamrup, Nalbari, Baksa, 

Udalguri 
Jute 

Acidic Hot Low Medium  Bandipora, Ganderbal Dry Chillies 

Acidic Hot High Low Alluvial 
Barnala, Pathankot, Fazilla, 

Haridwar 
Rice 

Acidic Cold/Hot Low 
Very Low to 

Low 
Alluvial 

Kurukshetra, Sirsa, Jhajjar, Banka, 

Patna, Arwal, Tawang, Sonepur 
Potato 

Alkaline Hot Low Medium 
Alluvium, 

Colluvium 
Tamenglore, Goalpara Arecanut 

Acidic/ 

Alkaline 
Hot Low Low to Medium 

Sandy Loam, 

Alluvial, Mountain 

Meadow 

Muktsar, Bikaner, Jaipur, Banka, 

Patna, Aurangabad, Faridkot, 

Mansa, Jodhpur, Ajmer 

Banana 

Acidic Hot Low Medium Mountain Meadow Kupwara, Rajauri, Samba Garlic 

Alkaline Cold Low Low to Medium 
Sandy Loam, 

Alluvial 

Kulgam, Una, Almora, Sirsa, 

Sonipat 
Onion 

Acidic 
Cold to 

slightly warm 
Low Medium to High Alluvial 

Shimla, Lohit, Aizwal, Champai, 

Una, West Siang, Hamirpur 
Sugarcane 
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and the group that didn't. The sample size was small. Figure 3 

displays two outliers, and the same reflects fitting the inefficiency 

in the farmer market structures, inconsistent information set, 

mediators, etc., which can be the possible causes for the same in 

the Indian context. Figure 3 showcases that ZBNF costs less than 

non-ZBNF and is more cost-efficient. No statistically significant 

difference could be recorded in the yield per acre recorded by 

farmers who used ZBNF for cultivation and the ones who did not, 

and hence is not deteriorating for them. 

Additionally, Figure 4 showcases that ZBNF has slightly higher 

net returns per acre than the non-ZBNF alternative, which benefits 

the farmers. The difference in the span of boxes is evident. The 

ZBNF box's whiskers are longer than the non-ZBNF box. 

3.2.2 Microbial Diversity 

The natural factors also require a more extended period to show 

significant results. More profound research can broaden the outlook 

of the same. Additionally, the boxplot (Figure 5) of non-ZBNF is 

comparatively shorter; this implies the levels of microbial diversity 

are moreover uniform, whereas the ZBNF is relatively tall, which 

implies different levels of microbial diversity. It is shown through 

various studies that ZBNF enriches the soil, and hence the same is 

observed; more exploratory research can add more valuable insights. 

3.2.3 Micronutrients 

Similarly, a Welch's test was performed to determine whether there 

is a statistically significant difference in micronutrients between 

districts that used ZBNF and those that didn't. There is no 

statistically significant difference in mean values between the two 

groups. The mean of group ZBNF is approximately the same as 

that of the non-ZBNF.  

Hence, usage of ZBNF does not reduce or deteriorate the 

micronutrient content of the soil. Without the use of supplementary 

nutrients in the form of fertilizers after a complete agriculture 

cycle, the micronutrient content of the soil is retained in the ZBNF 

paradigm (Figure 6). This saves the variable Cost that would have 

been incurred on fertilizer consumption, thus reducing the Cost of 

production and increasing profits.  

 
Figure 3 Boxplot of cost comparison of ZBNF and non-ZBNF 

 

 
Figure 4 Boxplot of net returns per acre comparison of ZBNF and non-ZBNF 
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4 Discussion 

Precision farming is an evolving practice developing rapidly in the 

past two decades. Precision farming could be a solution to many 

challenges arising due to climate change. This technique could lead 

to an increase in agricultural output with less input. The current 

crop yield prediction is performed by state-of-the-art models, RF, 

NB, and SVM algorithms. Using ML in crop yield prediction has 

advantages as it provides faster and more accurate predictions. The 

crop yield depends on many parameters, like climatic factors, soil 

quality, air parameters, etc. ML-based prediction systems handle 

the dependency of the parameters efficiently. The Apriori 

algorithm produced results showing decent relations among the 

parameters with substantial confidence and generating 

recommendations to farmers. The crop recommendations are 

generated based on pH, rainfall, temperature, and districts. These 

predictions showed adequate results (> 80 % accuracy) and thus 

can be incorporated soon.  

Welch's test provided statistically significant conclusions 

supporting ZBNF as an alternative to chemical-based farming. It 

showcased that ZBNF is more cost-efficient than non-ZBNF and 

gives slightly higher net returns per acre than the non-ZBNF. The 

research showed that ZBNF enriches the soil as the results show 

different levels of microbial diversity.  

 There was no significant statistical difference in the yield per acre 

recorded by farmers who opted for chemical-based farming instead 

of ZBNF. ZBNF does not deplete the soil of its natural content of 

micronutrients also. After the completion of an agricultural cycle, 

there is no need to rejuvenate the soil with fertilizers and 

supplements as the same micronutrients are retained. Hence, further 

decreasing the variable costs. ZBNF emerges as a more cost-efficient 

and profitable alternative for farmers. The advantages of using ML in 

integrative Agricultural Systems are (i) ML offers accurate detection 

of crop productivity with an accuracy of > 80%, which is better 

compared to manual/classical techniques, (ii) Prediction of crop 

 
Figure 5  Boxplot of Microbial diversity comparison of ZBNF and non-ZBNF 

 

 
Figure 6 Boxplot of micronutrients comparison of ZBNF and non- ZBNF 
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productivity based on environmental factors using ML exhibit low 

error indices such as RMSE measuring the model accuracy for 

statistical analysis (iii) ZBNF is a natural alternative and enhances 

productivity over non-ZBNF techniques and (iv) Accurately labelled 

dataset was designed for implementing an ML-based agricultural 

system which the research community could further use. 

Though ZBNF is a beneficial technique, however few of the 

challenges and limitations in the prediction of crop yield were 

identified, and these are (i) varying parameters while analyzing 

datasets pose a challenge to the design of the prediction model, (ii) 

dataset selection is critical due to the complexity; as an improper 

selection of data may result in underfit/overfit problem, and (iv) 

Accurate classification through ML seems complicated in varying 

geographical conditions. 

Based on the results of the study, some valuable recommendations 

to farmers have been generated, and these are (i) Garlic crop was 

recommended for Hot and Acidic Climates, (ii) Sugarcane was 

recommended to be grown in Alluvial soils in cold and slightly 

warm regions such as Shimla, Lohit, Aizwal, Champai, Una, West 

Siang, Hamirpur, (iii) Onions were recommended in Alkaline soil 

Regions, and (iv) Potatoes were recommended to be  grown in 

Acidic Soil regions 

The amalgamation of two approaches, i.e., integration of the 

recommender model and ZBNF, can be propelled towards 

agriculture sustainability. 

Conclusion 

The research paper delves into the concept of an integrative model 

amalgamating PF and ZBNF.  PF includes analysis of soil, 

weather, crop, and other needs to increase agricultural productivity 

and improve its quality. In this paper, we empirically examine the 

application of ML in crop productivity within Indian farming 

systems. Using preliminary information from varied crop growers 

across Indian states, classification and regression models estimated 

a) the differences between high and low crop production and b) the 

differences between ZBNF and non-ZBNF approaches. This study 

used three established ML supervised models - RF, NB, and SVM- 

and a construct of ZBNF adoption perception to analyze these 

agriculture tools' adoption. Holistic and intricate datasets have 

been generated by compiling information from various online 

resources available, highlighting multiple external factors 

influencing crop productivity in Indian states/districts and the pilot 

surveys. The research primarily predicts crop productivity based 

on various factors like the soil, crop type, and climate parameters 

influencing crop productivity and making beneficial 

recommendations for the most suitable crop.  

Additionally, exploratory research has been done to ascertain the 

profitability and usability of ZBNF using the statistical software 

STATA. The study suggests that ZBNF costs less than non-ZBNF. 

Also, the study indicates that the micronutrient content of the soil 

is retained in the ZBNF paradigm even without using fertilizers. 

The pilot statistical experiments for ZBNF for the Indian districts 

have been compiled in this research to draw statistical conclusions 

regarding the profitability and usability of ZBNF. This article also 

concluded positively in favour of the integrative model with 

statistically significant results regarding PF and ZBNF. The article 

makes recommendations to farmers for an efficient and sustainable 

agricultural outlook.  

In future work, digital platforms and chatbots can be built for 

farmers, and more ML algorithms can be explored in the 

sustainable agriculture industry. 
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