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Abstract 

 

Metaheuristic optimization techniques have been used to solve engineering problems 

with an increasing speed for the last 30 years. Most of these algorithms have been 

developed by imitating a process in nature. In this study, the ant colony algorithm 

inspired by the natural life of ants is discussed. The ant colony algorithm requires some 

parameters to perform an optimization, as in other meta-heuristic algorithms. The aim 

of this study is to examine the effect the values of the parameters used in the ant colony 

algorithm on the results. For this purpose, as an exemplary problem, a study was 

carried out on the optimization of truss systems, one of the constrained problems 

frequently discussed in the literature. Appropriate values of optimum design parameters 

such as number of ants, pheromone update coefficient and penalty coefficient were 

investigated using the coded computer program. As a result of the study, the effect of the 

relevant parameters on the result was determined and the points to be considered in the 

selection of these parameters were specified. 
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Karınca koloni algoritmasında kullanılan parametrelerin kafes 

sistem optimizasyonu üzerinden irdelenmesi 
 

 

Öz 

 

Meta-sezgisel optimizasyon teknikleri son 30 yıldır giderek artan bir hızla mühendislik 

problemlerinin çözümünde kullanılmaktadır. Bu algoritmaların çoğu doğadaki bir 
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süreci taklit ederek geliştirilmiştir. Bu çalışmada karıncaların doğal yaşamını taklit 

ederek geliştirilmiş karınca koloni algoritması ele alınmıştır. Diğer meta-sezgisel 

algoritmalarda olduğu gibi karınca koloni algoritması da bir optimizasyonu 

gerçekleştirebilmek için bir takım parametrelere ihtiyaç duymaktadır. Bu çalışmanın 

amacı karınca koloni algoritmasında kullanılan parametrelerin değerlerinin sonuçlara 

etkisini irdelemektir. Bu amaç doğrultusunda örnek problem olarak, literatürde çok sık 

ele alınan sınırlayıcılı problemlerden biri olan kafes sistemlerin optimizasyonu 

üzerinden çalışma gerçekleştirilmiştir. Çalışmada kodlanan bir bilgisayar programı ile 

karınca sayısı, feromon güncelleme katsayısı ve ceza katsayısı gibi optimum tasarım 

parametrelerinin uygun değerleri araştırılmıştır. Çalışma sonucunda ilgili 

parametrelerin sonuca etkisi belirlenmiş ve bu parametrelerin seçiminde dikkat edilecek 

hususlar belirtilmiştir. 

 

Anahtar kelimeler: Meta-sezgisel algoritmalar, karınca koloni algoritması, 

optimizasyon parametreleri, kafes sistemler 

 

 

1.  Introduction 

 

Many different solutions can be obtained in civil engineering studies depending on 

architectural and structural criteria. The main purpose of a project engineer is to obtain 

the most suitable solution among these solutions. However, to find the most suitable 

solution from the infinite solution space, it is necessary to make many repetitive 

calculations and spend a lot of time. Besides, the quality of the solution and the time to 

reach it may vary according to the designer's knowledge and experience. The rapidly 

increasing population and growing industry around the world caused the need for a 

large number of various structures and for human resources in the field of construction 

and structural engineering [1]. 

 

The increase in the criteria and the size of the problem in the structures makes classical 

optimization methods inadequate. This and many other reasons led the designers to 

different searches and solving completely natural life by modeling, as in many 

disciplines, in order to get faster and more appropriate results from optimization studies. 

Natural models such as the human brain, evolution theory, and colonial behavior are 

expressed mathematically and successfully applied in solving optimization problems 

[1]. 

 

Ant colony optimization, one of the metaheuristic methods, has been successfully 

applied in different problems since 1991 [2]. A modified version of the ant colony 

method is used in this study. The study aims to examine the effect of parameters used in 

the ant colony optimization algorithm on the results obtained. Within this scope, the 

optimum values of the parameters such as the number of ants, the pheromone update 

coefficient, and the penalty coefficient were investigated on a truss example that is 

widely handled in the literature. The objective function is the structure weight, and the 

design variables are the bar cross-section areas. Strength and slenderness are calculated 

according to AISC-ASD (American Institute of Steel Construction-Allowable Stress 

Design) [3], and displacement limitation is also taken into consideration. A computer 

program is coded to make the necessary calculations for optimization and structural 

design. Ant colony algorithm is an alternative optimization method for all disciplines. 

Since the starting point was the traveling salesman problem, it is used widely in areas of 
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logistics, industrial engineering, and transportation engineering. However, it is also used 

in problems in the field of structural engineering. It has been seen that it gives more 

suitable results than other optimization methods in some studies and it is also used in 

combination with other optimization techniques. Some of the studies using the ACO 

algorithm are briefly mentioned below. Bland [4] is one of the first researchers to use 

the ant colony method for optimum design of structures. In that study, ant colony 

optimization method and tabu search (ACOTS) method were hybridized and used 

together. Camp and Bichon [5] worked on the optimization of 10-bar plane truss, 25 and 

72 bar space truss systems using discrete design variables. After this study, Camp et al. 

[6] studied on the shape optimization of plane trusses using discrete design variables. 

Serra and Venini [7] worked on the optimization of the 6-bar and 10-bar plane truss 

system. They stated that the ant colony method is a successful randomness method in 

solving design problems and is more developable than other methods. Kaveh et al. [8] 

worked on the shape optimization of plane and space truss systems using the ant colony 

algorithm. Aydoğdu [9] studied the optimization of space trusses under the effect of 

distortion caused by torsion with ant colony optimization and Harmony Search 

methods, and compared these two methods on six different optimization problems. Yoo 

and Han [10] studied on topological optimization using an improved ant colony 

optimization algorithm. Babaei and Sanaei [11] discussed the optimization of braced 

frame systems using an ant colony algorithm hybridized with the genetic algorithm. 

Kalatjari and Talebpour [12] optimized skeletal structures using an improved ant colony 

optimization algorithm. Shafei and Shirzad [13] conducted a dynamic stability study of 

laminated composite plates using an ant colony optimization algorithm. Liu et al. [14] 

utilized a modified ant colony optimization algorithm for topographical design of 

stiffener layout for plates against blast loading. Greco et al. [15] proposed a modified 

ant colony system to the evaluation of the plastic load and failure modes of planar 

frames. Li and He [16] studied on the optimization of the construction project using an 

improved ant colony algorithm. Soheili et al. [17] used ant colony optimization 

algorithm to obtain the best settings for tuned mass dampers values on a 40-story 

building. 

 

 

2.  Optimization of trusses 

 

There are many studies in the literature on the optimization of trusses handled 

previously; most of these studies are realized using a meta-heuristic optimization 

algorithm [18-25]. Like on the previous studies, to identify a truss optimization 

problem, objective function, design variables and constraints must be defined. These 

characteristics of the problem conducted in this study are explained below. 

 

2.1. Objective function 

The most important optimization criterion considered in the design problems of steel 

structures is the weight of the structure. Other factors affecting the cost of a steel 

structure are installation work, maintenance of the structure and formation of the joints. 

If all factors that will affect the cost of the steel structure are classified as material and 

labor, the minimum cost can be given as in the following equation. 

 

)P,P(fC lms =  (1) 

where, Cs is the cost function, Pm and Pl are the material and labor cost of the related 

steel structure, respectively. In this study, optimum design of truss structures has been 
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realized and only the minimum weight has been taken into account in the objective 

function. Therefore, the objective function, W, can be expressed as follows. 

 


=

=
nm

1i

iiALW  (2) 

 

In this equation, ρ is the unit weight of the material, Li and Ai are the length and cross-

section area of the ith bar, respectively, and nm is the total number of members in the 

system [1]. 

 

In this study, members of the trusses are grouped in some examples. By showing this 

grouping on the objective function, the formulation of the objective function can be 

given as follows. 

 

 
= =

=
ng

1k

nm

1i

ik LAW  (3) 

 

where Ak shows the cross-sectional area of the elements belonging to the group k, ng 

shows the total number of groups in the problem [1]. 

 

2.2. Design variables and design parameters 

In this study, size optimization of trusses is conducted, and the bar cross-section areas 

are taken into account as design variables. In trusses, the cross-sectional area of each bar 

can be evaluated as a separate design variable, or grouping can be made for bars with 

the same or similar functions. As mentioned before, in some examples, element 

grouping is considered. In this case, the number of design variables in the truss system 

will be equal to the number of groups. Discrete design variables are used in the study. 

Therefore, the possible values of the design variables (design variables value set) are 

determined before the optimization process [1]. 

 

Design parameters are structural features that are effective in the calculation of the 

objective function and whose value does not change during the optimization process, 

unlike design variables. The dimensions, topology, loads, and material properties of the 

truss system are the essential design parameters in the size optimization of a truss 

structure. 

 

2.3. Constraints 

While designing a steel structure, some limits should not be exceeded in order to make 

the structure usable. Therefore, in this study, the strength, slenderness, and displacement 

constraints are considered. The strength and slenderness constraints are calculated 

according to AISC-ASD [3]. 

 

2.3.1. Strength constraint 

In order to ensure that the truss has sufficient strength, the strength constraint (g1) is 

calculated as follows depending on the stress limitation of each bar. 

 


=

=
nm

1i

i,11 gg  (4) 
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In this equation, g1,i is the stress limitation for the ith member and it is calculated in 

normalized form as 

 


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where σi is the stress calculated for the ith member, σa,i is the allowable stress for the ith 

bar. The allowable stress is calculated by Equations (6) and (7) for tension and 

compression members, respectively. 
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In the equations given above, Fy is the yield stress of the material, E is the modulus of 

elasticity, λi is the slenderness of the ith member, Cc is the plastic slenderness limitation 

which calculated as follows. 

 

y

2

c
F

E2
C


=  (8) 

 

2.3.2. Slenderness constraint 

The slenderness constraint (g2) is calculated with the following equation depending on 

the violation of the slenderness limitation of each bar. 

 


=

=
nm

1i

i,22 gg  (9) 

 

In this equation, g2,i represents the value of the slenderness limiter for the ith bar and can 

be calculated in normalized form by the following equation. 
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In the above equation, λlim represents the limit of slenderness, and λlim = 200 for 

pressure rods and λlim = 300 for tension rods. λi is the slenderness ratio of the ith bar and 

calculated as 
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i

ii
i

r

LK
=  (11) 

 

where Ki and ri represent the buckling coefficient for the bar i and the radius of gyration 

of the bar cross-section, respectively. 

 

2.3.3. Displacement constraint 

The constraint, g3, to ensure that the displacements that will occur at the joints of the 

truss remain within the defined limits, is expressed as follows depending on the 

displacement limiter of each point. 

 


=

=
np

1i

i,33 gg  (12) 

 

In this equation, np indicates the number of joints in the truss, g3,i is the displacement 

limiter for the ith bar, and it is calculated in normalized form as 
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where fi and fa,i are the resulting displacement and allowable displacement values for the 

joint i, respectively. 

 

2.4. Penalized objective function 

The optimum design problem defined up to this section uses some constraints. 

However, since most of the meta-heuristic algorithms are developed for unconstrained 

optimization problems, the optimization problem determined depending on the 

constraints should be transformed into an unconstrained form. For this transformation, a 

penalty function is determined depending on the degree of violation of the constraints. 

In this study, the penalty function (C) is calculated with the following equation 

depending on the strength, slenderness and displacement constraints. 

 

321 gggC ++=  (14) 

 

By adding the penalty function to the objective function, the objective function is 

converted to the penalized objective function that includes the constraints. There are 

various approaches to the establishment of the penalized objective function in the 

literature. In this study, the penalized objective function, Φ, is calculated using the 

following equation [26]. 

 

 CK1W +=  (15) 

 

In this equation, K is the penalty coefficient, which determines the effect of the 

constraints on the solution, and its value is determined according to the problem. 
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3.  Ant colony optimization algorithm 

 

Ant Colony Optimization algorithm is based on mathematical modeling of the foraging 

strategies of real ant colonies. The first ant colony algorithm was applied to the 

Traveling Salesman Problem by Dorigo [2]. In that study, ant colony algorithm was 

applied to many traveling salesman problems of different sizes, but it was observed that 

the success rate decreased as the scale of the problem increased, while it was successful 

in problems with less than 75 cities. 

 

3.1. The behavior of natural ant colonies 

Despite being inadequate individually, ants have the ability to find and to carry the food 

to the nest, and to do this in the shortest time possible by acting as a colony. In the nest-

food-nest cycle of the ants, the ant that follows the shortest path will be the fastest 

returning ant. The chemical pheromone substance, which reveals the ability of ants to 

follow each other, is effective at this stage. Pheromone is the scent ants leave in their 

paths while they are in motion, and this scent becomes a pheromone pathway that shows 

the trail of ants. Trailing ants are more likely to follow the pheromone-dense path than 

the less pheromone-concentrated path. However, it is also possible that the path with 

low pheromone concentration or a path with no pheromone is chosen by other ants 

(Figure 1). 

 

 
 

Figure 1. Route selection of the ant colony 

 

The behavior of the ants towards different amounts and densities of pheromones in 

varying time intervals was investigated, and it was observed that the pheromones were 

dependent on factors such as evaporation rate, absorption rate and diffusion constant. 

The duration of action of pheromones can last from a few hours to a few months, 

depending on the ant species, colony size and enzyme structure. 

 

3.2. Optimization algorithm 

In this study, a simplified ant colony optimization algorithm is used compared to the 

algorithms in the literature. The simplification means that the results are achieved with 

much shorter and fewer operations compared to other ant colony algorithms used in the 

literature, as explained below [1]. 

 

In natural ant behavior, when an ant colony begins to forage, there is no pheromone at 

the beginning on the route between the nest and the food source. This is the case in 

many ant colony algorithms used in the literature. However, in the ant colony algorithm 

to be used in this study, it will be accepted that there are some pheromones in the ways 

that represent possible solutions to the problem at the beginning of the research. Since 

no information was initially known about the optimum solution, it would be considered 
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that there is an equal amount of pheromone in each of the selected values for each 

design variable. These initial pheromone amounts can be calculated with the following 

equation for the jth value of the ith design variable. 

 

i

1

ij
nv

1
P =  (16) 

 

In this equation, nvi denotes the number of values in the set of values selected for the ith 

design variable. Thus, the sum of the pheromone amounts for the values of each design 

variable will be equal to "1" and this value will not change during the optimization 

process [27]. 

 

The amount of pheromone calculated by the above equation should be increased for the 

values followed by the best solution in each iteration, while decreasing for other values. 

This process is called pheromone updating as mentioned before. As a result of the 

pheromone update, the new pheromone amounts, Pij
k, will be calculated with the 

following equations for the jth value of the ith design variable in the kth iteration. 
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The amount of pheromone used by the best solution is increased with the second of the 

above equations, while the first one decreases the pheromone amount of the others. In 

these equations, Vi
k expresses the sequence number of the value of the ith design 

variable for the best solution in the kth iteration, F is called the pheromone update 

coefficient, which is a coefficient that determines how much pheromone will be 

released to the design variable values of the best solution. The best value of the 

pheromone update coefficient may vary depending on the problem, and this value can 

be found by trial and error based on experience. A review is presented in this study to 

determine the pheromone update coefficient and the number of ants [1, 27]. 

 

In the ant colony algorithm, the pheromone amounts of the design variable values, 

which are not followed by the best solution, decrease. This situation is similar to the 

evaporation of the amount of pheromones in the less preferred routes between the nest 

and the food source in natural ant colony behavior. 

 

 

4.  Investigation the impact of optimization parameters 

 

In this section, how the values of some parameters used in the ant colony optimization 

algorithm affect the results will be examined. The parameters to be considered are the 

number of ants, the pheromone update coefficient, the penalty coefficient, and the 

number of values in the set selected for the values of the design variables. By changing 

the values of these parameters, the value of the penalized objective function, the number 

of iterations and he solution time will be examined. A 10-bar plane truss system, which 

is one of the most studied problems in the literature, was chosen to carry out these 
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studies. The truss system is shown in Figure 2, the unit of measurement in this figure is 

meter. For this example, 360 optimizations were made with different data and the 

results obtained with the parameters used were examined and shown in graphs. 

 

 
 

Figure 2. Ten-bar plane truss 

 

In this example, material properties are: the unit weight ρ = 7.85 t/m3, elasticity 

modulus E = 20·106 t/m², yield strength Fy = 24000 t/m². The displacement limit of all 

points is ± 0.0508 m in both directions. Strength and slenderness constraints are also 

considered in this example in accordance with the AISC-ASD [3] as described in 

Section 2.3. P = 44.5 t of load is considered on joints 4 and 5 as shown in the figure. In 

this example, the bars are not grouped and there are a total of ten design variables. For 

these design variables, 200 pipe sections are selected from the list of DIN 2448 and 

these sections are shown in Table 1. 

 

4.1. Examination the penalty coefficient 

As mentioned before, the penalty function is added to the objective function by 

multiplying it by a coefficient in order to transform to the constrained optimization 

problem into an unconstrained form. This coefficient is called the penalty coefficient 

and determines how the constraints will affect the objective function. Therefore, it is 

essential to determine the penalty coefficient effectively in order to reach the optimum 

result in a short time. 

 

In order to determine the effect of the penalty coefficient on the results, ten-bar truss is 

optimized by using seven different values (1.0, 1.5, 2.0, 2.5, 3.0, 3.5 and 4.0) of the 

penalty coefficient. A total of 21 optimizations are performed for each penalty 

coefficient using colonies of 5, 10, 20, 30, 40, 50, 100, 200, 300, 400, 500, 600, 700, 

800, 900, 1000, 1500, 2000, 3000, 4000, and 5000 ants. The pheromone update 

coefficient is taken as 0.025 in the optimizations made to determine the penalty 

coefficient. 

 

The best and the average values of penalized objective function, the average of the 

number of iterations required for the optimization process, and the average of time 

required for the optimization procedure are given, respectively, in Figure 3, Figure 4 

and Figure 5, depending on the different values of the penalty coefficient. 
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Table 1. Cross-sectional area (A) and radius of gyration (r) of 200 pipe sections 

 

No 
A 

(cm2) 

r  

(cm) 
No 

A 

(cm2) 

r  

(cm) 
No 

A 

(cm2) 
r (cm) No 

A 

(cm2) 

r  

(cm) 
No 

A 

(cm2) 

r 

 (cm) 

1 11.088 3.467 41 44.673 3.575 81 62.203 4.410 121 38.090 6.040 161 82.657 9.305 

2 12.270 3.454 42 49.431 3.521 82 20.917 5.231 122 42.693 6.010 162 90.577 9.271 

3 13.733 3.437 43 15.463 4.351 83 23.163 5.214 123 46.741 5.983 163 102.34 9.221 

4 15.180 3.420 44 17.325 4.334 84 25.837 5.194 124 52.737 5.943 164 115.50 9.164 

5 16.896 3.400 45 19.171 4.317 85 28.928 5.170 125 57.665 5.910 165 129.23 9.104 

6 18.869 3.377 46 21.366 4.297 86 32.423 5.143 126 64.939 5.861 166 70.692 11.203 

7 21.087 3.350 47 23.899 4.273 87 36.306 5.113 127 73.012 5.806 167 79.426 11.172 

8 23.534 3.321 48 26.755 4.247 88 39.716 5.087 128 81.362 5.748 168 87.148 11.145 

9 25.666 3.296 49 29.920 4.217 89 44.754 5.047 129 33.106 6.653 169 98.654 11.104 

10 28.789 3.258 50 32.691 4.191 90 48.884 5.014 130 37.105 6.629 170 108.17 11.070 

11 31.322 3.227 51 36.771 4.152 91 54.961 4.966 131 41.638 6.602 171 122.34 11.019 

12 35.004 3.181 52 40.103 4.120 92 61.677 4.912 132 46.690 6.572 172 138.22 10.961 

13 39.005 3.131 53 44.982 4.072 93 68.590 4.856 133 51.138 6.545 173 154.83 10.901 

14 43.045 3.079 54 50.341 4.020 94 21.851 5.465 134 57.734 6.504 174 87.397 12.293 

15 11.812 3.693 55 55.817 3.965 95 24.200 5.448 135 63.162 6.471 175 95.915 12.265 

16 13.074 3.680 56 16.217 4.563 96 26.998 5.427 136 71.186 6.422 176 108.62 12.224 

17 14.638 3.663 57 18.174 4.546 97 30.235 5.403 137 80.108 6.366 177 119.13 12.190 

18 16.186 3.646 58 20.114 4.529 98 33.895 5.376 138 89.358 6.308 178 134.79 12.138 

19 18.022 3.626 59 22.422 4.509 99 37.966 5.346 139 42.134 7.527 179 152.36 12.081 

20 20.137 3.603 60 25.087 4.485 100 41.541 5.319 140 47.306 7.500 180 170.77 12.020 

21 22.515 3.576 61 28.094 4.458 101 46.829 5.280 141 53.077 7.469 181 109.97 14.061 

22 25.143 3.547 62 31.429 4.428 102 51.166 5.247 142 58.163 7.442 182 124.58 14.019 

23 27.436 3.521 63 34.350 4.402 103 57.554 5.198 143 65.717 7.401 183 136.70 13.985 

24 30.800 3.483 64 38.657 4.363 104 64.622 5.144 144 71.943 7.368 184 154.75 13.933 

25 33.534 3.451 65 42.177 4.331 105 71.909 5.087 145 81.164 7.318 185 175.03 13.875 

26 37.518 3.405 66 47.339 4.283 106 23.166 5.793 146 91.444 7.262 186 196.32 13.814 

27 41.862 3.354 67 53.019 4.230 107 25.661 5.776 147 102.13 7.203 187 140.49 15.808 

28 46.263 3.302 68 58.834 4.175 108 28.635 5.756 148 47.164 8.425 188 154.19 15.773 

29 12.525 3.916 69 17.059 4.800 109 32.076 5.732 149 52.974 8.397 189 174.63 15.722 

30 13.866 3.902 70 19.121 4.783 110 35.971 5.705 150 59.463 8.366 190 197.62 15.663 

31 15.529 3.885 71 21.167 4.766 111 40.304 5.675 151 65.188 8.339 191 221.76 15.602 

32 17.176 3.868 72 23.602 4.745 112 44.113 5.648 152 73.700 8.298 192 171.82 17.576 

33 19.131 3.848 73 26.413 4.722 113 49.751 5.608 153 80.724 8.265 193 194.66 17.524 

34 21.384 3.825 74 29.589 4.695 114 54.381 5.575 154 91.143 8.214 194 220.38 17.466 

35 23.921 3.798 75 33.113 4.665 115 61.207 5.526 155 102.78 8.158 195 247.41 17.404 

36 26.727 3.769 76 36.203 4.638 116 68.773 5.471 156 114.90 8.098 196 214.70 19.327 

37 29.178 3.743 77 40.763 4.599 117 76.585 5.414 157 52.807 9.432 197 243.14 19.268 

38 32.780 3.704 78 44.493 4.567 118 27.154 6.112 158 59.334 9.404 198 273.05 19.206 

39 35.712 3.673 79 49.971 4.519 119 30.307 6.091 159 66.629 9.373 199 265.90 21.071 

40 39.993 3.626 80 56.009 4.465 120 33.957 6.068 160 73.070 9.346 200 298.70 21.009 
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Figure 3. The penalized objective function versus the penalty coefficient 

 

 
 

Figure 4. Average of the iteration number versus the penalty coefficient 

 

 
 

Figure 5. Average of optimization time versus the penalty coefficient 

 

From Figure 3, the best solutions reached for each penalty coefficient were found with 

different ant numbers. There is no exact trend to a good solution depending on the 

increase or decrease in the penalty coefficient. Although the best penalty coefficient for 

average values seems to be 1.0, since the aim in optimization is to find the best solution, 

it is seen from the best values curve that this result is reached by taking the penalty 

coefficient 3.0. Thus, while investigating the pheromone update coefficient in the next 

section, the penalty coefficient will be taken as 3.0 in all solutions. Figure 4 shows that 

as the penalty coefficient increases, the mean of the number of iterations tends to 

increase, although it is not linear. However, the lowest iteration average value is reached 

for the penalty coefficient 3.0. From the graph given in Figure 5, it is seen that the 
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optimization time can vary by 13% depending on the penalty coefficient. Based on this, 

it can be said that if the penalty coefficient is selected within certain limits, it does not 

affect the solution time much. 

 

4.2. Examination the pheromone update coefficient 

As mentioned before, the value expressing the probability of choosing the values 

determined for the design variables by the ants is called as the pheromone. In order to 

achieve the optimum solution, the existing pheromones must be updated in every 

iteration of the optimization process. The coefficient used for updating pheromones is 

called the pheromone update coefficient. While the amount of pheromone in the path 

followed by the best ant is increased by a correlation depending on the pheromone 

update coefficient, the pheromone amounts in other paths are reduced. As a result, the 

total amount of pheromones never changes, and is shared according to the likelihood 

that all routes are preferred. 

 

Seven different values (0.010, 0.015, 0.020, 0.025, 0.030, 0.035 and 0.040) are used to 

determine the appropriate value of pheromone update coefficient for the optimum 

design problem of the ten bar truss. A total of 21 optimizations are performed for each 

pheromone update coefficient value using the colonies consist of 5 to 5000 ants. The 

penalty coefficient is taken as 3.0 in the optimizations made to examine the pheromone 

update coefficient. 

 

The change of the penalized objective function, the iteration number and optimization 

time versus on the pheromone update coefficient are given, respectively, in Figure 6, 

Figure 7 and Figure 8. 

 

 
 

Figure 6. The penalized objective function versus the pheromone update coefficient 
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Figure 7. Average of the iteration number versus the pheromone update coefficient 

 

 
 

Figure 8. Average of optimization time versus the pheromone update coefficient 

 

It is shown from these figures that the best solution is achieved with 0.01 value of the 

pheromone update coefficient. Obviously, as the pheromone update coefficient 

decreases, the best and average value of the penalized objective function decreases. On 

the other hand, it is also seen that as the pheromone update coefficient increases, the 

number of iterations and the average value of the optimization time decreases 

significantly. Therefore, considering the quality of the solutions and the time to reach 

the solution, an optimum value can be mentioned for the pheromone update coefficient.  

 

4.3. Examination the size of the values list for design variables 

In this study, optimization is carried out using discrete design variables. The lists 

containing the possible values of these discrete design variables are determined before 

optimization process. A list of 200 values (Table 1) was used for design variables in the 

previous chapters. In this section, lists of different sizes are used to see the effect of the 

size of the value list determined for the design variables on the optimum solution. For 

this purpose, the list containing 200 values was simplified and new lists containing 100, 

50 and 25 values were created. In this examination, the penalty coefficient is taken as 

3.0 and the pheromone update coefficient as 0.010. 

 

The values of the penalized objective function, the iteration number and optimization 

time depending on the size of values list for design variables are given, respectively, in 

Figure 9, Figure 10 and Figure 11. 
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Figure 9. The penalized objective function versus the size of the values list 

 

 
 

Figure 10. Average of iteration number versus the size of the values list 

 

 
 

Figure 11. Average of optimization time versus the size of the values list 

 

From this figures, as the design variable set gets wider, the best value of penalized 

objective function decreases. Keeping the set of design variables wide has the advantage 

of finding the optimum design, but the mean value of the number of iterations also 

increases. For the same reason, the optimization time increases significantly. In fact, the 

main parameter to be considered is the solution time, not the number of iterations. 

While the solution time may be less in cases where the number of iterations is high, the 

solution time may increase when the number of iterations is low. 

 

4.4. Examination the number of ants used 

The effects of the number of ants on solution results were mentioned in previous 

chapters. In this section, changes in the values of the penalized objective function, the 
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iteration number and optimization time versus the number of ants are given in Figure 

12, Figure 13 and Figure 14, respectively. 

 

 
 

Figure 12. The penalized objective function depending on the number of ants 

 

 
 

Figure 13. Average of the iteration number depending on the number of ants 

 

 
 

Figure 14. Average of optimization time depending on the number of ants 
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The set with the best solutions was found with values of 200 design variables, 3.0 

penalty coefficient, and pheromone update coefficient 0.010. If an evaluation is made 

based on this, the penalized objective function values of the solutions where the number 

of ants are chosen very low is found to be high. Although the penalized objective 

function decreases as the number of ants increases, after a certain point there has not 

been much change and the curve is horizontal. As expected, the number of iterations 

tends to decrease as the number of ants increases. However, the optimization time 

increased very rapidly depending on the increase of the number of ants. Similar to the 

case of determination the value of pheromone update coefficient, an optimum value can 

be mentioned also for the number of ants in terms of the quality of the results and the 

time to reach the optimum result. 

 

 

5.  Conclusions 

 

In this study, the optimum design of plane trusses is studied using an ant colony 

optimization algorithm. The aim of the study is to determine the effect of optimization 

parameters in the method used on the results. For this purpose, a total of 21 colonies 

with different numbers of ants (from 5 to 5000) were used, and the penalty coefficient, 

pheromone update coefficient and the size of the list for values for design variables was 

investigated. As a result of the study, the following conclusions and suggestions have 

been achieved: 

 

•The change of the penalty coefficient value does not have a regular effect on the 

proximity of the solution reached to the optimum value, the number of iterations, and 

the optimization time. However, based on the example handled in this study, it is seen 

that the value of the penalty coefficient is important in order to reach the optimum 

solution. 

•Depending on the decrease in the pheromone update coefficient, there is a nonlinear 

increase in the number of iterations and optimization time, an almost linear decrease in 

the average and best value of the penalized objective function. 

•Depending on the increase in the size of the design variable value set, the number of 

iterations and optimization time increase linearly, and the best value of the penalized 

objective function generally decreases. However, the change in the average value of the 

penalized objective function is uncertain. Thus, although it is important to use a 

sufficient number of design variable values, it is seen that using more values than 

necessary may have negative effects on the result. 

•Depending on the increase in the number of ants, the value of penalized objective 

function decreased rapidly at first and then followed a horizontal course, the number of 

iterations decreased and the optimization time increased nonlinearly. Therefore, it is 

important to determine the optimum number of ants so that the best solution can be 

reached in a short time. 

 

In this study, it has been demonstrated once again that the values of the optimization 

parameters strongly affect the quality of the results and the time required for 

optimization. Therefore, detailed examination of the optimization parameters conducted 

in this study should be realized for the other optimization methods in future studies. 
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