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ABSTRACT 

 

Maureen S. Van Devender, PhD, University of South Alabama, May 2023. Risk 

Assessment Framework for Evaluation of Cybersecurity Threats and Vulnerabilities in 

Medical Devices. Chair of Committee: Jeffrey T. McDonald, Ph.D.  

 

Medical devices are vulnerable to cybersecurity exploitation and, while they can 

provide improvements to clinical care, they can put healthcare organizations and their 

patients at risk of adverse impacts. Evidence has shown that the proliferation of devices 

on medical networks present cybersecurity challenges for healthcare organizations due to 

their lack of built-in cybersecurity controls and the inability for organizations to 

implement security controls on them. The negative impacts of cybersecurity exploitation 

in healthcare can include the loss of patient confidentiality, risk to patient safety, negative 

financial consequences for the organization, and loss of business reputation. Assessing 

the risk of vulnerabilities and threats to medical devices can inform healthcare 

organizations toward prioritization of resources to reduce risk most effectively.  

In this research, we build upon a database-driven approach to risk assessment that 

is based on the elements of threat, vulnerability, asset, and control (TVA-C). We 

contribute a novel framework for the cybersecurity risk assessment of medical devices. 

Using a series of papers, we answer questions related to the risk assessment of networked 

medical devices. We first conducted a case study empirical analysis that determined the 

scope of security vulnerabilities in a typical computerized medical environment. We then 
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created a cybersecurity risk framework to identify threats and vulnerabilities to medical 

devices and produce a quantified risk assessment.  These results supported actionable 

decision making at managerial and operational levels of a typical healthcare organization. 

Finally, we applied the framework using a data set of medical devices received from a 

partnering healthcare organization. We compare the assessment results of our framework 

to a commercial risk assessment vulnerability management system used to analyze the 

same assets. The study also compares our framework results to the NIST Common 

Vulnerability Scoring System (CVSS) scores related to identified vulnerabilities reported 

through the Common Vulnerability and Exposure (CVE) program.  

As a result of these studies, we recognize several contributions to the area of 

healthcare cybersecurity. To begin with, we provide the first comprehensive vulnerability 

assessment of a robotic surgical environment, using a da Vinci surgical robot along with 

its supporting computing assets. This assessment supports the assertion that networked 

computer environments are at risk of being compromised in healthcare facilities. Next, 

our framework, known as MedDevRisk, provides a novel method for risk quantification. 

In addition, our assessment approach uniquely considers the assets that are of value to a 

medical organization, going beyond the medical device itself. Finally, our incorporation 

of risk scenarios into the framework represents a novel approach to medical device risk 

assessment, which was synthesized from other well-known standards. To our knowledge, 

our research is the first to apply a quantified assessment framework to the problem area 

of healthcare cybersecurity and medical networked devices. We would conclude that a 

reduction in the uncertainty about the riskiness of the cybersecurity status of medical 

devices can be achieved using this framework.  
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 CHAPTER I 

INTRODUCTION 

 

In February 2018, The Council of Economic Advisers to the President of the 

United States (US) reported that malicious cyber activity cost the US economy an 

estimated $57 to $109 billion in 2016 [1]. The report places healthcare at approximately 

seven percent of the Gross Domestic Product, yet it experienced more than 15 percent of 

the reported cybersecurity breaches in 2016 [1]. This report, among others [2], [3], 

highlights the cybersecurity risk exposure present in the healthcare. 

A proliferation of technology into the healthcare sector is being encouraged by the 

Health Information Technology for Economic and Clinical Health (HITECH) Act of 

2009 which requires the implementation of Electronic Health Records (EHR) for all 

healthcare providers that participate in Medicare or Medicaid [4]. In addition, the number 

of computerized medical devices deployed in healthcare is growing, and medical devices 

are becoming increasingly interconnected in larger network environments. These factors 

increase the complexity of providing cybersecurity protection in healthcare. The Federal 

Bureau of Investigation (FBI) predicted that enticing exploitation opportunities would be 

created due to the mass deployment of medical technology as a result of the HITECH Act 

[5] . The FBI goes on to state that the healthcare industry is not prepared to protect 
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against basic cyber-attacks, much less more sophisticated Advanced Persistent Threats 

(APTs).  

Exhibiting that the opportunity is recognized by criminals, the Ponemon Institute 

reports that criminal attacks in the healthcare industry increased 125 percent from 2010 to 

2015 [6]. The press release also emphasizes that most healthcare organizations are not 

prepared to handle cyber threat environments [6]. The Ponemon Institute goes on to 

report in 2016 that healthcare data breaches continue to rise and become increasingly 

costly, estimating that the industry cost may be $6.2 billion annually [7]. Confirmation of 

the ill-preparedness of healthcare organizations to deal with cyber threats is visible in 

news that Hollywood Presbyterian Medical Center acquiesced to a ransom-wear attack 

[8]. Supporting the Ponemon claim, in a 2015 survey of executives at large U. S. 

healthcare organizations, KPMG finds that 80% say their information technology has 

been compromised by cyber attacks [9]. In the same report, only 55% of the executives 

report having sufficient resources to handle security incidents and a fewer 35% say they 

have sufficient resources to manage vendor security risks [9].  

The Health Insurance Portability and Accountability Act of 1996 (HIPAA) sets 

national standards for protecting individually identifiable information and the 

confidentiality, integrity, and availability of electronic protected health information [10]. 

The Health Information Technology for Economic and Clinical Health (HITECH) Act of 

2009 [11] addresses privacy and security concerns through several provisions that 

strengthen the civil and criminal enforcement of the HIPAA rules including increasing 

penalties for breaches of unsecured PHI to as much as $1.5m per incident [4]. 
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The European Union (EU) parliament approved the EU General Data Protection 

Regulation (GDPR) in 2016, and it became effective in May 2018 [12]. GDPR applies 

not only to organizations operating within the European Union, but to any organization 

that processes the data of any EU subject (individual). The penalties for violating the 

GDPR can be up to four percent of total company revenue or 20 million Euros, 

whichever is greater. The regulation applies to both the controllers and the processors of 

data, meaning the provider and any third-party processor. GDPR requires breach 

notification to those individuals affected by the breach within 72 hours of first becoming 

aware of the breach. US healthcare providers fall under GDPR regulation with respect to 

EU subjects whose data they hold. 

The healthcare industry is considerable in size and a growing market in the United 

States, accounting $3.5 trillion of the gross domestic product in 2017 [13]. There are 

approximately 5,534 hospitals in the United States in 2016 [14], with approximately 90% 

of them having achieved certification in meaningful use of information technology [15] 

as required by the HITECH Act. By 2015, approximately 87% of all physician offices 

have implemented some type of EHR [15].  

Research has shown that medical devices lack the security necessary to protect 

them from cyber criminals. For example, research reported in Bloomberg Businessweek 

claims that it is possible to hack a Hospira drug pump and control the settings [2], an 

activity that prompted one of several warnings from the FDA regarding cyber 

vulnerabilities in medical devices [16], [17] and an advisory [18] from the Department of 

Homeland Security Industrial Control Systems Cyber Emergency Response Team (ICS-

CERT). In other research, TrapX Labs reports the results of a study of advanced 
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persistent threats at three medical institutions with medical devices serving as the primary 

pivot points for attackers [19]. Based on their experience, it is Trap X’s belief that a large 

majority of hospitals are infected with malware that has remained undetected for an 

extended period of time.   

The FDA regulates all medical devices sold and operated in the United States. 

The organization’s roots date back to 1906 [20], with medical device regulation 

beginning with the Medical Device Amendments of 1976 [21], followed up in 1990 with 

the Safe Medical Devices Act [22]. The agency has built a strong system of ensuring 

devices keep patients and operators safe from harm. Cybersecurity presents a new 

challenge to the FDA. Concern for the threat of cybersecurity vulnerabilities in medical 

devices was first addressed in FDA publications in 2013 [17]. There are efforts ongoing 

to encourage manufacturers to consider security in the design of devices and that proper 

reporting and patching occurs when vulnerabilities are discovered on devices that are in 

use. The FDA’s guidance is for manufacturers and practitioners to work together to 

ensure medical devices cybersecurity is the most effective. 

Healthcare providers are bound to protect patient information and to keep patients 

safe from harm by regulations [4], [23] and optional, but important, industry 

accreditation. Most prominent among healthcare industry accreditation bodies is the Joint 

Commission [24]. As part of protecting patient information and keeping patients safe 

from harm, providers are required by regulation to perform risk assessments and 

implement reasonable controls to mitigate risk [4]. This is a complex and difficult task, 

particularly with medical devices, because the vulnerabilities that create risk are not 

always clear to the healthcare organization.  Known cybersecurity vulnerabilities are 
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published and discoverable, however, the software and hardware components of medical 

devices are not always known. Furthermore, there exists no master list of the hardware 

and software components of medical devices that could be used for comparison against 

known cybersecurity vulnerabilities. These conditions make it difficult for healthcare 

organizations to identify and quantify the risk imposed by computerized medical devices, 

and therefore to maximize the effectiveness of mitigation strategies.  

Existing prominent risk modelling frameworks and systems, such as those 

developed by National Institute of Standards and Technology (NIST) [25], International 

Organization for Standardization (ISO) [26],  The HITRUST Alliance [27], The Center 

for Internet Security (CIS) [28], ISACA [29], and National Electrical Manufacturers 

Association (NEMA) [30] are considered for incorporation into the framework. The 

following tools have been identified as potential sources of information regarding threats, 

vulnerabilities, and medical devices. First, the continuously updated CAPEC [31] threat 

catalog maintained by the MITRE Corporation [32] could serve as a threat library. 

Second, the National Vulnerability Database  (NVD) [33] maintained by the National 

Institute of Standards and Technology (NIST) [25] is a continuously updated 

vulnerability library that could be incorporated into the system. Third, the Open 

Vulnerability and Assessment Language (OVAL) [34] is a tool that can be used to 

capture information and machine states of devices on a live network. OVAL could be 

used to capture medical device inventory information from live medical networks. 

Fourth, the Security Content Automation Protocol (SCAP) [35] is a community effort 

overseen by NIST [25] that contains standardized expressions and reporting for the 

purpose of security automation. Of particular interest in SCAP is Common Platform 
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Enumeration (CPE) [36] which is a structured naming scheme for describing and 

identifying classes of applications, operating systems, and hardware devices. NIST hosts 

and maintains the official CPE dictionary, which is available to the public, and accepts 

contributions from organizations for inclusion in the dictionary. A search of the CPE 

dictionary reveals that it contains entries for medical devices including component 

specifications that have known vulnerabilities in the NVD. This could be a useful source 

for identifying vulnerabilities in particular medical device configurations. Finally, 

NEMA/MITA HN 1-2019 [37] aka ANSI/NEMA HN 1-2019 [38], the current version of 

a voluntary standard published by The Medical Imaging & Technology Alliance (MITA) 

[39], a subsidiary of NEMA [30], provides for Manufacturer Disclosure Statement for 

Medical Device Security (MDS2) documents. These documents, completed by device 

manufacturers, contain information about the security controls and handling of personally 

identifiable information on a medical device.  The information is intended to support 

healthcare delivery organizations in executing risk assessments and in their management 

of medical device security capabilities [38]. When available, these documents can 

provide useful information about an individual device. Because the standard is voluntary, 

the information may not always be available. In addition, the information is contained on 

an electronic document form, so automating the collection of the data would be required 

to scale the use of the MDS2 form. 

 

1.1 Purpose 

Research and media reports claiming that medical devices lack the security to 

protect them from cyber criminals and that medical environments are at risk due to cyber-
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criminal activity prompted the hypothesis that a tool for assessing and quantifying the 

risk posed by medical devices could provide healthcare organizations with a tool for 

optimizing mitigation efforts. This research seeks to answer the following research 

questions: 

1. How are opportunities to Compromise Medical Environments Identified? 

2. What are the factors that influence cyber risk assessment of medical devices? 

3. How can we quantify the risk factors into meaningful/actionable information? 

4. Can expert predictions be useful in quantifying cybersecurity uncertainty?  

 

1.2 Research Goals and Contributions 

This research aims to provide a framework for risk assessment of cybersecurity 

vulnerabilities in medical devices that is useful at the managerial and operational level 

within healthcare organizations. The goal is to use quantitative methods along with 

industry standards to arrive at risk assessment results.  We build upon previous work that 

utilizes a database model for risk assessment of networked medical devices [40]–[42], 

[43] based upon a Threat-Vulnerability-Asset (TVA) data schema. The framework seeks 

to identify and quantify risk and to provide a healthcare organization with actionable 

information for prioritizing and mitigating risks.  

Essential to the success of this research is the recruitment of collaborating 

partners in the form of healthcare organizations. The goal of collaborating with medical 

organizations is twofold. First, it is desirable to have healthcare organization input into 

the design of the framework. Second, real-world data improves testing of the model.  
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1.3 Dissertation Outline 

The remainder of the dissertation is structured as follows: Chapter II discusses 

relevant medical device, vulnerability, threat, risk assessments, and frameworks research. 

Chapter III is an examination of the foundational work for the purpose of providing an 

understanding of the existing database model. Chapter IV presents our methodology. 

Chapter V presents a case study that identifies opportunities to compromise medical 

devices. Chapter VI presents a framework for assessing the risk of networked medical 

devices. Chapter VII presents a case study applying the framework to medical devices at 

a partnering healthcare facility, and chapter VIII presents conclusions and future 

directions. 
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CHAPTER II 

BACKGROUND 

 

This chapter outlines industry and government standards and published research 

in areas relevant to this research. First, a definition of a medical device as it pertains to 

this research is provided. Next, regulatory standards and guidance organizations that 

provide cybersecurity vulnerability and threat information used in this research are 

presented. Lastly, and most extensively the topic of risk is presented.  Risk organizations 

and standard frameworks are discussed. In addition, peer-reviewed research covering 

methods for quantifying risk, understanding the perception of risk, and methods for 

predicting future outcomes are presented. Finally, the topic of Enterprise Risk 

Management (ERM) is presented including its history and prominent ERM frameworks. 

 

2.1 Medical Device 

The Food and Drug Administration (FDA), established in 1906 [20], regulates all 

medical devices sold and operated in the United States. The FDA enforces the Food, 

Drug, and Cosmetic Act (FD&C Act) [44] which defines a medical device as "an 

instrument, apparatus, implement, machine, contrivance, implant, in vitro reagent, or 

other similar or related article, including a component part, or accessory which is:  
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1. recognized in the official National Formulary, or the United States 

Pharmacopoeia, or any supplement to them, 

2. intended for use in the diagnosis of disease or other conditions, or in the cure, 

mitigation, treatment, or prevention of disease, in man or other animals, or 

3. intended to affect the structure or any function of the body of man or other 

animals, and which does not achieve its primary intended purposes through 

chemical action within or on the body of man or other animals and which is not 

dependent upon being metabolized for the achievement of its primary intended 

purposes.  

The term "device" does not include software functions excluded pursuant to section 

520(o).” [44] 

The FD&C Act was amended as a result of the enactment of the 21st Century 

Cures Act [45]. Section 520(o) [46] of the FD&C was added to distinguish some medical 

technology from medical devices. Specifically, it excludes software that is intended for: 

1. administrative support of a healthcare facility 

2. maintaining for encouraging a healthy lifestyle 

3. the maintenance and accessibility of patient and provider records 

4. transferring, storing, or converting lab results or other test results 

This research narrows the definition of a medical device to any device that falls 

within the FDA definition of a medical device and is also a networked computer device. 

The FD&C Act provides for a classification of medical devices as Class I, Class 

II, or Class III [47]. The classification is based upon the risk to patient safety and the 

amount of regulatory control necessary to ensure safety and effectiveness. Class I devices 
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are generally the lowest risk devices, and Class III are the highest risk to safety [48]. This 

research will consider devices in any of the three categories. 

Distinguishing medical devices from other computer devices operating on the 

network may not be straight forward. Medical devices may run common off-the-shelf 

operating systems such as Windows. Identifying medical devices based on MAC address 

is a possibility. Identification of medical devices by MAC address is a common method 

for authentication of medical devices on a network [49]. 

 

2.2 Vulnerability 

With the proliferation of medical devices into healthcare has come intense interest 

from industry and regulators to mitigate cybersecurity vulnerabilities while maintaining 

patient safety. Activity includes the presentation of threat modeling for cybersecurity 

vulnerabilities by the FDA and a recommendation that device manufacturers have 

processes in place for assessing the exploitability of cybersecurity vulnerabilities, and the 

development of the assessment tool Common Vulnerability Scoring System (CVSS) [50] 

by an international industry group. In addition, the FDA provides recommendations for 

cybersecurity considerations to be included in the product lifecycle of medical devices 

[51]. 

NIST maintains a standards-based repository of vulnerability management data in 

the National Vulnerability Database (NVD) [33] using the standards in the Security 

Content Automation Protocol (SCAP) [35]. The repository is available to the public, and 

together with SCAP, enable the automation of vulnerability management. Each 
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vulnerability in the repository contains a severity score using the CVSSv3 [52] standard 

and a cross-reference to all the effected platforms.  

The U. S. Department of Homeland Security (DHS) [53] Cybersecurity and 

Infrastructure Security Agency (CISA) [54] maintains a publicly available repository of 

alerts relating to security issues, vulnerabilities, and exploits. The alerts include 

vulnerabilities that are published in the NVD. 

 

2.3 Threat 

In recognition of the unprecedented threat to the nation posed by the malicious 

use of technology, in February 2018, the Attorney General of the United States ordered 

the creation of the Cyber-Digital Task Force to operate within the Department of Justice 

(DOJ) [55], [54], [50], [49], [48]. Among the priorities the task force is asked to study 

and report on are: “theft of corporate, governmental, and private information on a mass 

scale” and “mass exploitation of computers and other digital devices to attack American 

citizens and businesses” [55], [54], [50], [49], [48]. The task force published a report on 

July 2, 2018 [56]. Chapter two of the report categorizes and describes the most serious 

cyber schemes that are facing the nation. These are: damage through attacks such as 

DDoS and ransomware, data theft, personally identifiable information and intellectual 

property, fraud/carding schemes, crimes threatening personal privacy, and crimes 

threatening critical infrastructure. The report goes on to describe the most common tools 

being used by cyber criminals to breach security defenses, and notes that while the threats 

have changed over time the tools have been “remarkably resilient” [56]. The tools are: 

social engineering, malicious software, botnets, and criminal infrastructures often using 
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the Dark Web, and web hosting companies that are willing to host malicious servers, 

often in geographical locations with little regulation.  

Chapter 4 of the report describes the DOJ’s role in responding to, preventing, and 

managing, cyber incidents [56]. The Federal Bureau of Investigation (FBI), an agency of 

the DOJ, is responsible for among other things, “protecting the US against cyber-based 

attacks and high-technology crimes” [57]. The FBI engages the community in their 

preparation efforts by establishing relationships, sharing routine information, and 

engaging organizations and sectors that are at particular risk of cyber incidents. Table 1 

shows common FBI communication reports designed to alert private industry concerning 

cyber threats. The reports include: Private Industry Notifications (PINs) which provide 

information about emerging threats and FBI Liaison Alert System (FLASH) reports that 

provide technical indicators gathered through investigations or intelligence. These two 

public communication reporting types provide actionable information to help recipients 

protect against cyber threats and assist in detecting exploitation. The FBI also partners 

with the Department of Homeland Security (DHS) and other federal agencies to produce 

public Joint Analysis Reports (JARs) and Joint Technical Advisories (JTAs) to alert 

private industry to technical details and indicators discovered through joint efforts with 

these federal agencies. 
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Table 1. FBI Public Cyber Threat Reporting. 

P
ro

d
u
ct

 
Private Industry Notifications 

(PINs) 

FBI Liaison Alert System 

(FLASH) 

Joint Analysis Reports 

(JARs) and Joint 

Technical Advisories 

(JTAs) 

A
u
th

o
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FBI FBI 
FBI with DHS and other 

Government Agencies 

C
o
n
te

n
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Information about ongoing or 

emerging cyberthreats 

Technical indicators learned 

through investigations or 

intelligence 

Technical indicators 

learned through 

investigations or 

intelligence 

A
u
d
ie

n
ce

 

Private industry 
Selected partners/ target 

industries 
Private industry 

 

 

2.4 Risk 

The NIST definition of risk is “a measure of the extent to which an entity is 

threatened by a potential circumstance or event, and is typically a function of: (i) the 

adverse impacts that would arise if the circumstance or event occurs; and (ii) the 

likelihood of occurrence” [58]. NIST defines Risk Management as “the ongoing process 

of identifying, assessing, and responding to risk [59]. They point out that managing risk 

requires an organization to understand the likelihood that an event will occur and the 

potential impact to the organization that could result from the event. With this 

information, an organization can determine their risk tolerance by evaluating the 

acceptable levels of risk for achieving the organizational objectives. Organizational risk 

tolerance can guide an organization’s decisions related to prioritizing cybersecurity 

activities. 

The International Organization for Standardization (ISO) [26] defines risk as “the 

effect of uncertainty on objectives where the effect is a deviation from the expected and 
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uncertainty is the state of deficiency of information related to an event, its consequence, 

or likelihood” [60]. ISO defines risk assessment as the overall process of risk 

identification, risk analysis, and risk evaluation [60]. 

 

2.4.1 Cybersecurity Risk Organizations 

There are several organizations that have an interest in improving cybersecurity. These 

organizations have interest and influence that range from specific business sectors to 

national and international spheres. The organizations relevant for discussion here include 

NIST, ISO, ANSI, NIAP, The HITRUST Alliance, CIS and ISACA. A discussion of each 

follows. 

2.4.1.1 National Institute of Standards and Technology (NIST). 

The National Institute of Standards and Technology (NIST) [25] sets national 

standards and guidelines for measurement with its Information Technology Lab (ITL) 

[61] serving as the technical lead. Among ITLs responsibilities is the development of 

standards and guidelines for the security of information in federal information systems. 

ITL conducts research, produces guidelines, and conducts outreach efforts with industry, 

government, and academic organizations in information systems security and privacy. 

NIST’s Special Publication 800-series reports the results of these activities. 

NIST’s role was expanded through the Cybersecurity Enhancement Act of 2014 

[62] include providing guidance to critical infrastructure owners and operators by 

identifying and developing voluntary-use cybersecurity risk frameworks. In fulfillment of 

this role, NIST produced the Framework for Improving Critical Infrastructure 

Cybersecurity [59]. 
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2.4.1.2 International Organization for Standardization (ISO). 

The International Organization for Standardization (ISO) [26] is an international 

organization comprised of national standards bodies. ISO develops and publishes 

International Standards through stakeholder consensus. The 27000 series is comprised of 

information security standards that are of relevance to this work. ISO 27999 Health 

Informatics – Information Security Management provides provides guidelines for 

information security standards and practices.   

2.4.1.3 American National Standards Institute (ANSI). 

The American National Standards Institute (ANSI) [63] is a private non-profit 

organization that operates in the interest of the United States with respect to voluntary 

standards and conformity assessment. Their mission is to promote and facilitate voluntary 

consensus standards and assessment for the purpose of global competitiveness and 

quality of life. ANSI serves as the U S representative member of ISO. 

2.4.1.4 The National Information Assurance Partnership (NIAP). 

The National Information Assurance Partnership (NIAP) [64] oversees the 

evaluation of the security status of commercial information technology products. This 

organization is responsible for the implementation of the Common Criteria [65] in the 

United States. NIAP carries this out through the management of a program that ensures 

that risk assessment methods are documented, consistent, and repeatable by developing 

evaluation methodologies, approving testing laboratories, and ensuring that the Common 

Criteria is implemented consistently. 
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2.4.1.5 The HITRUST Alliance. 

The HITRUST Alliance [27] is an international stakeholder organization 

composed of private and public sector representatives formed in 2007. The organization 

develops and maintains common risk and compliance management frameworks, related 

assessment and assurance methodologies for public access and utilization. Of 

significance to this work is the HITRUST CSF [66], a tool for regulatory compliance and 

risk management.  

2.4.1.6 Center for Internet Security (CIS). 

The Center for Internet Security (CIS) [28] is a non-profit organization focused on 

best-practice solutions for protecting against pervasive cyber threats. In collaboration 

with the global information security community, they have developed several tools to 

assist individuals, organizations, and governments improve their security posture. CIS 

offers best practices and guidelines that are free to the community as well as fee-based 

tools and services. Of significance to this research are the CIS Controls [67], a set of 

security best-practice guidelines for cybersecurity defense and CIS RAM [68], a 

cybersecurity risk assessment methodology. 

2.4.1.7 ISACA. 

ISACA [29] is an international professional association focused on optimizing IT 

utilization through effective technology management and governance. The organization 

was formed in the United States in 1967 by a group of computer systems professionals as 

an organization to provide a central source of information and guidance on audit controls. 

Originally named the Electronic Data Process Auditors’ Association (EDPAA), it later 

became the Information Systems Audit and Control Association and eventually dropped 
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the full name in favor of the acronym ISACA that it uses today. ISACA is the creator of 

the COBIT [69] framework for information technology management and governance. In 

addition to COBIT, the organization also provides risk guidance through the Risk IT 

Framework [70]. 

2.4.1.8 National Electrical Manufacturers Association (NEMA). 

The National Electrical Manufacturers Association (NEMA) [30] is an ANSI-

accredited standards developing organization. Through its division Medical Imaging and 

Technology Alliance (MITA) [39], they published the standard ANSI/NEMA HN 1-2019 

[38] which provides for Manufacturer Disclosure Statement for Medical Device Security 

(MDS2) documents. Through MDS2 documents, the standard provides support for 

healthcare delivery organizations in executing risk assessments and in their management 

of medical device security capabilities [38]. 

2.4.2 Risk Management Frameworks 

There are several prominent risk management frameworks that are used both 

nationally and globally. Research is conducted to identify frameworks that are 

prominently used in industry with particular attention given to identify those used in the 

healthcare sector. An analysis of selected frameworks is done to identify the significant 

attributes of each with the goal of identifying attributes relevant to the healthcare domain. 

HIMSS introduced an annual survey in 2015 for the purpose of gaining insight into what 

healthcare organizations are doing to protect information assets considering the increased 

cyberattacks in the healthcare sector. The 2018 survey [71] produced feedback from 239 

qualified information security professionals in a variety of healthcare organizations. The 

respondents included HIMSS members and non-members, as well as members of the 
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HIMSS Cybersecurity community. Of significance to this work is their response to a 

question regarding the use of a list of prominent cybersecurity frameworks.  

Figure 1 shows the list of frameworks that were offered in the question and the 

response results. Respondents had the option of selecting more than one response to the 

question, and the choice of ‘Other’ was offered to the respondents. The results show that 

nearly 58 percent of respondents use the NIST framework, a rate much higher than any of 

the other options. As only about five percent of respondents selected the option of 

‘Other’, it can be concluded that the list contains the frameworks that are used by a 

majority of responding healthcare organizations that use a framework. Another 

interesting finding in this survey is that nearly seventeen percent of respondents report 

that their organization uses no cybersecurity framework. 

 

 

Figure 1. 2018 Survey of Cybersecurity Frameworks used in Healthcare [71]. 

 

 

The top five frameworks identified in this survey are among the frameworks 

identified for review in this research. Those covered here are: NIST Risk Management 
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Framework, Supply Chain Risk Management Practices for Federal Information Systems 

and Organizations, Framework for Improving Critical Infrastructure Cybersecurity, ISO 

27000 Information Technology – Security Techniques, HITRUST Common Security 

Framework, CIS Critical Security Controls, CIS Risk Assessment Methodology and 

COBIT.  

2.4.2.1 NIST Risk Management Framework. 

NIST developed a Risk Management Framework (RMF) [72] to “improve 

information security, strengthen risk management processes, and encourage reciprocity 

among organizations” [72]. RMF is intended to help organizations manage security and 

privacy risk, as well as to satisfy federal policy and regulation requirements such as the 

Privacy Act of 1974 [73], the Federal Information Systems Modernization Act of 2014 

(FISMA) [74], the federal Office of Management and Budget [75] policies, and Federal 

Information Processing Standards (FIPS) [76]. The framework provides a means for 

organizations to develop security and privacy capabilities throughout the System 

Development Life Cycle (SDLC), to maintain situational awareness of security and 

privacy, and to inform senior leadership in order to facilitate decisions concerning the 

acceptance of risk to “organizational operations and assets, individuals, other 

organizations, and the Nation” [72] .  

RMF is designed to be technology neutral to allow the methodology to be applied 

to any type of system or device, while providing for a custom set of controls and 

implementation details that are specific to the system or device. The framework includes 

seven steps that are summarized in Table 2. NIST provides supplemental guidance 

documents as indicated in the table.  
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Table 2. Seven Steps in NIST Risk Management Framework. 

Steps in the NIST Risk Management Framework  

Prepare Define the context and priorities for managing 

privacy and security from an organizational and 

system-level perspective; This step is added in the 

October 2018 final draft 

Categorize System and information processed, stored, and 

transmitted, based on impact analysis; security 

categorization guidance in FIPS 199 [77] 

Select An initial baseline set of security controls based on 

categorization; security control selection guidance in 

NIST SP 800-53 [78] 

Implement Implement and document how the security controls 

are implemented within the system and the 

environment 

Assess Use appropriate procedures to determine if the 

controls are: 

1. implemented appropriately, 

2. functioning as intended, and  

3. producing the desired security outcome 

Security control assessment procedures in NIST 800-

53A [79] 

Authorize Authorize operation of the system and decision that 

risk is acceptable with respect to:  

1. organizational operations and assets 

2. individuals 

3. other organizations 

4. the Nation  

Guidance provided in NIST SP 800-37 [72] 

Monitor Ongoing monitoring including: 

1. assessing security control effectiveness 

2. documenting changes to the system or operating 

environment 

3. conducting security impact analysis of changes 

4. reporting security state of system to appropriate 

organizational officials. 

Guidance provided in NIST SP 800-37 [72] 

 

The prepare step involves the activities necessary at the organizational level and 

at the information system level to prepare for the risk assessment. The prepare step is 
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intended to identify and leverage existing activities being conducted within the 

organization and centralize them under organizational governance and provide resources 

to enable cost-effective consistent risk management across the organization.  At the 

organization level, these activities include assigning roles and responsibilities, defining a 

risk management strategy, aggregating system level risk assessment results, identifying 

the control baseline and framework profiles, identifying common controls in place, 

prioritizing impact-levels, and continuous monitoring. At the system level, these 

activities include identifying the mission and business processes the system supports, 

identifying the stakeholders throughout the SDLC, identifying the assets associated with 

the system, determining the authorization boundary of the system, identifying the types of 

information processed, stored and transmitted by the system, identify the life cycle for all 

the types of information, conducting and documenting risk assessment results on an 

ongoing basis, defining and documenting the security requirements of the system, 

determining the placement of the system within the enterprise architecture, documenting 

the security and privacy requirements to be allocated to the system, and registering the 

system to inform the governing organization of the existence of the system and its key 

characteristics. 

The categorization step involves categorizing the system in each of the three 

security objectives of confidentiality, integrity, and availability based on the impact to the 

organization should an event occur [80]. The impact categorizations provided in FIPS 

199 guidance are Low, Moderate, and High. Figure 2 provides an example of a security 

categorization from FIPs 199. The security categorizations are then applied to each 

information type. 
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Example of Security Categorization From FIPS 199 [80] 

The generalized format for expressing the security category, SC, of an information 

type is:  
SC information type = {(confidentiality, impact), (integrity, impact), (availability, impact)}, where the 

acceptable values for potential impact are LOW, MODERATE, HIGH, or NOT APPLICABLE. 
EXAMPLE 1: An organization managing public information on its web server 

determines that there is no potential impact from a loss of confidentiality (i.e., confidentiality 

requirements are not applicable), a moderate potential impact from a loss of integrity, and a 

moderate potential impact from a loss of availability. The resulting security category, SC, of 

this information type is expressed as:  
SC public information = {(confidentiality, NA), (integrity, MODERATE), (availability, MODERATE)}.  

Figure 2. Example of Security Categorization from FIPS 199. 

 

RMF supports the risk management process defined in SP 800-39, Managing 

Information Security Risk [81]. SP 800-39 guidance identifies four risk management 

components. They are: frame risk, assess risk, respond to risk once determined and 

monitor risk. Table 3 describes the components. The guidance in SP 800-39 calls for risk 

management to be conducted as an enterprise-wide activity that spans the three 

organizational tiers: strategic, managerial, and operational.  

Inputs and preconditions to risk assessment, including some from the risk framing 

step, are identified in the guidance as: “acceptable risk assessment methodologies; the 

breadth and depth of analysis employed during risk assessments; the level of granularity 

required for describing threats; whether/how to assess external service providers; and 

whether/how to aggregate risk assessment results from different organizational entities or 

mission/business functions to the organization as a whole”[80]. 

  



 

 24 

Table 3. Components of Risk Management in SP 800-39 [81]. 

Risk Management Component Description 

Frame risk  Establish the context for risk-based decisions by 

describing the environment in which risk-based 

decisions are made; This involves identifying: 

a. risk assumptions 

b. risk constraints 

c. risk tolerance 

d. priorities and trade-offs 

Assess risk Identify threats and vulnerabilities 

Determination of risk  

a. harm (impact) 

b. likelihood of exploitation 

Supporting Inputs: 

a. tools to be used 

b. assumptions 

c. constraints 

d. roles and responsibilities 

e. risk data collection and communication 

methods 

f. how assessments are conducted 

g. frequency of assessment 

h. threat data collection method 

Respond to risk  Provide consistent enterprise response to risk; 

types of responses are generally categorized as 

accepting, avoiding, mitigating, sharing, or 

transferring risk; 

The steps in developing a response: 

a. identify alternative responses 

b. evaluate potential responses 

c. select response in line with organizational 

risk tolerance 

d. implement response 

Monitor risk  Monitoring on an ongoing basis using effective 

organizational communications and a feedback 

loop for continuous improvement in risk-related 

activities. 

a. Verify risk responses are in place 

b. Verify the effectiveness of risk responses 

c. Identify changes in the environment that 

may affect risk 

 

 

There are two primary activities in risk assessment: 1. Identify threats and 

vulnerabilities in the environment along with likelihood and potential impacts of 

exploitation and 2. Determine risks to stakeholders should the identified threats exploit 

the identified vulnerabilities. The second step is done in consideration of the likelihood 
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that such events could take place. Adverse impacts can be expressed as a security 

objective, such as loss of confidentiality, integrity, or availability. SP 800-39 states that 

the usefulness of impact information is maximized by expressing it in terms of 

organizational mission, business function, and stakeholder. 

The guidance describes risk as containing uncertainty in relation to the methods 

and assumptions taken when collecting the inputs of assessment. In addition, it describes 

risk assessment as being a process that is subjective in nature, subjective both to the 

experiences of the individuals involved in assessment and to the organizational culture. 

There is no solution to this problem offered, but the guidance suggests that 

organizationally defined and applied processes provide a means to identify and resolve 

inconsistent practices. 

The risk assessment result may lead to iterative steps of risk assessment and risk 

response until selected objectives are achieved. Once completed, the risk assessment 

results conducted at each of the three tiers of the organization (strategic, managerial, and 

operational) provide a portfolio of risk assumed by the organization. This could lead to 

future work at the strategic tier of the organization, such as root cause analysis. These 

activities could result in future changes to organization design decisions to the extent that 

they can effectively reduce enterprise risk. 

2.4.2.2 Supply Chain Risk Management Practices for Federal Information Systems 

and Organizations. 

RMF contains guidance on Supply Chain Risk Management (SCRM) [72]. SCRM 

should be important with respect to networked medical devices because they are 

purchased from suppliers who design and build the functionality, including security 
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features in the device. Accordingly, healthcare organizations are exposed to risk from the 

supply chain and should understand these risks in order to make informed purchasing 

decisions and determine appropriate mitigation actions.  Determining that the risk 

introduced by acquiring products from the supply chain is acceptable depends on the 

level of assurance that the organization can ascertain from the provider regarding the 

fitness of the security status of the product. Being able to determine the level of assurance 

of security fitness is based on the amount of influence the organization has on the 

supplier and the evidence presented by the provider regarding the effectiveness of 

security controls. 

RMF describes SCRM as a complex process requiring coordination across an 

organization, where communication and trust relationships among internal and external 

stakeholders is important. SCRM activities include assessing risk, determining suitable 

mitigation actions, developing plans and documenting the selected mitigation actions, and 

monitoring and comparing performance against plans. The guidance includes the 

importance of tailoring the SCRM plan to the organization’s particular needs. By 

tailoring the plan, organizations can focus their resources on the most mission critical 

areas specific to their risk environment.  

NIST published guidance for federal organizations and agencies toward 

identifying, assessing, and mitigating supply chain risk in SP 800-161 [82]. This 

guidance could be applicable to other organizations. The guidance is precipitated by 

concerns for security risks that may be introduced into federal organizations by 

Information Communication Technology (ICT) that could contain malicious 
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functionality, be counterfeit, or could introduce security vulnerabilities due to poor 

design or manufacturing practices within the supply chain. 

In the guidance NIST describes four pillars of ICT-SCRM as integrity, security, 

resilience, and quality. Figure 3 illustrates the inter-relationship of the four pillars. The 

NIST guidance addresses only the overlapping areas of the four disciplines. 

 

 

 

Figure 3. Four Pillars of ICT-SCRM [82]. 

 

 

The guidance recommends that organizations develop a base level of maturity in 

the following key areas before implementing ICT-SCRM.  

1. Ensuring that organizations understand the cost and scheduling constraints of 

implementing ICT SCRM  

2. Integrating information security requirements into the acquisition process 

3. Using applicable baseline security controls as one of the sources for security 

requirements  
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4. Ensuring a robust software quality control process 

5. Establishing multiple sources for critical system elements 

The guidance recommends that organizations develop a formal process for 

reaching this level of maturity including dedicated resources. 

Figure 4 describes risk resulting from the likelihood that threats may exploit 

vulnerabilities and the potential impact that may occur. 

 

 

Figure 4. ICT Supply Chain Risk [82]. 

 

 

2.4.2.3 Framework for Improving Critical Infrastructure Cybersecurity.  

The Framework for Improving Critical Infrastructure Cybersecurity was 
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developed by NIST for voluntary use by critical infrastructure owners and operators [59]. 

Critical infrastructure is defined in the U. S. Patriot Act [83] as “systems and assets, 

whether physical or virtual, so vital to the United States that the incapacity or destruction 

of such systems and assets would have a debilitating impact on security, national 

economic security, national public health or safety, or any combination of those matters.” 

[83]. The healthcare sector of the U. S. economy is identified as one of the nation’s 

critical infrastructure sectors [84]. 

 The goal of the framework to provide critical infrastructure sectors of the U. S. 

economy with a tool for improving their resilience to cybersecurity threats and 

vulnerabilities. The framework is designed to be industry independent and can be useful 

to organizations designated as critical infrastructure as well as to organizations not 

designated as critical infrastructure. The framework guides cybersecurity activities based 

upon business drivers and consideration for the technology required to meet business 

objectives within the specific risks, priorities, and systems of each organization.  

The framework consists of three parts: the framework core, implementation tiers, 

and the profile. The core is the set of activities, desired outcomes, and references that are 

common across critical infrastructure sectors. The core is composed of four elements: 

functions, categories, subcategories, and information references. Figure 5 shows the 

structure of the framework core. The categories and subcategories are populated with the 

outcomes and sub-outcomes of the respective function.  

The implementation tiers indicate the organizations views and processes in place 

regarding cybersecurity risk. There are four tiers: partial, risk informed, repeatable, and 

adaptive. While organizations who are at lower tiers are encouraged to consider moving 
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to a higher tier, the purpose of identifying a tier is to gain awareness of the current 

posture. Progression to a higher tier is encouraged when a cost-benefit analysis indicates 

it to be a feasible and cost-effective means to a reduction in cybersecurity risk. 

 

 

Figure 5. NIST Cybersecurity Framework Core Structure [59]. 

 

The profile is the complete core framework that an organization has identified 

based on its review of the functions in light of the organizational needs and priorities. 

Profiles can be established for both the as-is and the desired or target state of the 

organization. A comparison can be made of the as-is and the target profile to identify 

opportunities for improvement.  

The framework, not intended to replace a risk management process, is intended to 

be a component of a risk management process that identifies cybersecurity risks and how 

they are managed [59]. Quantifying risk is outside of the scope of the framework. 
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2.4.2.4 ISO 27000 Information Technology – Security Techniques. 

ISO standards for the risk management of information is found in the 27000 series 

of standards as shown in Figure 6. ISO uses the term Information Security Management 

System (ISMS) to describe the policies, procedures, guidelines, and associated resources 

and activities managed by an organization for protecting information assets [60]. 

 

 

Figure 6. ISO ISMS Family of Standards and Relationships. 

 

Risk assessment falls within the ISO 27001 Risk management standard. ISO 

identifies necessary components of a risk assessment as a risk analysis and a risk 
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evaluation, where a risk analysis is a systematic approach of estimating the magnitude of 

risks, and risk evaluation is a process of comparing estimated risks against the risk 

criteria to determine the significance of risks [60]. The precursor to risk analysis is the 

identification of relevant assets and information, and risk evaluation culminates with 

results that inform the organization’s risk management decisions. 

The steps involved in the ISO 27001 risk assessment are: 

1. Identification 

 

a. Identify assets within the scope of the risk assessment 

b. Identify threats 

i. Natural or human 

ii. Accidental or deliberate 

iii. Inside or outside of the organization 

c. Identify vulnerabilities 

d. Identify controls that can be put in place 

e. Identify consequences of the exploitation of vulnerabilities 

 

2. Analysis (Qualitative analysis and/or quantitative analysis) 

 

a. Likelihood 

i. Attacker skills required  

ii. Attacker motivation  

iii. Difficulty of attack 

 

b. Impact 

i. Effects on confidentiality, integrity, availability 

ii. Cost of asset 

 

3. Evaluation 

 

a. Quantitative: Risk = Likelihood x Impact 

b. Qualitative – Risk Matrix 

 

4. Results 

 

a. Risk evaluation 

b. Risks to prioritize 
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2.4.2.5 HITRUST Common Security Framework. 

The HITRUST Common Security Framework (CSF) [66] is developed and 

supported by the HITRUST Alliance [27] as a tool for addressing security considerations 

in the adoption of health information systems and exchanges. Specifically, the framework 

aims to address the following challenges that are prevalent in the healthcare sector:  

numerous and sometimes inconsistent requirements and standards, compliance issues, 

concern over current breaches, and the growing risk and liability associated with 

information security in the healthcare sector. The framework was designed to be used by 

any organization that creates, accesses, stores, or exchanges protected health information 

[66].  

Beginning in v9.2 of the CSF, the HITRUST Alliance took steps to make the 

framework more agnostic due to seeing an increase in the adoption of the HITRUST CSF 

outside of healthcare. This was done by moving HIPAA and healthcare-specific 

requirements into a separate HIPAA (healthcare) industry specific segment, thereby 

making it easier for organizations in any industry to adopt the framework [66]. 

HITRUST CSF is composed of 14 control categories, 49 control objectives, and 

156 Control Specifications. The control objectives and specifications are based on 

ISO/IEC 27001:2005 (requirements) and ISO/IEC27002:2005 (controls) [85]. The 

following are integrated into each control: the NIST Special Publication 800-series 

security framework documents [86], ISO/IEC 27799: 2008 (controls and guidelines for 

managing health information security) [87], HIPAA [88], the Payment Card Industry 

Data Security Standard (PCI) [89], COBIT [69], and state requirements. The resulting 

HITRUST CSF, according to the alliance, is an industry overlay [90] of NIST SP 800-53 
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[78] (Security and Privacy Controls for Information Systems and Organizations) 

moderate-impact minimum security control baseline for the healthcare industry. The 

alliance further states that the HITRUST CSF supports the NIST Framework for 

Improving Critical Infrastructure Cybersecurity [59] requirements for an industry-specific 

cybersecurity program. 

The 14 control categories each have a number of associated objectives and 

specifications. Table 4 shows the categories and the number of control objectives and 

control specifications associated with each. 

 

Table 4. HITRUST CSF Control Categories. 

Control 

Category 

Number Control Category Description 

Number of 

Control 

Objectives 

Number of 

Control 

Specifications 

0 Information Security Management Program  1 1 

1 Access Control 7 25 

2 Human Resources Security 4 9 

3 Risk Management 1 4 

4 Security Policy 1 2 

5 Organization of Information Security 2 11 

6 Compliance 3 10 

7 Asset Management 2 5 

8 Physical and Environmental Security 2 13 

9 Communications and Operations Management 10 32 

10 
Information Systems Acquisition, Development 

and Maintenance 
6 13 

11 Information Security Incident Management  2 5 

12 Business Continuity Management  1 5 

13 Privacy Practices 7 21 

 

 

Each control category is composed of a reference number and title and a 

statement of the control objective. Although the control categories are numbered, 

HITRUST does not imply the importance of the categories by the numbering order. 
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Each HITRUST control contains a control specification, a risk factor, the 

implementation requirement, control assessment guidance, and a cross-reference between 

each implementation requirement level and the requirements and controls of other 

common standards and regulations, referred to as standard mapping. 

2.4.2.6 CIS Critical Security Controls. 

CIS Critical Security controls [67] are a set of actions for cybersecurity defense 

created by The Center for Internet Security (CIS) [28], a non-profit organization that 

facilitates a consortium of volunteer public and private sector collaborators. The controls 

are designed to prevent or detect the most common causes of cybersecurity events. They 

are based upon current threat data and information vetted by the consortium of 

cybersecurity professionals. All controls are justified by actual attack data and are 

updated as new attacks are identified. The controls encompass prevention, detection, and 

disruption of security compromises. This research is based on version V7.1 of the CIS 

Controls [67].  

CIS controls are designed to provide defense-in-depth through a set of actions 

intended to mitigate the most common cybersecurity attacks. They reflect five tenets of 

an effective cyber defense system as defined by CIS. The tenets are identified in Table 5. 

There are 20 controls that are divided into three categories: Basic, Foundational, 

and Organizational. The categories are designed to help an organization get started by 

implementing the Basic controls first, and then progressing to the Foundational and 

Organizational controls. Table 6 shows the categorized CIS Controls.  
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Table 5. CIS Controls 5 Critical Tenets of an Effective Cyber Defense. 

 Tenet Description 

1 Offense informs defense Controls are exclusively those that have been shown 

to stop real-world attacks. 

2 Prioritization Prioritize controls within an individual environment 

based on their ability to provide the greatest risk 

reduction, protect against the most dangerous threat 

actors, and their feasibility within the computing 

environment. 

3 Measurements and metrics Establish metrics to provide a shared language for 

executives, IT specialists, auditors, and security 

officials to facilitate swift identification and 

implementation of adjustments. 

4 Continuous diagnostics 

and mitigation 

Continuous measurement, testing, and validation of 

the effectiveness of security measures to drive 

prioritization of next steps. 

5 Automation of defenses Automation of defenses enable organizations to 

achieve reliable, scalable, and continues 

measurement. 

 

 

Version 7.1 of the Controls introduced a concept referred to as Implementation 

Groups (IGs) to describe different levels of organizations that may be implementing the 

Controls. There are three IGs, with IG 1 being a very small company with a low level of 

sensitive data to protect and usually a low level of cybersecurity expertise, IG 2 is a 

medium-sized organization, and IG 3 is a large corporation with highly sensitive data to 

protect. 

Each of the 20 controls has several sub-controls to define implementation details. 

Each of the sub-controls identifies which of IGs should be expected to perform the sub-

control. The goal of the sub-controls identified for each IG is to make the controls 

reasonable for organizations of all sizes. 
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Table 6. CIS Controls. 

Basic Foundational Organizational 

1. Inventory and control of 

hardware assets 

7. Email and web browser 

protections 

17. Implement a security 

awareness and training 

program 

2. Inventory and control of 

software assets 

8. Malware defenses 18. Application software 

security 

3. Continuous vulnerability 

management 

9. Limitation and control 

of network ports, 

protocols and services 

19. Incident response 

and management 

4. Controlled use of 

administrative privileges 

10. Data recovery 

capabilities 

20. Penetration tests and 

red team exercises 

5. Secure configuration for 

hardware and software on 

mobile devices, laptops, 

workstations and servers 

11. Secure configuration 

for network devices, such 

as firewalls, routers and 

switches 

 

6. Maintenance, monitoring 

and analysis of audit logs 

12. Boundary defense  

 13. Data protection  

 14. Controlled access 

based on the need to know 

 

 15. Wireless access 

control 

 

 16. Account monitoring 

and control 

 

 

 

2.4.2.7 CIS Risk Assessment Methodology (CIS RAM). 

CIS RAM [68] was co-developed by CIS [28] and cybersecurity consulting firm 

HALOCK [91]. The purpose of CIS RAM is to assist organizations in planning and 

justifying the implementation of the CIS Controls [67] and to apply them in a manner that 

addresses the unique needs of the organization. It conforms to and supplements 

established risk assessment methods such as ISO 27005 Information Security Risk 

Management [92] and NIST Special Publication 800-30 Risk Management Guide [93]. 

CIS RAM supplements these standards by helping organizations evaluate risks and 
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safeguards using the concept of “due care” and “reasonable safeguards” that regulators 

and the legal community use to evaluate whether organizations act as a “reasonable 

person”. By “due care”, CIS refers to Duty of Care Risk Analysis (DoCra) [94], a public 

standard for risk analysis that includes a legally defensible cost-benefit analysis for the 

purpose of balancing security safeguard benefits and their cost. 

CIS RAM provides three sets of instructions for implementation based upon the 

organization’s level of cybersecurity maturity and in line with the NIST Cybersecurity 

Framework’s [59] three-tiered approach to implementation. The activities applied in all 

three CIS RAM levels are described in Table 7. 

CIS RAM recommends an ordinal scale for assessing both the impact and the 

likelihood of each risk. For example, a scale of one to three, with each level having a 

clear text description. Once each risk is assigned an impact and a likelihood ordinal scale 

value, the two numbers are multiplied together to develop a risk score. In determining 

acceptable risk, the organization determines the highest risk score is deemed acceptable, 

and safeguards are identified to reduce each risk that has a score above the acceptable 

risk level.  

 

Table 7. CIS RAM General Risk Assessment Activities. 

Analyze the observed risk define the scope; identify assets; develop risk 

assessment and acceptance criteria; gather 

evidence; model risks; evaluate risk based on 

impact and likelihood; compare assessment to 

acceptance to criteria 

Propose safeguards Recommend safeguards for unacceptable 

risks from CIS Controls; evaluate safeguards 

through cost-benefit analysis 

 



 

 39 

Each of the three tiers of implementation in CIS RAM approach risk assessment 

from a different basis, which is intended to support the organization’s level of 

cybersecurity maturity. Tier 1 is a control-based risk assessment where the organization 

looks at generic systems, devices and applications. Tier 2 is an asset-based risk 

assessment where the organization looks at specific systems, devices and applications and 

their sub-components. Tier 3 is a threat-based risk assessment where the organization 

looks at specific systems, devices and applications within the context of specific threats. 

2.4.2.8 Control Objectives for Information and Related Technologies (COBIT). 

COBIT [69], created by ISACA, is a framework for the governance and 

management of IT. This section gives a brief overview of COBIT 5 as it relates to risk 

and provides a review of ISACA’s IT security risk assessment guidance, which is 

ancillary to COBIT.  

The COBIT framework addresses IT management and governance from an 

enterprise-wide perspective beginning with a goals cascade based on the premise that all 

organizations exist for the purpose of creating value, that is realizing benefits at an 

optimal cost while optimizing risk. The term cascade refers to how the goals of an 

organization cascade from stakeholder drivers to stakeholder needs to enterprise goals, to 

IT-related goals, and finally to enabler goals. Figure 7 illustrates the COBIT 5 goals 

cascade. Of note, risk is a consideration near the top of the cascade, within the 

stakeholder needs. The guidelines emphasize the importance of customizing the cascade 

to meet the organization’s goals and using the cascade as a flexible guideline because 

organizational goals change and fluctuate over time. 
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Stakeholder needs translate into enterprise goals. The framework consists of a set 

of generic stakeholder needs and enterprise goals that were developed using the Balanced 

Scorecard [95] method and a list of common goals. An organization may use these sets 

and customize them for itself. 

 

 

Figure 7. COBIT 5 - Goals Cascade Overview. 

 

Enterprise goals require a set of IT-related outcomes which cascade into IT-

related goals. The IT-related goals cascade into enabler goals which are required to 

achieve the IT-related goals. The framework contains seven categories of enablers. They 

are: principles, policies and frameworks; processes; organizational structures; culture, 

ethics and behavior; information; services, infrastructure and applications; people, skills 

and competencies. 
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ISACA’s risk assessment guidance [96] documents how to conduct an IT risk 

assessment. The guidance defines risk as “the combination of the probability of an event 

and its impact” [96]. ISACA recommends that organizations create a risk assessment 

strategy that complements and champions enterprise goals with the purpose of reducing 

and mitigating risks. They recommend that risk assessment follow the generic risk 

assessment methodology steps of: identify and value assets, identify known threats, 

identify vulnerabilities, identify risk and determine the risk treatment.  

ISACA identifies the starting point of the risk assessment process as the 

identification of the enterprise’s risk appetite. They recommend this be described 

quantitatively in monetary terms to increase clarity and avoid confusion. In addition to a 

quantitative identification of risk appetite, a secondary baseline for communicating risk 

magnitude is reputational damage, although it is difficult to quantify. 

In asset valuation, ISACA includes systems, applications, data, storage and 

communication mechanisms as assets to be valued. Considering three general valuation 

methods: qualitative, quantitative and semi-quantitative, ISACA recommends a 

quantitative valuation as a measure that provides for clear and consistent interpretation 

across the enterprise. They strongly discourage a semi-quantitative approach as 

potentially profoundly misleading, for example, one that assigns monetary values to 

ordinal scale values such as ‘high’, ‘medium’, or ‘low’.  

ISACA also recommends identifying the processes in the enterprise’s value chain 

and which assets are involved with each process. This enables an understanding of the 

impact of a compromised asset on the organization’s overall operations. Accordingly, 
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ISACA recommends that risk assessment include a mapping of the relationships between 

assets and processes. 

ISACA recommends identifying risk factors next, beginning with areas of risk. 

They identify two broad approaches to risk identification as threat assessment and 

vulnerability assessment. Risk identification can be done using a top-down or bottom-up 

approach. A top-down begins with a potential threat and considers each asset and how it 

may be affected. A bottom-up approach begins with an asset and considers the negative 

outcomes that could occur with that asset. 

ISACA describes the intent of threat sources as a key factor in threat 

identification and categorizes intent as arising from malicious intent, accidental actions, 

or natural occurrences such as weather. Understanding intent could lead to discovering 

additional vulnerabilities, and organizations can apply threat knowledge to risk treatment 

decisions. 

ISACA describes vulnerability assessment as a structured approach that can be 

conducted using manual and automated processes. Vulnerabilities are primarily limited to 

weaknesses that are already known. These include weaknesses identified in audit reports, 

identified by the enterprise’s incident response teams or software security analysts, 

detected by applying third-party vulnerability intelligence, or published in the NVD [33]. 

ISACA cautions that vulnerability assessment reporting can be misleading when 

statistical analysis is viewed in summary and when readers fail to recognize that 

vulnerability assessment only includes known vulnerabilities.  

A clear understanding of the controls that are in place to modify the state of 

vulnerability is a component of vulnerability identification. ISACA points out that most 
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controls do not eliminate threats, rather they reduce threats, and an important part of 

vulnerability assessment is understanding the extent to which a control limits a 

vulnerability. Controls may be technical, such as hardware or software, or non-technical, 

such as policies, administrative actions, and physical mechanisms. 

Calculating risk, which is the probability that a vulnerability will be exploited, is 

the next step. ISACA recommends quantifying risk in monetary terms where possible but 

recognizes that difficulty in finding solid data on which to base a quantification may limit 

the options for quantifying risk. Another difficulty is that unknown vulnerabilities 

represent a gap in the basis for calculating risk. 

Once risk has been calculated, the areas of risk should be logged in a risk register. 

The risk register can serve as a historical record and as a knowledge base for matters of 

risk. The register can inform managerial decisions, provide visibility into risk governance 

and provide retrospective insight into threat patterns. ISACA identifies risk treatment as 

the conclusion of risk assessment, with four possible risk treatment categories: accept, 

transfer, mitigate and avoid. These are standard categories used by NIST and other 

organizations to identify risk treatments options [72], [59], [81]. 

Lastly, ISACA identifies limitations in risk assessment. Primarily, qualitative 

analysis is subjective and can lead to different interpretations of risk across the enterprise. 

Assigning monetary values to qualitative ordinal scales can increase the confusion. 

Quantitative data from objective sources lacks bias and is therefore the ideal solution, 

however this often is not possible in risk assessment. They describe expert opinion using 

a qualitative approach as potentially offering more clarity and flexibility in interpretation 

than quantitative numbers that imply objective sources of data when there is none. 
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2.4.2.9 Factor Analysis of Information Risk (FAIR). 

FAIR [97] is an open standard cyber risk framework that was developed by the 

FAIR Institute, a consortium of professionals with a broad range of industry 

backgrounds. The framework was intended to provide a means for identifying risks and 

presenting them to business leaders in terms that clearly explained the magnitude of risk 

and the value of mitigations. Quantifying risk was the solution they arrived at in 

developing the framework. In addition to quantification, they also use expert judgment in 

the prediction of several factors. The first is assessing the capability of potential 

adversaries, groups they refer to as threat actors. Next is the frequency with which they 

would expect a threat actor to attempt to exploit a vulnerability. Lastly, they use expert 

judgment to estimate the magnitude of the loss that could occur if the threat actor were to 

be successful in an exploitation attempt.  

The FAIR framework relies on Beta PERT distribution and Monte Carlo 

simulation to produce risk results. Figure 8 shows the FAIR ontology. 

 

 

Figure 8. FAIR Ontology. 
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2.4.3 Risk Assessment 

This research defines risk assessment as a component of overall risk management 

where potential threats are identified and prioritized into risks, and controls are identified 

that can reduce risk to acceptable levels [98]. This research defines risk management as 

the overall process of understanding, mitigating and controlling risk through risk 

assessment, risk mitigation, operational security, and testing [99]. Risk analysis is a 

component of risk assessment where gathered data is reviewed and analyzed [99].  

Risk assessment is a periodic and objective analysis of the current security 

controls that protect an organization’s assets [99]. There are four key deliverables in risk 

assessment: Identify threats to the organization’s mission, prioritize those threats by risk 

level, identify mitigating controls or safeguards, and publish an action plan [98]. The goal 

of risk assessment is to reduce risk to a manageable level. Figure 9 illustrates the 

relationship between risk management, risk assessment, and risk analysis. This research 

is focused on the cybersecurity risks imposed by networked medical devices. 

 

 

Figure 9. Risk Management, Assessment, Analysis Relationship. 
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In a seminal paper on risk [100], Kaplan identifies risk analysis as consisting of 

an answer to three questions: What can happen?; How likely is it that that will happen?; 

and If it does happen, what are the consequences? This research seeks to provide a 

framework to facilitate answering these questions as part of a risk assessment framework. 

2.4.4 Quantifying Risk 

Methodologies and strategies for quantifying risk have been applied in many 

disciplines including energy [101], [102], finance [103], insurance [104], and project 

management [105]. A survey of risk quantification across disciplines is done to assess 

how risk is quantified in a variety of domains. 

Early work in quantifying risk was done by Starr [106] in the area of comparing 

societal benefits of technologies to the risks associated with those technologies. The goal 

of the research was to answer the questions “how safe is safe enough?” The calculations 

were basic comparisons of perceived benefits to estimated fatalities and provide insight 

into the general public’s risk appetite. 

Cox [107] explores the use of risk matrices as sources of risk information. He 

relies on mathematical and logical fundamentals to illustrate the limitations of using risk 

matrices. He demonstrates how matrices and provide risk ratings that are inconsistent 

with underlying quantitative risks, and how matrices do not necessarily support effective 

resource allocation toward mitigations. Cox concludes that while risk matrices are widely 

used and convenient, they often do not support good decision making, and they should be 

used with caution. 

Kaplan introduced quantitative methods to risk analysis. His work includes 

probabilistic risk analysis in nuclear energy, both of the risk of accidents in nuclear 
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energy plants and the risk of transporting spent nuclear fuel by trains [100]. Kaplan 

demonstrated the use of probability as a means of systematically quantifying risk related 

to rare events. 

Kaplan distinguishes between probability and statistical methods [100]. He 

describes statistics as the study of frequency, where it is a science of handling data. 

Conversely, probability he describes as the science of handling a lack of data. Kaplan 

asserts that in the absence of data, probability is the only means of prediction. He uses 

Bayes’ Theorem to determine a probability curve that includes consideration for risk 

scenarios that are known as well as those that are unknown. He demonstrates the value of 

considering risk as a curve rather than a single number. Kaplan discusses acceptable risk 

and the difficulty with this topic. He asserts that risk cannot be considered in isolation, 

rather risk must be considered from a decision theory point of view considering cost, 

benefits, and risk. In considering acceptable risk, the optimum mix of cost, benefit, and 

risk should be considered. 

Meyer [105] developed a process for quantifying risk in project management and 

applied it to a real capital expenditure project in the mining industry. The process consists 

of quantifying risk for the three risk elements that affect project management. These are 

schedule, cost, and performance. Quantified risk assessment in each of these areas 

provides information for developing effective mitigation strategies and appropriate 

contingencies with the goal of minimizing the impact of risks on the project. In the 

project management discipline contingency is considered in relation to the effect risk has 

on the schedule estimate and the cost estimate of the project. Quantifying the effect of 
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risk on a project allows for estimates to include lower and upper limits of time and cost, 

thereby better informing management.  

The Project Management Institute process for risk management includes the 

development of a risk register that begins with a qualitative risk assessment that evaluates 

each risk in terms of the probability of the risk occurrence and the impact that the risk 

would create on the project. The risk register is an important input into Meyer’s process 

for quantifying risk. The resulting risk assessment considered three types of risk: project 

risk, which comes primarily from the risk register; estimation accuracy risk which 

reflects uncertainty in the accuracy of the estimate; and systemic risks, which are risks 

relative to the overall environment.  

2.4.4.1 Measurement. 

Quantifying cybersecurity risk involves measurement. Hubbard defines 

measurement in the context of cybersecurity risk assessment as “a quantitatively 

expressed reduction of uncertainty based on one or more observations” [108]. This 

definition has a mathematical foundation rooted in the field of “information theory”, the 

study of the quantification, storage, and communication of information, developed by 

Claude Shannon in the 1940s [109]. Shannon uses the term entropy to describe 

uncertainty. 

2.4.4.1.1 Bayes’ Theorem is a mathematical formula for calculating probabilities 

that was developed by the mathematician and theologian Thomas Bayes and published 

posthumously in 1764 [110]. Bayes theorem was conceived out of desire to calculate the 

probability of an event occurring under certain circumstances when very little data is 

available to support a calculation of the probability. Bayes developed a rule, or formula, 
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to calculate the chance that an event would occur between an upper and lower conditional 

probability. The rule is based on some knowledge or condition that may be known about 

the event.  The mathematical formula known as Bayes Theorem is shown in Figure 10. 

 

P(A | B) =  
P(B | A) P(A) 

 P(B) 
 

Figure 10. Bayes' Theorem. 

 

P(A|B) is referred to as the posterior and represents what is already known about 

the probability of A given B. It is interpreted as the likelihood of an event A occurring, 

given that B is true. Conversely, P(B|A) is the likelihood of event B occurring, giving that 

A is true. P(A) is the prior information we have, the probability of A, and P(B) is the 

probability of B. The Bayesian result can be interpreted as the degree to which a belief 

(A) should change as a result of related evidence (B). 

There are three defining attributes of the Bayesian approach as identified by 

Shafer [111]. First, the approach relies on a complete probabilistic model of the domain. 

That is, the domain of probabilities must total one. Second, subjective judgements are 

substitutes for empirical data, and third, the theorem is the primary mechanism for 

updating beliefs in light of new information.  

2.4.4.1.2 The Dempster-Shafer Theory of Evidence originated with the work of 

Dempster [112] in the 1960’s on the theory of probabilities with upper and lower bounds 

and was extended by his student Shafer [111] in 1974. It has since been used in artificial 

intelligence and expert systems as a method for modelling reasoning under uncertainty. 
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The theory has  grown into a rich research area of belief functions [113]–[115]. A review 

of scholarly articles using the search term ‘Dempster-Shafer’  reveals that research in this 

area has seen a steady increase through the year 2010, and it has remained quite active 

since then. 

Two primary features of the Dempster-Shafer theory of evidence are that it is not 

necessary to have beliefs that total unity, and that measures may be assigned overlapping 

sets and subsets of hypotheses. In this regard the theory offers an improvement over 

Bayes’ Theorem that may be beneficial when analysis is presented with only weak 

information sources. In addition, it provides flexibility to vary the allocation of belief to 

suit the extent of knowledge. 

2.4.4.1.3 Analytic Hierarchy Process (AHP) [116], introduced by Thomas L. 

Saaty in the early 1980’s, is a multi-criteria decision-making approach for determining 

weights of risk factors in pairwise comparisons. AHP is concerned with the scaling 

problem, what numbers to use, and how to correctly combine numbers resulting from 

them. A scale of measurement in the context of AHP consists of a set of objects, a set of 

numbers and a mapping of objects to numbers. A contribution of AHP is how to derive 

relative scales from expert judgement or data from a standard scale, and how to perform 

calculations on the scales avoiding useless or misleading results. This is maintained by 

composing weighting with respect to all criteria before normalization to a standard scale. 

2.4.4.2 Beta Distribution. 

Beta distribution is used in probability theory and statistics as a continuous 

distribution of probabilities on a scale of zero to one. Beta distribution is used with 

Bayes’ Theorem to update the probability of a hypothesis to model random behavior. 
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This is useful when estimating a population proportion, for example, the likelihood of a 

risk that has very little historical data on its exploitation [108].  

2.4.4.3 Monte Carlo Simulation. 

Monte Carlo simulation is a technique for simulating scenarios by randomly 

selecting values for uncertain variables from a pre-defined range of probabilities and 

using the values in a model [117]. Monte Carlo simulation can be operationalized in 

computer simulation as a technique for generating a large number of random scenarios 

based upon probabilities for inputs [118]. It was instrumental in the simulations required 

in the Manhattan Project and at Los Alamos in the 1950s in the development of the 

hydrogen bomb [117]. It can be useful in modeling where there is a great deal of 

uncertainty. Monte Carlo simulation can be used to generate thousands, or even millions, 

of possible outcomes. Today Monte Carlo simulation is used widely in many fields 

including engineering, physics, research and development, business, and finance [117]. 

This technique could be useful in risk analysis to visualize risk [108]. 

 

2.4.5 Risk Perception 

The perception of risk may have a significant role in risk assessment. Perception 

is involved in the inputs to risk assessment as well as in the decisions made by leaders 

with respect to risk. This research is likely to result in the need to consult with 

cybersecurity experts for inputs related to probability and impact of the exploitation of 

cybersecurity vulnerabilities. This warrants and review of research in the area of the 

accuracy of expert forecasts. In addition, a review of research into risk perception may be 

useful in guiding the presentation of risk assessment results to organization leaders. 
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2.5 Prediction 

Prediction of future outcomes has been studied in the social sciences 

[119]-[120], in statistics, and in economics [121], [122]. Predictions are made in two 

general classes: prediction based on intuition or experience also referred to as clinical 

judgment, and prediction based upon statistical models, also referred to as actuarial 

judgment [123]. In clinical judgment, the process for arriving at the prediction is a mental 

process that does not follow specific rules, and it is often difficult for the judge to 

describe the process [119]. In statistical prediction a mathematical model is created to 

calculate the prediction. Three pieces of information are necessary in statistical 

prediction: prior or background information, evidence specific to the individual case 

being predicted, and the expected accuracy of the prediction [124]. 

Ashenfelter [121] showed that a statistical model could be used to outperform 

expert opinion in predicting the future the value of Bordeaux wines. Predicting the future 

price of wines, an important factor for wine investors, is traditionally done by world-

renowned wine experts. Ashenfelter demonstrated that using a simple statistical model to 

predict the future price of wines outperformed wine experts. His model, based upon three 

characteristics of the weather during the growing season, resulted in predictions of the 

price of mature wines that were superior to the prediction of wine experts. The 

correlation between his predictions and actual prices is above ninety percent, where wine 

experts were inconsistent substantially less accurate. 
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2.5.1 Clinical judgement vs. Actuarial Judgement  

Meehl [119] introduced clinical and actuarial judgement to a wide range of social 

scientists in 1954. His work stimulated interest and studies in the area. Clinical 

judgement refers to a procedure where the judge makes predictions using informal and 

subjective methods. Actuarial judgement refers to the use of the statistical inference in 

making predictions. In actuarial judgement conclusions are drawn using statistical 

methods, the human judge is not used, and judgements are based upon empirically 

established relationships and evidence.  

Meehl [119] specified conditions for a fair comparison of the two methods. First, 

both judgements must be based on the same data, although the strategy for each may be 

formulated using different methods. Second, conditions that can inflate the accuracy of 

actuarial methods must be avoided. For example, the accuracy of an actuarial result could 

be based on chance. To avoid this, the method should be cross-validated by applying it to 

a separate case. Cross-validation reduces the chance of artificial inflation in accuracy of 

actuarial results. 

Kahneman and Tversky [124] explored intuitive prediction. Among their findings 

is that regression to the mean is counter-intuitive and difficult for subjects to apply in the 

process of prediction. This is even the case with study participants who were well-

exposed to statistical regression. They conclude that when making judgments under 

uncertainty people do not appear to follow the rules of chance or the statistical theory of 

regression in evaluating current evidence to make judgments about the future. Instead, 

people make predictions based on representativeness, that is they choose outcomes that 

more closely represent the inputs, or current evidence. While this method of prediction 
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may be accurate in many cases, it ignores information such as probability of the prior 

outcome and the reliability of the evidence. For example, when predicting the major of a 

graduate student, one group of subjects is given a list of majors and asked to estimate the 

percentage of students in each major, or the base rate. Another group is given a short 

personality sketch of a student and asked to determine how similar the student is to a 

student representative of each of the same list of majors. A third group was given the 

same short personality sketch and asked to predict the major of the student from the list 

of majors.  Their findings were that there was a high correlation of .97 between 

representativeness and likelihood, and a low correlation -.65 between likelihood and base 

rates. Subjects exceedingly ignored the base rates and predicted the major based upon the 

personality sketch, predicting the students major based on how representative the 

personality sketch was of the stereotype of a student in a particular major. 

Kahneman and Tversky [124] examined the psychology of intuitive prediction,  

specifically sources of unjustified confidence in prediction and fallacious intuitions 

concerning regression effects. They found that regression is counterintuitive and difficult 

to apply. It is intuitive to predict that outcomes should be representative of inputs, and 

this intuition remained strong despite considerable exposure to statistics. They conclude 

that in making judgments under uncertainty people do not appear to follow the rules of 

regression or statistical theory of prediction. Rather, people predict by representativeness 

by the degree to which outcomes represent the essential features of the inputs, or prior 

information. They note that in some cases this is valid, but in some cases it is not. In 

cases where representativeness is not a reflection of the outcome, factors such as of the 
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likelihood of the prior information and the probability of accuracy are generally ignored 

by the intuitor. 

Dawes et al. [123] compare clinical judgment and actuarial judgement. 

Qualitative observations can be coded quantitatively, and therefore can be inputs to 

actuarial judgements. They also observed that the combination of clinical and actuarial 

judgement can be a third judgement strategy. However, they find a fallacy in this 

approach when the resulting judgements are dichotomous, for example, if the possible 

results of the judgement are either ‘True’ or ‘False’.  In this case, if the clinical and 

actuarial judgements agree with each other, then the combination is unnecessary. 

However, if the clinical and actuarial judgements disagree with each other, they cannot 

both be valid. 

Dawes et al. [123] describe the results of three tests of clinical vs. actuarial 

judgement. All three tests were conducted in the social science domain, all met Meehl’s 

[119] criteria for a fair comparison, and all three represent judgements that are not 

artificial and represent common practice for which special expertise is claimed.  In all 

cases, the actuarial models produced more accurate results than the expert clinical 

judgements. This was even the case when the experts were given the results of the 

actuarial model for the case before they made their judgement.  

Dawes et al. summarize the results of over 100 studies that were all in the domain 

of diagnosing and predicting human behavior. The actuarial judgement was equal to or 

more accurate than the clinical judgement in almost every case. Dawes et al. conclude 

that after the results of 100 tests, while there are no conclusions that can be made about 

the validity of any one of the actuarial models, it can be generally concluded that the 
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advantage of the actuarial method of judgement is general and can likely be applied 

across many unstudied domains. 

Kahneman and Klein [125] explore differences in expert judgments, particularly 

identifying the activities in which skilled judgements develop with experience, and the 

activities in which experience is likely to lead to overconfident judgments rather than 

genuine skill. The goal of the research was to identify the areas in which expert judgment 

is worthy of trust. Klein was a practitioner and scholar in the area of naturalistic decision 

making and Kahneman was a practitioner and scholar in the area of heuristics and biases. 

These two areas are described here. 

Naturalistic Decision Making (NDM) focuses on understanding intuition by 

examining the successes of expert intuition, and traces its roots to de Groot’s study of 

master chess players [126]. Early work in NDM was a study to determine the decision 

making process of commanders of firefighting companies [127]. In this domain 

commanders are required to make decisions amid conditions of uncertainty and time 

pressure. The study revealed that commanders often considered a single decision without 

evaluating alternatives. The decision was based on recognizing patterns from a range of 

real world and virtual experiences to identify a plausible option. Commanders then 

assessed that option, and if it seemed appropriate, they would implement it. If it needed 

modifications to be appropriate for the situation, that was done. If it could not be easily 

modified, the next most plausible option was considered. Klein et al. [127] termed this 

approach as recognition-primed decision strategy. The approach was successful because 

it used the commanders tacit knowledge advantageously [127]. The recognition-primed 

decision is consistent with de Groot’s [126] work and has been replicated in other 
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domains including systems design, military command and control, offshore oil 

installation management, and neonatal nursing [125], [127], [128]. 

NDM has also resulted in failures in decision-making. A catastrophic event in 

1988 where a U.S. Navy cruiser shot down an Iranian commercial airliner [129] has been 

the subject of extensive investigation by NDM researchers. An outcome of this research 

was the initiation of a research and development program by the U.S. Navy called 

Tactical Decision Making Under Stress (TADMUS) [130]. 

Contrasting NDM is Heuristics and Biases (HB), an approach skeptical toward 

expertise and intuitive judgments. This work is founded in the work of Paul Meehl [119]. 

Meehl’s work involved the review of approximately 20 studies, predominantly from 

clinical psychology settings, that compared the accuracy of expert judgments to statistical 

models. The statistical models were more accurate than the expert judgments in nearly 

every case. Kahneman described similar results from his experience in assessing 

candidates for acceptance into military officer training [124]. Kahneman coined the term 

illusion of validity to describe the unwarranted sense of validity that comes with intuitive 

judgment [125]. 

In the first study of HB, Tversky and Kahneman [131] examined the performance 

of researchers in choosing the number of cases needed for a psychological experiment. 

The participants comprised researchers competent in statistics, including two authors of 

statistics textbooks. The subjects answered questions about sample sizes that were 

appropriate for different research study scenarios. The result of the study was that 

researchers failed to follow statistical rules to which they were familiar and drew 
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incorrect conclusions when they followed their intuitions. Tversky and Kahneman 

conclude that faulty statistical intuitions survive both experience and formal training. 

Kahneman and Klein [125] ultimately conclude that the process of skill 

acquisition that leads to reliable expert judgements requires both an environment that 

provides high-validity and an environment that provides an adequate opportunity to learn 

skills. By high-validity they mean environments that provide a stable relationship 

between observable cues and subsequent events or between observable cues and 

outcomes. The absence of high-validity environments leads to unpredictable outcomes. 

Further, they conclude that while reliable expert judgement cannot develop in 

unpredictable environments, individuals will sometimes make successful predictions, but 

only be chance. They also conclude that environments with weak regularity and low-

validity can sometimes support the development of algorithms that produce results that 

are better than chance and better than human judgment. However, the algorithms achieve 

limited accuracy.  

Cybersecurity events have weak regularity, and cybersecurity experts usually do 

not receive feedback to validate judgements. Therefore, cybersecurity experts are 

operating in an environment that does not support the development of sound expert 

judgements as described by Kahneman and Klein [125]. Accordingly, cybersecurity 

experts are not in an environment that supports the development of expertise in order to 

accurately predict the likelihood of adverse events. Bayes’ theorem, conceived out of a 

desire to determine the probability of an event occurring under circumstances when very 

little data is available to support a calculation of the probability, offers a potential 
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solution. Bayes’ theorem allows us to predict probability based upon prior knowledge 

even when that knowledge is limited.  

Bayes’ theorem offers a solution to the problem of limited data available to assess 

cybersecurity risk. However, predicting cybersecurity risk requires input from 

cybersecurity experts. Based on research into prediction, low accuracy in prediction 

would be expected from these experts. A related area of research is in the area of 

calibrating, or training, experts to be more accurate in their judgments. 

2.5.2 Calibration 

Calibration is a term that describes the process of training a person to more 

accurately assign probability assessments [132]. Research has shown that humans are not 

naturally very good at assessing probability [133], [132]. However, experiments have 

shown that they can be trained to be better at it. Training, or calibration, is well-

documented and has been studied with experts in many different areas such as sports 

picks, psychological diagnosis, investments, trivia estimates, and lie detection [133]. In 

the studies, large numbers of estimates are collected from individual experts and then 

compared to observed outcomes. The findings are conclusive and repeated [132].  

Without training almost all expert’s predictions deviated significantly from observed 

outcomes. Applying training methods greatly improved the experts estimates of 

subjective probability. 

The findings suggest that people are overconfident of their judgements of general 

knowledge that is of moderate or extreme difficulty. Furthermore, overconfidence 

increases with difficulty and decreases as difficulty decreases. Sieber [134] suggests 

common reasons that difficult predictions lead to more over confidence is that subjects 
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reduce the complexity of the decision making process by employing any of the following: 

ignoring conflicting information, failing to generate plausible alternatives, and failing to 

reflect on what is known or to seek additional information.  

In one study [132] subjects were given thirty general two-alternative questions to 

answer along with their probability assessment. Then they were given an additional ten 

questions. The instructions for the additional ten questions included first writing down all 

the reasons that supported or contrasted both of the responses. Then they were to answer 

the questions with their probability assessment. The method of answering the additional 

ten questions significantly improved their accuracy. An additional study of this method 

concluded that an effective remedy to overconfidence is to search for reasons that one 

might be wrong [135]. 

One research study speculated that calibration for the prediction of future events 

may be different than calibration of general knowledge questions [136]. If so, this would 

limit the application of research with general-knowledge questions to the prediction of 

future events. However, the study contained general knowledge questions that were more 

difficult than the future event prediction questions, which could explain the disparity they 

found. Additional studies demonstrated that calibration for future and past events were 

identical [132]. 

Lichtenstein et al. [132] compare a study of physicians’ assessments of the 

probability of a given diagnosis based upon an examination to a study of the predictions 

of precipitation by weather forecasters. They found the weather forecasters to be 

significantly more accurate and described them as superbly calibrated. They identified 

several factors that they believe favor weather forecasters. First, they have been making 
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probabilistic forecasts for years; second, the task is repetitive; third, the hypothesis is 

always the same (will it rain?); fourth, the outcome feedback is well-defined and 

promptly received. This contrasts with physicians who consider a wide array of 

hypotheses daily, the feedback is not always prompt and sometimes never received.   

Lichtenstein et al. [132] presented a comprehensive review of research literature 

on calibration. The conclusions they demonstrated to support the importance of 

calibration are the following:  

1. making uncalibrated decisions when the payoffs are very large, errors are 

very large, or when errors compound, the expected loss from erroneous 

predictions of probability could be very large;  

2. assessors should not be expected to be well-calibrated when explicit or 

implicit rewards for their assessment do not motivate honesty. For 

example, subtle pressure to not appear foolish or to impress management 

may result in poor calibration;  

3. Receiving feedback regarding the outcomes after every calibration 

assessment is important to successful training.   

No published studies on calibrating cybersecurity expertise have been found. 

However, the variety of experts that have been trained suggests that calibration may be 

well-suited for cybersecurity experts.  

 

2.6 Enterprise Risk Management 

Enterprise Risk Management (ERM) has its beginnings in the early 2000’s with 

the separate work of The Casualty Actuarial Society [137] and The Committee of 
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Sponsoring Organizations of the Treadway Commission (COSO) [138] who published 

ERM frameworks [104], [139] in 2003 and 2004 respectively. The Casualty Actuarial 

Society defines ERM as: “…the discipline by which an organization in any industry 

assesses, controls, exploits, finances, and monitors risks from all sources for the purpose 

of increasing the organization’s short- and long-term value to its stakeholders” [104]. 

COSO defines ERM as: “…a process, effected by an entity’s board of directors, 

management and other personnel, applied in strategy setting and across the enterprise, 

designed to identify potential events that may affect the entity, and manage risk to be 

within its risk appetite, to provide reasonable assurance regarding the achievement of 

entity objectives” [140]. Each of the organizations and their framework is described here. 

The Casualty Actuarial Society (CAS) [137], founded in 1914, is a credentialing 

and professional education organization focused on property and casualty risks. A 

casualty actuary is a professional trained in the analysis, evaluation and management of 

risk exposure. 

The CAS framework describes risks along two dimensions: type of risk and risk 

management process steps. Table 8 shows the CAS ERM Framework. Precisely 

determining the proper type of risk is less important than recognizing and identifying all 

material risk factors that can influence the value of the organization.  

The process steps include establishing the enterprise risk management context – 

external, internal and risk management contexts. Identifying the external context begins 

with defining the relationship of the enterprise to its environment including analyzing 

Strengths, Weaknesses, Opportunities, and Threats (SWOT), identifying the 

organizations stakeholders, and communication policies with stakeholders. Identifying 



 

 63 

the internal context involves understanding the overall objectives of the enterprise 

including its strategy and key performance indicators and identifying the oversight and 

governance structure. The risk management context involves identifying the relevant risk 

categories, the amount of coordination throughout the organization and the adoption of 

common risk metrics. 

 

Table 8. CAS ERM Framework. 

 

ERM Framework 

Process Steps 

Types of Risk 

Hazard Financial Operational Strategic 

Establish Context   

Identify Risks     

Analyze/Quantify Risks      

Integrate Risks   

Assess/Prioritize Risks     

Treat/Exploit Risks      

Monitor & Review   

 

 

Identifying risks involves documenting the conditions and events that represent 

threats to the achievement of objectives or represent opportunities for achieving 

competitive advantage. Next is analyzing and quantifying risk, creating probability 

distributions of outcomes where possible. Integrating risks involves identifying 

correlations in risks and aggregating all risk distributions, expressing the results in terms 

of impact on the enterprise’s key performance indicators. Assessing/prioritizing risk 

involves determining the contribution of reach risk to the enterprise’s risk profiles and 

prioritizing risks to facilitate decisions as to the appropriate treatment of each. The 

process of treating/exploiting involves any number of strategies including decisions to 
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avoid, retain, reduce, transfer, or exploit risks. The next step is ongoing monitoring and 

review, which leads to an ongoing process of risk management. 

The Committee of Sponsoring Organizations of the Treadway Commission 

(COSO) [138] is a council of volunteer organizations that was organized in 1985 to 

sponsor a commission aimed at identifying causal factors in the private sector issue of 

fraudulent financial reporting, and evolved to include three interrelated subjects: 

enterprise risk management, internal control, and fraud deterrence. In 2004, COSO 

published an Enterprise Risk Management (ERM) Framework, which was updated in 

2017. The updated framework reflects changes that have taken place in risk management 

since the original frameworks and stresses the importance of considering risk in the 

strategy-development process and in driving organizational performance. An important 

change in the update is attention to cybersecurity risk and how to include it at the 

enterprise level [141]. The ERM framework recommends the use of a standard 

cybersecurity framework such as NIST, ISO 27001/2 [26], or the AICPA Cybersecurity 

Risk Management Reporting Framework [142], and it provides guidance on integrating 

cyber risk management into ERM. 

The COSO ERM framework is composed of twenty principles that are divided 

into five components of risk management [141]. The five components of risk 

management are: Governance and Culture, Strategy and Objective-Setting, Performance, 

Review and Revision, and Information, Communication, and Reporting [141]. 

The American Society for Healthcare Risk Management (ASHRM) [143] 

published an ERM framework [144] for healthcare in 2014 along with guidelines to assist 
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healthcare organizations in its implementation. The steps in the risk management 

framework include: 

1. Risk and opportunity identification  

2. Risk evaluation and assessment  

3. Strategic risk response and implementation 

4. Review, evaluation and monitoring 

The main difference between the COSO framework and the ASHRM framework 

is that the COSO frameworks presents ERM as the work of the executive leadership in an 

organization, and the ASHRM framework presents ERM as the work of risk 

professionals that receive oversight from the organization’s leadership. Other than that 

foundational difference, the frameworks are similar.  

A distinguishing factor of the CAS framework is that it calls for the identification 

of risks that should be avoided or minimized as well as opportunistic risks that can be 

exploited to increase the enterprise’s value. The guidance CAS gives enterprises is that 

informed risk-taking can be a means to competitive advantage. This distinction, while 

interesting, does not seem to be relevant for cybersecurity risk in network medical 

devices. 

In a 2015 survey [145] of manufacturing companies conducted by Deloitte, the 

Manufacturers Alliance for Productivity and Innovation (MAPI) revealed that most 

(93%) of respondents place the ownership of organizational risk with the full board of 

directors or within the audit committee of the board of directors. Only two percent of 

respondents report having a risk committee responsible for organizational risk. The study 

sought to uncover how the risk landscape has changed in manufacturing. The 
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environmental factors impacting the industry’s response to risk include the potential 

obsolescence posed by changing customer preferences and new products and applications 

of technology. Consequently, organizations are increasing the pace at which they 

innovate and execute change. They discovered that the increasing pace of technological 

advances poses a significant challenge to risk professionals. While technology is 

providing improved analytical tools and predictive modelling capabilities, technological 

advances place greater emphasis on data security and cyber vulnerabilities. The results of 

the study indicate that risk professionals are facing a need to evolve risk assessment to be 

more analytical, agile, effective at modelling risk, and to embed risk within all levels of 

an organization. They are also finding the need to change the frequency of assessment 

cycles. 

The MedDevRisk framework could contribute to the risk identification 

component of an organization’s overall ERM. In the case of the COSO ERM framework, 

the outputs of MedDevRisk could serve as inputs to the performance component of the 

framework. In the case of the CAS ERM Framework, outputs of MedDevRisk could 

serve as inputs to the Identify Risks process step. In addition, MedDevRisk could also 

contribute to the Review and Revision Principle of COSO ERM framework and the 

Monitor and Review process step of CAS ERM Framework by providing updated 

information regarding risk remedy and mitigation actions. It could also contribute to the 

Information, Communication, and Reporting principle of COSO ERM framework 

through data and the reporting of data from MedDevRisk.  
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CHAPTER III 

  RELATED WORK 

 

The risk assessment framework that is developed in this research is based upon 

foundational work by several researchers. Each of the works is described below. 

 

3.1 Foundational Relational Database Model  

Pardue et al. [41] developed the foundational database-driven approach to risk 

assessment upon which this research is built. Their work is based on prior conceptual 

work in information security. The research method was a proof of concept using a 

hypothetical scenario in the healthcare domain. Pardue et al. underpin their work by 

identifying the essential elements for information security assessment as Threat, 

Vulnerability, Asset and Control (TVA-C) from the work of Hoffman, et al. [146] and 

Whitman [147] as the core structure for their database design. To this list of elements 

Pardue et al. add Threat Source, Threat Action, Cause, and Domain along with relevant 

associative tables to complete the structure of their relational database. These essential 

elements are operationalized as entities in the relational model. 

Risk assessment is defined by Pardue et al. as “identification of threats 

vulnerabilities and assets and estimation of relative riskiness” [41]. They further their 

definition of risk assessment from the work of Shou and Shoemaker [148] to include the 

ability to “delineate both the strategy to reduce the likelihood of a risk occurring 

(preventative measures) as well as the measures to respond effectively if a risk becomes a 
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direct threat (reactive measures)”[148]. Pardue et al.’s definitions for the entities in the 

database are contained in Table 9. 

 

Table 9. Pardue et al.’s Definitions for Data Entities in Relational Model [149]. 

Pardue et al. Definitions for Data Entities 

Threat “the event or circumstance that can result in 

adverse impact on an organization”  

Vulnerability Per NIST 800-3, a flaw or weakness in system 

security procedures, design implementation, or 

internal controls that could be exercised 

(accidentally triggered or intentionally 

exploited) and result in a security breach or a 

violation of the system’s security policy. 

Asset Asset – Pardue et al. do not provide an explicit 

definition for an asset, rather, they provide the 

examples of data, images, hardware, software, 

networks, people and procedures in the domain 

of a security environment. 

Control countermeasures designed to restrict, monitor, 

and protect assets against a threat, thereby 

minimizing the possibility of a threat 

exercising vulnerability. 

Threat Source a classification of an agent that either 

deliberately or accidently exercises a 

vulnerability. An example is “human-

deliberate insider”. 

Threat Action The unique combination of a threat, asset, and 

vulnerability. 

Cause The motivational and situational factors 

associated with threat sources 

Domain The context for the security environment. 

 

 

Pardue’s goal was to construct a relational database model that is sufficiently 

abstracted so as to be applicable to a variety of domains. Pardue’s work demonstrates that 

a threat list can be derived specific to a security context from a generic threat database. 

The ability to rank risks in the database was recognized as a desirable feature for future 
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work. In 2009, Pardue et al. proposed a risk assessment method for ranking risks [150] . 

They propose that the approach could be incorporated into their relational database 

model. Discussion of this method is in section 3.2 below. 

A conceptual difference in Pardue et al.’s work and this work is that in Pardue’s 

work assets are generalized. That is assets are not specific to a manufacturer’s model 

number or serial number, rather assets are generalized by the type of asset. For example, 

an asset in Pardue et al.’s database may be described as a wireless router [41]. 

Accordingly, threats are generalized and not specific to a particular manufacturer’s 

model. This research seeks to identify vulnerabilities specific to an asset by considering 

the hardware, operating system, and software of an asset at the model and serial number 

level where applicable. 

 

3.2 Risk Assessment Using Threat Trees and Monte Carlo Simulation 

Pardue et al. proposed a risk model and technique for risk assessment of Direct 

Recorded Electronic (DRE) voting machines based on attack trees and Monte Carlo 

simulation [150]. The proposed risk assessment model uses threat trees for assessing risk. 

Threat trees are derived from Schneier’s work using attack trees as a methodology for 

describing the security of systems [151]. Pardue et al. describe the difference between an 

attack and a threat as being that attacks are deliberate acts, and threats encompass both 

deliberate and unintentional acts.  They chose a tree structure as the means for 

documenting threats because, by being an abstraction, the structure allows for 

comparative reasoning of threats.  
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They consult NIST 800-30 Risk Management Guide for Information Technology 

Systems [93] for guidance in developing the threat tree. A two-phase process is used that 

coincides with the first four steps of the nine-step risk assessment process described in 

NIST 800-30. They use the NIST definition of a threat – “the potential for a particular 

threat-source to successfully exercise a particular vulnerability”[93]. Their stated reason 

for focusing on threats first as being because the identification of threats is the first step 

in assessing risk. 

In the first phase of developing the threat tree, the researches characterized the 

DRE voting system using Unified Modeling Language (UML) [152]. This step models 

step one of the NIST-800-30 risk assessment process: system characterization [93]. They 

explain their choice of UML as being because it provides a systematic means of 

identifying and documenting system vulnerabilities as well as identifying vulnerable 

people, technology, and processes. The characterization is based on extensive literature 

review and information collected in a face-to-face meeting with a panel of domain and 

security experts consisting of election officials, a representative from NIST, security 

experts, voting equipment vendors, voting equipment testing labs, election law attorneys, 

and academics.  

In the second phase of developing the threat tree, Pardue et al. go through 

multiple steps to identify voting system threats with corresponding vulnerabilities and 

potential controls. This phase model steps two through four of the NIST-800-3 risk 

assessment process: threat identification, vulnerability identification, and control analysis 

[93]. The results are cataloged into a threat matrix and organized into a threat tree. First, 

each researcher independently developed a list of threats, vulnerabilities, and controls 
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based upon literature review and the model of the system that was developed in phase 

one. The controls are selected from NIST 800-53 [153]. Then they merge them together 

and eliminate duplicates. Next, they craft the resulting threat matrix into an initial “straw 

man” threat tree that they distribute to the domain and security experts for review. From 

the review they received several hundred suggestions for revisions that were reconciled 

and implemented into the threat tree by the research team [149]. 

Pardue et al. convened a panel of domain experts to validate the threat tree. The 

makeup of this panel is similar to the panel that reviewed the UML diagrams in phase 

one. In general, the panel deemed the DRE threat tree to be “representative, accurate, and 

useful” [149]. Pardue et al. therefore propose using the threat tree as the basis for risk 

assessment. They suggest a Facilitated Risk Analysis Process (FRAP) [154]. FRAP is a 

group exercise for analyzing and prioritizing risks where the group is composed of 

domain experts and a facilitator.  

Risk is assessed as the product of probability and impact. The NIST definition of 

risk, “the net negative impact of the exercise of a vulnerability, considering both the 

probability and the impact of occurrence” [93], is used. Further, they condition or adjust 

probability by assessing motivation as a characteristic of the attacker and complexity as a 

characteristic of the threat. 

 

3.3 Concept for Medical Device Specific Domain Model 

Cerkovnik proposed a medical-device-specific concept for modeling the 

cybersecurity risk posture of healthcare organizations [42]. His work builds upon Pardue 

et al.’s [41] database driven model for risk assessment by identifying information specific 
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to the needs of medical device risk assessment. Cerkovnik’s database provides a means to 

identify medical devices and categorize them according to a risk factor, controls, 

countermeasures, and other attributes that may be of interest to those managing the 

security of medical devices in a healthcare setting. 

In Cerkovnik’s work, devices for modeling were selected from the FDA’s web-

based public 510(K) database by conducting searches records from the years of 2009 

through 2014 where network capable medical devices were identified by using search 

terms such as “link”, “smart”, and “wireless”. The results of the search were further 

refined to include only devices that had a network interface and were designed expressly 

for the use of clinicians in a healthcare setting. The search identified six devices that were 

used in the model. 

Once the devices were entered into the relational database, queries were made to 

identify vulnerabilities and threats that may be associated with them. The information 

available in the database allowed for sorting the results based on risk, asset value, 

likelihood of attack, date of last patch, and device attributes that may be of interest to a 

healthcare facility. 

In conclusion, Cerkovnik replaced the database of Pardue et al. with a simpler 

version. He created a table called tblDevice, but in removing the table tblAsset and its 

auxilliary tables, some of the ability to store information about and classify assets 

(devices) is reduced. However, Cerkovnik added auxlliary tables to describe attributes 

such as how devices interact with data, perform authentication, are physically secured, 

support data backups, and their security configuration features. These additions offer an 
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enhanced ability to understand the security posture and report on assets. Merging these 

two databases is an essential next-step in this work. 

 

3.4 Merged TVA for Medical Device Specific Domain 

Seale [40] continued the work of Cerkovonik by merging his database concept 

with the work database of Pardue et al. [41]. In addition, the model is expanded to 

include industry standard threat modeling tools and frameworks. The tools considered 

were STRIDE [155], OWASP [156], NIST Risk Management Framework [157], 

CVSSv2 [158], CVE [159], NVD [33], and CWE [160]. 

The research addresses the questions of whether the relational model can be 

improved by leveraging existing threat modeling and vulnerability assessment tools and 

frameworks, and if a relational database based on threat-vulnerability-asset associations 

can be used to generate actionable threat assessment criteria for healthcare organizations 

regarding medical devices. 

After examining the standard threat modeling tools and frameworks identified in 

the research plan, Seale chose STRIDE [155] for threat modeling, CVE [159] as the 

source for identifying vulnerabilities, and CVSS [158] to provide ranking metrics. Both 

CVEs and associated CVSS scores are available in the NVD [33]. 

The research used SQL views to identify and report threats for each of the 

STRIDE categories (spoofing, tampering, repudiation, information disclosure, denial of 

service, and elevation of privileges) [155] based upon keyword searches of the text 

descriptions of threats in the database. 
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Seale identified relevant CVEs in the NVD by conducting a key term search of 

the NVD. Terms such as medicine, medical device, insulin pump, infusion pump, 

defibrillator, and pacemaker were used in the search of the NVD. The search revealed a 

total of 17 CVEs. Eight of the CVEs were related to the search term insulin pump. Seale 

selected one of the insulin pumps and inserted that device and its relevant information 

into her relational database. The information inserted included the relevant threat and 

vulnerability information that was gathered from the CVE data. 

Seale validated the relational model by performing an experimental case study 

based on a collection of real-world medical devices provided by the University of South 

Alabama Human-Patient Simulation Unit. Seale received inventory data related to 

network-capable medical devices that were in use in the Unit. Searches for potential 

vulnerabilities were conducted using manufacturer reports/user manuals and online 

sources of information where cybersecurity vulnerability information can be found. The 

following online sources were searched: FDA MAUDE [161], FDA Medical Product 

Safety Network (FDA Medsun) [162], FDA 510(k) Pre-Market Notification database 

[163], FDA Recalls [164], and the NVD [33]. In addition to manufacture reports/users 

manuals and standard online sources, Shodan [165], a search engine for discovering 

network connected devices was used to search for the existence of subject devices 

exposed to the public internet. 

The search results demonstrated that there is little cybersecurity vulnerability 

information available about the medical devices used in the study in public sources. 

However, there was enough information gathered based on the devices and similar 

devices to apply a cybersecurity risk assessment in the case study. 
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The research demonstrated the use of a relational data model based on threat, 

vulnerability, and asset associations for medical devices could be used to generate 

actionable threat assessment criteria for healthcare organizations. Furthermore, the model 

was improved by leveraging existing threat and vulnerability assessments and data. 

 

3.5 The Addition of Vulnerability and Asset Management 

Hodges [43] continued the work of Seale by adding a vulnerability evaluation tool 

to collect device data and match it to known vulnerabilities and a cybersecurity attack 

modeling tool to better understand adversary attack strategies and identify mitigations. 

The vulnerability evaluation tool using OVAL [34] provides and automated process for 

collecting device software components and configuration information and comparing it to 

published CVEs. This information could inform network administrators of software on 

medical devices and when a patch may be available. In addition, Hodges added 

adversarial information through the use of the attack modeling framework CAPEC [31] 

to provide an adversarial view of how vulnerabilities could be exploited on medical 

devices. The adversarial view also provides insight into how other areas of the network 

may be secured in order to protect a device. 

An important contribution of Hodges is the incorporation of CVE data into the 

database allowing for CVEs to be connected to assets through the results of the OVAL 

evaluation process. Hodges created an automatic process for populating the database with 

CVE and CAPEC data, which provided a significant improvement. 

Hodges selected the Open Vulnerability and Assessment Language (OVAL) [34], 

an open international community standard for the assessment and reporting of the 
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machine state of computer, as the tool for collecting and evaluating device configuration 

information and comparing the configuration information to CVEs.  

Common Attack Pattern Enumeration and Classification (CAPEC) [31] was 

selected for attack modeling tool. This community resource also provides mitigations that 

can be put in place to reduce the likelihood of a successful attack. CAPEC could be 

useful in identifying other areas of the network, outside of the medical devices, that may 

need to be secured and monitored. 

Hodges validated the methodology by performing a case study. Like Seale [40], 

Hodges’ case study is based on a collection of real-world medical devices provided by 

the University of South Alabama Human-Patient Simulation Unit. To collect device data, 

Hodges installed the necessary software on the devices in the Unit to run the OVAL 

evaluation tool. The medical devices tested were Apple devices running various versions 

of MacOS 10. OVAL version 5.10.1.17 was installed on each machine, and OVAL 

characteristics files were collected locally on each device. The collected data included 

operating system, installed software, and software configurations in the form of OVAL 

system characteristics files [34]. The OVAL characteristics files were then compared to 

OVAL definition files [34] maintained by the Center for Internet Security [28]. The 

OVAL definitions files contain information about security advisories of vulnerable 

configurations. The OVAL process makes a comparison of the OVAL system 

characteristics files to the OVAL definition files and yields an OVAL result file which 

describes the vulnerabilities present in the device as a result of any matches between the 

system characteristics file and the vulnerability definition files. The OVAL result file 

includes any CVEs related to device configurations including the CVE number and title.  
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Because one of the goals of the research was to be able to remotely collect device 

configuration data, Hodges conducted a proof of concept of remote collection of OVAL 

system characteristics data from an Apple devices running MacOS. This proof of concept 

was done on a device not on the Human-Patient Simulation Unit network. A software 

tool called jOVAL Professional [166] was used for this test. jOVAL is a tool that allows 

for the remote collection of OVAL characteristics files for devices, a comparison of the 

characteristics files to OVAL definition files, and a report of the OVAL result. 

Hodges modified the Seale’s database to include CPE [167], CVE [159], OVAL 

results [34], and CAPEC [31]. In doing so the information stored about devices was 

expanded to include the components of a device since CPEs are related to device 

components and the components may have CVEs. The new table tblAssetVulnerability is 

an intersection table serving as a central hub for connecting assets to the many 

vulnerabilities and CAPECs that may exist for them. CVE data is stored in the table 

tblVulnerability and the database has been normalized to allow for one CVE to be 

associated with many assets and many assets to be associated with any one CVE. The 

newly added tblCAPEC likewise supports CAPECs being associated with many assets 

and many assets being associated with any one CAPEC. The new table tblOVAL 

contains OVAL results as created from the OVAL evaluation of device characteristics 

against OVAL vulnerabilities [28]. There may be many OVAL results associated with 

any one device.  Figure 11 shows the updated database schema resulting from Hodges 

work.  
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Figure 11. MedDevRisk Schema. 
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 A contribution of Hodges was the automation of importing CVE [159], CAPEC 

[31], and OVAL [34] results data into the database. This is done through a series of 

Python scripts that retrieve data from XML files. In the case of CVE and CAPEC, XML 

downloads are available to the public by the curators of each of the data sources. In the 

case of the OVAL results files, the XML files were generated by the OVAL evaluation 

tool. The process of inserting OVAL records into the database also makes consideration 

for existing OVAL records in the database and updates them with any changes found. 

The process of importing CAPECs is similar to that of importing OVAL results 

into the database. The source of CAPEC XML files is MITRE Corporation’s CAPEC 

website [31]. XML downloads of version 3.0 of CAPEC attack patterns are downloaded 

and imported into the database. The process accommodates any updates found to CAPEC 

records that already exist in the MedDevRisk database. 

CVE data was imported from XML data feeds made available by NIST on the 

NVD website [33]. The CVE data imported into the database was from 2006, the earliest 

year CVEs were created, through 2018. Like OVAL results and CAPEC records, the 

import updates existing CVE data as necessary and adds new records.  

Connections between OVAL results records and CVE records are done through 

the CVE_ID. Each CVE as a unique ID, and each OVAL result contains the CVE_ID for 

the CVE that relates to the vulnerability described in the result. Likewise, CVE records 

contain CWE_IDs which can be used to connect CVEs to any CAPECs that may exist. 

Not every CAPEC has an associated CWE. 

Hodges also developed a method for determining which values in the database 

tables tblThreatSource, tblThreatAction, and tblControl would be associated with 
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vulnerabilities. In assessing the values of tblThreatSource and tbleThreatAction, she 

evaluated the manual method used by Seale, and employed an automated method for 

evaluating the descriptions of CVEs. CVEs that were identified by the OVAL evaluation 

were analyzed. A list of key words was identified and used to assign the appropriate 

source(s), action(s), and control(s) to each CVE. In the case of controls, tblControl 

contains controls that were developed by Pardue et al.  and continued by Seale.  In 

addition, controls exist in Hodges’ new table tblCAPEC. The tblControl is kept by 

Hodges because it is needed in cases where there is no CAPEC associated with a 

vulnerability. 

Hodges also classified vulnerabilities using the classifications that were initiated 

by Pardue et al. [41] and continued by Seale [40]. In identifying the classification 

identification value for vulnerabilities, Hodges employed a similar method used to 

identify threat sources, threat actions, and controls. Hodges evaluated the descriptions of 

vulnerabilities that were included in the OVAL results. Classifications were assigned to 

vulnerabilities based on the evaluation criteria. 

Hodges research created risk assessment reporting with the modified database. 

This was done by modifying Seale’s [40] STRIDE and TVA reporting queries to reflect 

the database changes and by creating new queries for reporting assessments based on 

OVAL results and mitigation reporting queries based on CAPEC information and, in 

cases where CAPECs do not exist, controls stored in the database as identified by Pardue, 

et al. [41]. In addition, Hodges created vulnerability reporting based on the adversary’s 

viewpoint. This is done using data retrieved from CAPEC imports and stored in the 

database. The adversarial reporting provides insight into the adversary by providing the 
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steps an adversary may take and the techniques they may use to exploit a vulnerability. 

Hodges concludes that the vulnerability reporting based on CAPEC data provides well-

rounded mitigation strategies. For example, understanding the steps an attacker may take 

to identify the existence of an exploit a vulnerability provides information into other 

areas of the network that can be used as pivot points to exploit vulnerabilities on a device. 

This information can enable cybersecurity mitigation strategies to be developed for other 

areas of the network alongside the medical devices. 

Hodges recommends future work to include making changes to the values in the 

threat and vulnerability descriptor tables in the database to make them more genrealized. 

In addition, the import process could be improved by adding the creation and update of 

tblAssetVulnerability records as OVAL results, CVEs, and CAPECs are imported into 

the database. Hodges identified a lack of industry standard security information on 

medical devices, and suggests that this could be improved by future researchers doing the 

following things. Since OVAL records are based on Common Platform Enumeration 

(CPE) [168] and there are very limited published CPEs for medical devices, future 

researchers could create CPEs for medical devices and submit them to MITRE for 

approval and incorporation into the public data repository. In addition to limited CPEs, 

Hodges also noted limited OVAL definition files for medical devices. These could be 

created by future researchers and submitted to CIS [28] for approval and incorporation 

into the public data repository. 

In addition to recommended future work, Hodges pointed to a limitation of the 

research in that the CVE download used was based on XML files. The XML option had 

limited data and is planned for replacement by NIST with the newer JSON format that is 
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available. Hodges also noted that the JSON data feed contains more robust data such as 

impact score, likelihood, and attacker cost that is missing from the XML files. The XML 

download option was retired in October 2019 [169], so future work must move to the 

JSON download format. 
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CHAPTER IV 

METHODOLOGY 

 

In this research, we expand the previous work using a database-driven approach 

to risk assessment that is based on the elements of TVA-C, and we propose and develop a 

novel framework for real-world asset-based cybersecurity risk assessment. Using a series 

of three papers, we investigate a real-world medical environment, establish a risk 

assessment framework, and demonstrate the framework using data received from a 

partnering healthcare facility.  

 

Figure 12 illustrates the dissertation research activities.  

 

Figure 12. Three Paper Plan. 
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4.1 Manual Risk Assessment 

Chapter V contains our published work [170] where we conducted a visual 

inspection of a robotic surgical environment at a local healthcare facility. The visual 

inspection resulted in a list of networked medical device assets that were observed in the 

robotic surgery room. We identified network vulnerabilities and general access 

vulnerabilities during the inspection and in our open-source research. These findings 

represented several potential points of attack that support the hypothesis that live 

computer-facilitated surgical environments are at risk of being compromised in 

healthcare facilities. 

 

4.2 Developing a Risk Assessment Framework 

Chapter VI contains our published work [171] where propose a risk assessment 

framework.  The framework incorporates sources of vulnerability and threat information, 

the use of established methods for expert prediction, and methods for quantifying risk and 

thereby reducing the uncertainty in risk. 

 

4.3 Applying the Framework 

In Chapter VII we apply the framework to a subset of data received from a 

partnering healthcare organization. The results of the assessment include reporting that 

summarizes and provides insights into risk that can be used by a healthcare organization 

to prioritize mitigation efforts and investment in resistive controls that can reduce risk.  
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CHAPTER V 

IDENTIFYING OPPORTUNITIES TO COMPROMISE MEDICAL 

ENVIRONMENTS  

 

5.1 Abstract 

The amalgamation of computerized equipment into medical arenas is creating 

environments that are conducive to security breaches. While previous medical device 

research has been conducted on medical training equipment, wearable and implantable 

devices, and on telesurgical systems, there has been minimal research investigating 

cyber-security vulnerabilities in real-world computer-facilitated surgical environments. 

The research contribution is an initial empirical analysis of the viability of security 

vulnerabilities in a computer-facilitated surgical environment. The preliminary results of 

this investigation generated information that can be used to develop Security Criteria for 

Integrated Medical Devices. 

 

5.2 Introduction 

The rampant amalgamation of technology into the healthcare industry is 

introducing opportunities for new cyber-attack vectors. Combine this phenomenon with 

research that indicates that digital evidence, in general, is continuing to integrate and 

escalate in importance in legal situations, and it is only a matter of time before medical 
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devices are going to be investigated [172], [173]. The proliferation of technology into the 

healthcare arena is being encouraged by the Health Information Technology for 

Economic and Clinical Health (HITECH) Act of 2009 which requires the implementation 

of Electronic Health Records (EHR) for all healthcare providers that participate in 

Medicare or Medicaid [4]. Complicating matters, the Federal Bureau of Investigation 

(FBI) predicts that enticing exploitation opportunities will be created in EHR software 

and medical devices when companies are required to transition to EHR environments 

[174]. The FBI report goes on to state that the healthcare industry is not prepared to 

protect against basic cyber-attacks, much less more sophisticated Advanced Persistent 

Threats (APTs).  

Echoing this idea, a Ponemon Institute [6] press release reports that criminal 

attacks in the healthcare industry have increased 125 percent from 2010 to 2015. The 

press release also emphasizes that most healthcare organizations are not prepared to 

handle cyber threat environments [6]. Confirmation of this statement is visible in a recent 

news report where Hollywood Presbyterian Medical Center recently acquiesced to a 

ransom-wear attack [8]. A recent article in Bloomberg Businessweek states that it is 

possible to hack a Hospira drug pump [2]. This activity prompted a warning from the 

FDA [16]. 

Manufacturers are required to report to the FDA all incidents in which a device 

they manufactured may have contributed to serious injury or death, or has malfunctioned 

and recurrence on the device or similar devices could contribute to harm or death [161]. 

The FDA records all reports in the publicly available Manufacturer and User Facility 

Device Experience (MAUDE) database [161]. Although, the “FDA receives several 
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hundred thousand Medical Device Reports (MDRs) of suspected device-associated 

deaths, serious injuries and malfunctions” [161], there is no requirement for timely 

reporting. 

Research has shown that there is significant under reporting and late reporting of 

MDR incidents [175]. Hence, it is realistic to conclude that the MAUDE database does 

not provide a complete and up-to-date source for analyzing current security problems 

with medical devices. Furthermore, because cybersecurity risk assessment and adherence 

to a cybersecurity framework are recommended by the FDA but not required [51], [176], 

it is plausible to believe that medical equipment with security vulnerabilities are approved 

by the FDA for use in hospital settings. 

Reports claiming that the healthcare industry is at risk of cyber-attacks, data 

signifying increased attacks in healthcare environments, and claimed vulnerabilities in 

specific medical devices prompted the hypothesis that live computer-facilitated surgical 

environments are at risk of being compromised in healthcare facilities. The hypothesis 

raises several research questions that need to be explored in order to address the 

hypothesis: 

1. From an open-source intelligence perspective, is it possible to identify plausible 

points of attack? 

2. Is it possible to identify potential attack points by examining an existing footprint? 

The research contribution is an initial empirical analysis of the viability of 

exploiting cyber-security vulnerabilities in computer-facilitated surgical environments 

and to provide a foundation for future work. The paper is structured as follows: Section 

5.3 discusses relevant medical device research. Section 5.4 presents the methodology. 
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Section 5.5 presents the results of the research. Section 5.6 draws conclusions and 

presents future work. 

 

5.3 Related Works 

The continued integration of technology into the medical field coupled with 

increasing proliferation has stimulated interest in medical security research. Research 

includes, but is not limited to, the security of medical training devices [177], implantable 

devices [178]–[180], wearable technology[181], and telesurgical robots [182], [183].  

Venkatasubramanian et al., [184] examine the challenges and research directions 

in Medical Cyber Physical Systems (MCPS). The authors identify the recent increase in 

the interoperability of medical devices as providing advantages and improvements in 

healthcare delivery, while also creating greater attack surfaces. They state that it is 

essential interoperable medical devices be secure for the primary reasons of their 

propensity to be deployed in life critical situations and to have access to sensitive health 

information. The researchers categorize the goals of an attacker as:  destroy equipment, 

disturb operation, reprogram, denial of service, and eavesdrop. They conclude that the 

domain of MCPS provides a unique set of challenges that are distinct from other cyber 

physical systems. 

Glisson, et al.’s [177] research in compromising a medical training mannequin 

demonstrates that it was relatively easy for undergraduate students inexperienced in 

techniques of security vulnerability exploitation to gain access to a medical device using 

readily available open-source software. The students were able to exploit vulnerabilities 

in the network security solution and the network protocol to gain access to the device and 
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to launch a successful denial of service attack. The research provides an initial empirical 

analysis of the viability of compromising a medical device. 

Rushanan, et al. [179] examine the security vulnerabilities of implantable medical 

devices (IMDs) and body area networks (BANs). Their research reviews the security 

goals of confidentiality, integrity and availability that should be maintained through the 

entire life cycle of the device and a list of specific privacy criteria that should exist on the 

same timeline. They develop an adversary and a threat model and analyze the 

vulnerabilities of each security and privacy goal against each threat. The researchers 

point to the increasing complexity of software coupled with the increase in FDA recalls 

related to software as evidence of a need for research into improving the trustworthiness 

and reliability of software in IMDs and BANs. In addition they expose the possibility of 

Electromagnetic Interference (EMI) attacks and eavesdropping on signals previously 

thought to be private, indicating a need for more research into security and privacy of 

these devices. The authors indicate that limited access to only older devices is a prevalent 

research obstacle. They advocate the need for researchers to have access to modern 

medical devices in order to improve research effectiveness. 

Camara, et al. [180] presents a survey of security and privacy challenges with 

IMDs. The researchers discuss relevant mechanisms proposed to address these issues 

including their suitability, advantages, and drawbacks. They employ Microsoft’s threat 

category model of Spoofing, Tampering, Repudiation, Information disclosure, Denial of 

service, and Elevation of privilege (STRIDE) to classify the threats. In conclusion, the 

authors call for interdisciplinary cooperation among researchers to ensure patient safety 
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and privacy and security of data. They further call for users of IMDs to know details 

about the functioning and possible threats in order to raise security awareness. 

Malasri et al. [178] identify security threats facing wireless implantable devices. 

They classify wireless implantable devices into three categories: identification, 

monitoring, and control devices. Identification devices are defined as those used to 

provide personal information, which are vulnerable to harvesting, tracking, cloning, 

relay, and physical compromise attacks. The researchers define monitoring devices as 

those used to provide physiological information about the patient. These are vulnerable to 

the same attacks as identification devices with the addition of the potential for an attacker 

to falsify the patient’s identity or generate false patient data. In addition, monitoring 

devices are vulnerable to denial-of-service attacks. They define control devices as those 

capable of modifying the physiological characteristics of a patient. This category includes 

devices that dispense drugs such as insulin pumps and devices that regulate organs such 

as pacemakers. Control devices are vulnerable to all the threats faced by monitoring 

devices. In addition, these devices are vulnerable to wireless reprogramming attacks 

which have the potential to cause direct harm to a patient. The authors identify relay and 

physical attacks, denial of service attacks, and wireless reprogramming attacks as open 

issues requiring more research. 

Li et al. [181] examine wearable technology, specifically a popular glucose 

monitoring and insulin delivery system, for security vulnerabilities. With the device 

user’s manual and publicly available information, the researchers are able to eavesdrop 

on the communication of the glucose monitoring and insulin delivery system. 

Furthermore, because there is no encryption used in the communication, they are able to 
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determine the PIN of the device and send packets that could affect the functioning of the 

device.  

Bonaci, et al. [182] experimentally evaluate the scope and impact of a myriad of 

potential cyber security threats against the Raven II telesurgical robot, a robot used in 

research and not approved by the FDA for live surgery. All the threats evaluated are 

related to intercepting and compromising network communication between the robot and 

the surgeon console. The researchers are able to successfully breach several elements of 

the system over a wide attack surface, and present recommendations for securing each. 

Their purpose is to increase awareness of security issues in cyber physical systems. They 

further believe that the vulnerabilities identified in their evaluation are not limited to 

teleoperated surgical robots, but to all teleoperated robots. 

Lee and Thuraisingham [183] at the University of Texas at Dallas (UTD) 

collaborated with researchers at the University of Washington BioRobotics Lab (BRL) to 

develop a security enhanced Interoperable Telesurgery Protocol (ITP). ITP defines the 

structure of communications between surgical robots and controllers, has been adopted 

by fourteen research groups, and has been used successfully in testing interoperability 

between the research groups. The researchers enhanced ITP to address the security 

elements of communication, authentication, authorization, and security policy 

development and enforcement. They conclude that secure ITP offers a proof of concept 

and a framework for the development of security appropriate for the rigorous 

requirements of telesurgery. 

Cooper, et al. [175] conducted a study to evaluate robotic surgery device related 

complications reported to the FDA. The study compared 12 years of MAUDE data 
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(January 2000 to August 2012) to court records found in LexisNexis [185] and PACER 

[186] databases. The results of this study showed there was significant under reporting 

and late reporting of MDR incidents. 

Previous medical device research has identified security issues, safety issues, 

deliberated challenges and proposed solutions. However, there is minimal empirical 

research investigating cyber-security issues in live computer-facilitated surgical 

environments. There is also minimal research identifying criteria that can be utilized to 

mitigate attacks in production environments. 

 

5.4 Methodology 

Oates [187] defines a case study based on previous research by Yin [188] as an 

“empirical inquiry that investigates a contemporary phenomenon within its real-life 

context, especially when the boundaries between phenomenon and context are not clearly 

evident.” Oates goes on to state that a case study seeks to obtain detailed insight into the 

object of the investigation. Hence, this research is an exploratory case study that 

investigates the identification of cyber-security vulnerabilities in production computer-

facilitated surgical environments. Any surgical environment could have been chosen for 

evaluation. As a matter of convenience, a computer-facilitated surgical environment that 

contained a da Vinci surgical robot at a local medical facility was selected for 

examination. Robotic surgical systems are one of the most complex medical devices on 

the market, and they are playing an increasingly important role in surgical procedures. 

They were used in over 1.75 million procedures in the decade between 2005 and 2015 

[189]. Intuitive Surgical, Inc., manufacturer of the da Vinci Surgical System reports 
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roughly 652,000 procedures were executed in 2015, up approximately 14 percent from 

2014 [190].  

The first step was to investigate manufacturer documentation and relevant 

literature for information on the architecture of the da Vinci surgical robot. Intuitive 

Surgical, Inc.’s website provides information about the company and the da Vinci 

Surgical System family of products. A review of the site categories of company, 

products, training, support, and clinical evidence was conducted to gather information 

relative to the architecture of the system and the context in which it operates. 

The second step examined the functional footprint of a live production system. 

The robotic surgical environment at a local medical facility was visually inspected. Two 

surgical nurses on the robotic surgical operating room team and their supervisor assisted 

with the inspection.  

The third step was an investigation to identify the da Vinci operating system. 

Open-source Intelligence (OSINT) techniques were employed in an attempt to ascertain 

public information [191]. This step in the investigation can be refined into the following 

steps. 

1. Popular search engines were used to conduct an Internet search. The terms 

provided in Table 10 were used for the initial search. 

2. Follow up searches using popular search engines and social media outlets were 

conducted using additional terms and names discovered in step one. 

3. Additional information obtained in step two, such as reference to patent 

information, was investigated to determine if they were related/relevant to Intuitive 

Surgical, Inc. 
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Table 10. Internet Search Terms. 

Step Search Terms Used 

1. Intuitive Surgical, operating system 

2. Intuitive Surgical, real time operating 

system 

T Intuitive Surgical, RTOS 

 

 

5.5 Results and Analysis 

The first step produced documentation on how the system is constructed, 

including all of the parts and how they communicate. The da Vinci Surgical System is a 

robotic surgical system developed by Intuitive Surgical, Inc. The FDA, which regulates 

the sale of all medical devices in the United States [192], approved the da Vinci Surgical 

System for sale in the year 2000. There are four primary components of the da Vinci 

Surgical System: the surgeon console, patient-side cart, surgical instruments, and vision 

system [193]. The surgeon console is designed for the surgeon to operate from a seated 

position. It contains a 3D image viewer and handheld master controls that receive the 

surgeon’s hand movements for translation to movements of the surgical instruments. The 

patient side cart includes either three or four robotic arms that move in response to the 

surgeon’s hand control movements. The surgical instruments include a full collection of 

instruments available for use in surgical procedures that are connected to the robotic arms 

and can be exchanged during surgery. The vision system contains a 3D high definition 

endoscope (flexible tube with camera and light), image processing equipment, and a 

display that is viewable by operating room personnel [194]. The website goes on to state 

that the vision system equipment is stored in an open cart referred to as the vision cart. 



 

 95 

Intuitive Surgical offers a service for remote monitoring of the equipment both 

during operative procedures and while the equipment is idle [195]. This service requires 

an Internet connection to the device through an Ethernet port or a wireless LAN 

connection installed on the da Vinci [195]. The online information indicates that the 

Internet connection allows Intuitive Surgical technicians to passively monitor logs and to 

proactively monitor and review system performance logs for preventative maintenance 

purposes. The information from the website claims that the da Vinci system does not 

store any patient data and has no interfaces to other data systems.  

The second step investigates a practical implementation of the equipment. A da 

Vinci Si Surgical Robot, a Stryker high definition camera, a Karl Storz video display 

system, and an EHR system were observed. As described in the documentation the da 

Vinci is composed of a surgeon console, a patient-side cart with four robotic arms, and a 

vision cart which houses the central computer and a viewing monitor. Surgical 

instruments and an endoscope are attached to the robotic arms as needed for each 

procedure. The surgeon console and patient side cart are each connected to the central 

computer via optical fiber cable for video and data communication between the 

components. The Stryker high definition camera is used when video recording of a 

surgical procedure is needed, and the Karl Storz video display system is used to present 

visual displays of data and images from various hospital systems as needed during 

surgical procedures. Figure 13. Robotic Operating Room Layout, shows the layout of the 

robotic surgical operating room observed in this investigation.  
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Figure 13. Robotic Operating Room Layout. 

 

A visual inspection of the da Vinci Si Surgical Robot revealed many connectivity 

options on the back of the da Vinci central computer located in the vision cart. There are 

three optical fiber ports of which two are in use for connections to the central computer 

from the surgeon console and the patient-side cart. There is an Ethernet RJ45 port in use 

that connects to a SonicWALL firewall located at the bottom of the cart through an 

Unshielded Twisted Pair (UTP) cable. Connected to another port on the firewall is a UTP 

cable that is rolled up and not connected to anything on the other end. The surgical nurses 

explained that this would be used for software updates and manufacturer monitoring if it 

were connected to the Internet. There are several video connections available. Two S-

video connections are labeled left and right core video. Tip-Ring-Sleeve (TRS) jacks in 

Red, Green, Blue, and White (RGBW) are labeled as touch screen video, which is a 



 

 97 

function of the video display mounted on the vision cart. A Digital Visual Interface 

(DVI) connection is labeled touch screen camera. There are several video output options 

including one DVI, one composite, one S-Video, and one Serial Digital Interface (SDI), 

with the composite connection being the only one in use. The touchscreen audio has an 

undetermined connector type being used, an unused headphone mini-jack, and an unused 

pair of TRS jacks for audio-input and audio-output. There is a Small Form-Factor 

Pluggable (SFP) network port in use. There is an unused RS-232 serial port, Video 

Graphics Array (VGA) port and R45 network jack. Lastly, there are three 20-pin circular 

connectors for power input with two in use. The wireless LAN network interface 

described in the vendor documentation was not observed. However, no external 

indicators are necessary for this interface. 

Atop the vision cart behind the da Vinci video display is a high definition camera 

that can be used to record the surgical procedure. It is a Stryker model 240-050-88 [196]. 

This device has many connection ports on the back. The base communication module on 

the rear lower left contains the following ports: 1 Personal System 2 (PS2) mouse, 1 PS2 

keyboard, 4 Universal Serial Bus (USB), 1 RJ45, 1 parallel, 1 VGA, 1 RS-232 serial, 1 

audio microphone and speaker. Built into the back plain in the upper right is a plethora of 

video input/outputs including a camera port, audio input/output, video input/output, and 

coaxial composite in/out. There are 6 interface card slots in the lower right. Two of them 

have cards in them. One has two DVI ports, and the other has three IEEE 1394 high-

performance serial bus ports. A DVD burner and high definition screen are located on the 

front of the device. A search of the vendor’s website was unsuccessful in revealing when 

the Stryker model number 240-050-88 was manufactured. A patent number on the back 
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of the device was used in an Internet search. The exploration revealed a U. S. patent that 

was issued in 2004 [197]. 

Two desktop computers were observed in the operating room. One is the user 

interface to the Karl Storz Video Display system. This system controls three video 

display monitors around the room. It interfaces with the various hospital systems to 

provide access to data and images from these systems for display on the monitors around 

the surgical room. For example, x-rays from the hospital Picture Archiving and 

Communication System (PACS) can be displayed during surgery. The second desktop 

computer is an interface to the hospital EHR system. It is noted that this computer’s 

operating system is Microsoft Windows XP. USB ports were observed on both 

computers. Located behind the operating table is a wheeled anesthesia console that is not 

part of this investigation.  

A visual examination of the operating room revealed several potential security 

vulnerabilities, such as exposed USB ports, potential Internet connectivity, an out of 

support operating system, and minimal physical access restrictions. The visual 

examination revealed at least nine exposed USB ports. Active USB ports inherently trust 

connected storage mediums. Stuxnet, a worm that infected one of Iran’s nuclear facilities, 

is suspected of being transferred to air-gapped computers via a USB drive [198]. Hence, 

USB devices can be used to install malicious software on devices that contain active USB 

ports. Complicating matters, the evolution of USB attacks has resulted in modified 

firmware [199]. The firmware on a USB device can be manipulated by an attacker 

allowing them to take surreptitious actions against the host computer including injecting 

malicious scripts and capturing data [199]. This type of attack has been labeled as a 
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BadUSB attack [199]. These types of attacks are plausible if an infected USB device 

were inserted into an active USB port in the operating room. 

The Stryker high-definition camera contains two IEEE 1394 ports. NIST 

published a security vulnerability summary due to a design flaw in the specification for 

1394 that allows for an attacker to gain read and write access to sensitive memory on the 

host device [200]. The vulnerability appears to have been corrected with an update to the 

specification in 2008 [201]. It is unclear which version of the IEEE 1394 specification is 

used on this device. Because the patent for the Stryker device was issued in 2004 [197], it 

is possible that the vulnerable specification is employed.  

Ethernet is an IEEE standard for Local Area Network (LAN) connectivity. LAN 

access presents two points of attack. The first potential point of attack comes from 

another device that is connected to the network. The second potential point of attack 

comes when a LAN has access to a Wide Area Network (WAN), primarily the Internet. 

In the implementation observed, an Ethernet cable was not connected to a LAN or WAN. 

However, it is possible that this connection is used when the vendor applies updates and 

downloads performance logs from the system. The wireless LAN connection described in 

the vendor literature is another point of attack. Hence, it is possible for an implementation 

of the da Vinci Surgical Robot to have an active Internet connection at all times via a 

wireless connection. A wired or wireless connection to the Internet provides a potential 

attack vector for the injection of malicious software and/or the exfiltration of sensitive 

data. 

Windows XP on the EHR system computer presents another vulnerability. 

Support for Windows XP was ended by Microsoft in April 2014 [202]. Accordingly, no 
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security updates are provided by Microsoft. This leaves the operating system vulnerable 

to malicious software attacks. In addition, software programs running on Windows XP 

may not be updated by respective vendors creating additional security vulnerabilities.  

Lastly, physical security could be tightened in the environment. Enhanced 

physical security controls would minimize unauthorized access to the equipment. 

Enhanced monitoring software could minimize the possibility of unintentional individual 

system and overall operating room compromises as well.  

The manufacturer does not identify the operating system used in the da Vinci 

Surgical Robot. Hence, the third step seeks to identify the operating system of the da 

Vinci. While recent research indicates that Open-Source Intelligence (OSINT) search 

behaviors, procedures, and practices are still being refined, it does indicate that these 

techniques are being used in a variety of online investigations [191]. The third step used 

OSINT to determine the operating system used by the da Vinci. The preliminary 

investigation focused on search engines and social media outlets to acquire publicly 

available information. To investigate this issue, search engines were used to identify 

companies that listed Intuitive Surgical as a client. Publicly available search engines were 

then utilized to cross reference identified companies with products and employees of 

Intuitive. At this point, cross reference searches were conducted with the previous results 

and surgical patents. The investigation revealed information that suggests the operating 

system is or has possibly been at some point in time a specific Real Time Operating 

System (RTOS). It also revealed two robotic surgical related patents that were applied for 

in 2009 and 2010 and assigned to Intuitive Surgical in 2015 [203], [204]. 
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The preliminary results of this investigation produced data that can be used in the 

development of Security Criteria for Integrated Medical Devices (SCIMD). The primary 

data suggest that network connections, live ports, operating system vulnerabilities, and 

physical access should be considered when securing robotic operating room 

environments.  

 

5.6 Conclusions and Future Work 

The reality is that computer-facilitated surgical environments are complex 

atmospheres that will continue to be integrated into the medical field. Open-source 

analysis reveals that data can be acquired from the Internet that can be used to identify 

plausible points of attack. On-site analysis identified network vulnerabilities, general 

access vulnerabilities, and open-source opportunities to acquire relevant data. In this 

particular scenario, the LAN capabilities provided potential attack vectors from local and 

Internet-connected devices. In addition, open USB ports and antiquated operating 

systems provide additional paths for compromising devices. The OSINT investigation 

indicates that the operating system could be an RTOS. The data collected from the on-site 

analysis identified several potential points of attack. Hence, the initial analysis supports 

the hypothesis that live computer-facilitated surgical environments are at risk of being 

compromised in healthcare facilities. The preliminary investigation contributes to the 

development of SCIMD. 

Future research will expand the criteria that can be used to mitigate an attack in 

computer-facilitated environments. This will necessitate the examination of a variety of 

medical environments, such as hospitals, outpatient medical facilities, doctors’ offices, 
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and simulation labs to identify and refine the criteria needed to secure a variety of 

medical environments. In conjunction, research should also investigate reverse 

engineering medical equipment in computer-facilitated surgical environments to discover 

security vulnerabilities, identify relevant residual data that is present after interactions 

and establish forensic procedures for investigating medical equipment. Further research 

will investigate potential security vulnerabilities inherent in RTOSs and identify design 

considerations that can mitigate these vulnerabilities. Building on this line of thought, 

future research will identify performance problems with medical equipment that could be 

indicative of a cyber-attack. These problems will be translated into practical exercises 

that can be used to train medical professionals to detect performance problems with 

medical equipment that could be indicative of a cyber-attack.  
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CHAPTER VI  

A QUANTITATIVE RISK ASSESSMENT FRAMEWORK FOR THE 

CYBERSECURITY OF NETWORKED MEDICAL DEVICES  

 

6.1 Abstract 

Medical devices are increasingly the source of cybersecurity exposure in 

healthcare organizations. Research and media reports demonstrate that the exploitation of 

cybersecurity vulnerabilities can have significant adverse impacts ranging from the 

exposure of sensitive and personally identifiable patient information to compromising the 

integrity and availability of clinical care. The results can include identity theft and 

negative health consequences, including loss of life. Assessing the risk posed by medical 

devices can provide healthcare organizations with information to prioritize mitigation 

efforts. However, producing accurate risk assessments in environments with both sparse 

historical data and a lack of validation regarding the accuracy of forecasts is particularly 

challenging.  

We present a risk assessment framework for quantifying the risk posed by 

connected medical devices in trusted healthcare networks. Our framework is built upon 

prominent existing frameworks and guidance for general risk assessment and 

cybersecurity risk assessment. We add a method for quantifying risk, which to our 

knowledge is novel in the context of medical devices on trusted networks. The 
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framework provides a structure for combining publicly available information along with 

expert elicitation about threats, vulnerabilities, and consequences. The goal is to provide 

healthcare organizations with actionable information for prioritizing and mitigating risks 

in medical devices.  

 

6.2 Introduction 

Cybersecurity incidents are on the rise, and organizations face the challenge of 

protecting against attacks from an adversary that is increasing in sophistication [205]. 

Healthcare organizations are experiencing significant security incidents [206], [207]. 

Research has demonstrated that medical devices pose cybersecurity vulnerabilities in 

healthcare networks and that they are being used as key pivot points by attackers to 

establish command and control within networks from where data can be exfiltrated and 

ransomware may be launched [19], [208]. Email phishing attacks are reported as a 

significant source of cybersecurity exposure [206], and while antivirus protection may 

quickly clear malware from workstations, the malware may swiftly spread to medical 

devices where they are not as well protected [2]. Once on an unprotected medical device, 

malicious actors can investigate network resources and plan their attack. In addition, 

while Internet of Medical Things (IoMT) devices add value to healthcare delivery, they 

also present cybersecurity challenges to healthcare organizations [209]. 

The effect of cyberattacks in healthcare can be the disruption of information 

technology operations, the unavailability of clinical care, or damage to systems and 

devices [206]. The extent of adverse impacts to patient health due to cybersecurity events 

is largely unknown due to a lack of mechanisms to examine patient safety in the context 
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of cybersecurity [210]. However, two legal proceedings alleging deaths related to 

ransomware attacks on hospital networks have been reported [211], [212]. 

Reports that medical devices are at increased risk of cybersecurity vulnerabilities, 

evidence signifying increased attacks in healthcare environments, and claimed 

vulnerabilities in specific medical devices prompted interest in defining a framework for 

conducting risk assessment specific to medical devices. We present a risk assessment 

framework for networked medical devices that can serve as input into overall risk 

management.  

Section 6.3 provides related work to our approach and section 6.4 proposes a risk 

assessment framework for networked medical devices. In section 6.5 we conclude with 

the merits and limitations of the proposed framework and discuss future work. 

 

6.3 Related Work 

Lee et al., [213] examine the challenges and research directions in Medical Cyber 

Physical Systems (MCPS). The authors identify the increase in the interoperability of 

medical devices as providing advantages and improvements in healthcare delivery, while 

also creating greater attack surfaces. They state that it is essential interoperable medical 

devices be secure for the primary reasons of their propensity to be deployed in life critical 

situations and to have access to sensitive health information. They conclude that the 

domain of MCPS provides a unique set of challenges that are distinct from other cyber 

physical systems. While they identify cybersecurity challenges in networked medical 

devices, they do not propose a solution for assessing the risks. 
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Sappal and Prowse [28] propose a method for lifecycle management of connected 

medical devices that emulates electromechanical preventative maintenance and 

technology management corrective maintenance practices that are already established in 

healthcare organizations. It provides for lifecycle management of connected medical 

devices through tracking, scoring, and reporting on cybersecurity vulnerabilities by 

medical devices. While their approach does not attempt to assess or quantify risk, it 

provides a means to prioritize vulnerabilities by a weighted average that includes device 

function, location, operating system, a medical device CVSS score [29], and the failure 

consequence.  

Kaplan and Garrick [100] describe risk as in terms of an overall risk triplet – 

threat, vulnerability, and consequence. The triplet addresses respectively what can 

happen, how likely it is to happen, and what are the consequences if it does happen. 

Kaplan and Garrick demonstrate that probability of frequency aligns with the Bayesian 

approach. Our framework adopts this conceptual view of risk and relies upon it in our 

definition of risk. 

The domain of cybersecurity risk is one that lacks historical data on which to 

predict future outcomes [108]. Eliciting the judgment of experts has been used to support 

risk estimation in domains where there is little historical data on which to predict 

outcomes [214], [215]. Krisper, et al. [216] demonstrate a process of using multiple 

experts and combining their judgments using a weighted average based on their 

performance in earlier calibration tests with one cybersecurity risk scenario. 

Lichtenstein and Fischoff [133] demonstrate that training experts to improve 

probability assessments can be an effective means for improving their accuracy. They 
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demonstrate a process of eliciting subjective probabilities from the experts and providing 

immediate feedback on their performance. Practicing this training technique provides an 

environment that supports improvement in probability estimates with minimal training. 

These techniques have been used across domains including nuclear energy [217] and 

conservation science [218]. This research demonstrates the value of calibration in 

improving expert judgment.    

Pardue et al. [37] developed the foundational database-driven approach to risk 

assessment upon which this research is built. The research method was a proof of concept 

using a hypothetical scenario in the healthcare domain. Pardue et al. underpin their work 

by identifying the essential elements for information security assessment as Threat, 

Vulnerability, Asset (TVA) from the work of Hoffman, et al. [38] and Whitman [39] as 

the core structure for their design. We build upon the structure provided in this research 

and add quantification of risk. 

Previous risk assessment research has identified security challenges in medical 

devices, proposed solutions for vulnerability management, applied expert judgment to 

risk assessment, and proposed solutions. However, there is minimal empirical research 

investing a cybersecurity risk assessment framework that provides a quantified estimate 

of the expected loss related to the exploitation of vulnerabilities specific to medical 

devices. We propose a framework that provides for the identification of risk scenarios 

considering published cybersecurity vulnerabilities, the identification of threat actors, and 

the estimation of impact using expert elicitation and weighted criteria that serves to 

reduce the uncertainty associated with the impact of risk scenarios. The risk assessment 
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provides quantified estimates of risk scenario magnitudes that can be used to prioritize 

risk mitigation efforts and serve as input to an overall risk management program. 

 

6.4 Framework for Risk Assessment of Networked Medical Devices 

In this research, risk is defined as a measure of the extent to which the 

organization is threatened by a circumstance or event, expressed as a function of the 

adverse impact of the circumstance or event and the frequency of its occurrence: 

𝑅𝑒 = 𝐹𝑒𝐼𝑒 

In our framework we refer to circumstances or events as risk scenarios. It is not 

uncommon for risk to be a function of likelihood and impact. We use frequency instead 

of likelihood for its suitability for quantifying risk over a given time period. 

Existing risk assessment frameworks were investigated to gain insight into 

methodologies. While any of a number of frameworks could have been chosen as guides 

to developing a medical device risk assessment framework [66], [67], [219], [220], 

several sources were selected for their suitability to this context. First, the Framework for 

Improving Critical Infrastructure Cybersecurity (Cybersecurity Framework) [59] was 

selected as the overall guide for conducting the risk assessment. The choice for the 

Cybersecurity Framework was based on the prevalence of this framework’s use in the 

healthcare sector [71] and its use in conducting risk assessments at our partnering 

healthcare facility. In addition, the approach to risk assessment in the Cybersecurity 

Framework is intended to be consistent with the approaches described in the ISO/IEC 

standards [219], a prominent risk assessment tool set. Second, the NIST SP 800-30 Guide 

for Conducting Risk Assessment [58] is used for the stepwise structure it provides. Third, 
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the Factor Analysis of Information Risk (FAIR) [97] framework is relied upon in this 

research in the process of identifying assets, assessing threat actor capabilities, threat 

event frequency, loss event magnitude, and in quantifying risk. FAIR provides structure 

and detail in areas where the Cybersecurity Framework and NIST SP 800-30 are more 

general. 

The risk assessment function within the Cybersecurity Framework includes 

identifying vulnerabilities, receiving threat intelligence from information sharing forums, 

identifying internal and external threats, identifying potential impacts and likelihoods,  

based on the four-step process of the NIST SP 800-30 Risk Assessment Process is shown 

in  Figure 14. A description of the execution of each of the steps in this research follows. 

 

 

Figure 14. Medical Device Risk Assessment Framework. 
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6.4.1 Step 1: Prepare for Assessment 

The purpose of preparing for the risk assessment is to establish the context and 

scope of the assessment. This may include identifying organizational policies and 

requirements for the risk assessment and identifying reporting requirements and 

methodologies to be used. While this will vary among organizations, identifying the 

assets, the medical devices, and the timeframe for the assessment is essential to preparing 

for the risk assessment of medical devices. 

6.4.1.1 Identify Assets.  

In a medical device risk assessment, it would be logical to consider the medical 

devices to be the asset. However, Landoll [99] defines assets in risk assessment as those 

items considered valuable to an organization and its stakeholders. Examples of assets in 

the context of a healthcare organization may be patient safety, Protected Health 

Information (PHI), and business revenue. In reflecting on the organization’s assets to be 

protected based on FAIR guidance [97], it became clear that the medical devices 

themselves are not the assets of value to the organization and its stakeholders. Rather, 

medical devices may contain assets or be paths to assets. 

The process of identifying the assets to be protected involves identifying the 

things of value to the organization and its stakeholders that could risk well-being if they 

were to be lost or damaged. Asset identification and asset valuation is obtained by 

eliciting experts such as organization leadership like finance leaders and executives. In 

addition to the identification of the assets, an asset valuation can be provided by these 

experts. Valuation of the assets helps to estimate the potential impact of a risk scenario 

and to evaluate appropriate controls [99]. 
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6.4.1.2 Identify Target Devices. 

The OCTAVE Allegro framework [220] describes information asset containers as 

places where information assets are stored. Medical devices may be containers for 

information assets, and they may also be paths to assets. We conclude that medical 

devices can be in a category that is analogous to the OCTAVE information asset 

container. We therefore develop a component of the framework for medical devices that 

is separate from the assets to be protected. We refer to this component as Target Devices. 

The target devices selected for a risk assessment are identified by the organization 

in the preparation step as identified in NIST SP 800-30. The preparation step precedes the 

risk assessment therefore the process of selecting the medical devices is not discussed in 

detail here. The device selection could be all or a subset of networked medical devices. 

Once device selection is made, an inventory of medical devices is examined and 

curated to include all the following that apply: asset model number, operating system and 

version, firmware version, and all installed software with its version. Collecting all of this 

information may present a challenge for some devices because visibility into the 

components of medical devices is not always possible and is an ongoing challenge [221]. 

With this limitation, every effort should be made to identify the components of each 

device.  

The Security Content Automation Protocol (SCAP) [35] is a community effort 

overseen by NIST that contains standardized expressions. Of interest to us in SCAP is 

Common Platform Enumeration (CPE) [36] which is a standard method for identifying 

hardware, software, and operating systems. NIST hosts and maintains the official CPE 

dictionary, which is available to the public. A search of the CPE dictionary reveals that it 
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contains entries for medical devices, including component specifications that have known 

vulnerabilities in the NVD. Because CPE follows a rules-based nomenclature, the CPE 

can be derived for each medical device and its components. This can then be used to 

search the NVD for vulnerabilities. We identify the CPE for each medical device and its 

components to assist later in the identification of published vulnerabilities. 

6.4.2 Step 2: Conduct Risk Assessment 

The risk assessment can begin once preparation is complete. Our framework is 

composed of the identification the risk triplet of threat, vulnerability, and consequence 

[100] that can negatively impact the organization and its stakeholders through damaging 

the value of assets. The risk assessment tasks are: identify vulnerabilities and 

predisposing conditions, identify threat sources and events, develop risk scenarios, assign 

threat source capability, assign threat event frequency, assign single-loss event 

magnitude, and calculate risk as the expected loss magnitude. Each task is described here. 

6.4.2.1 Identify Vulnerabilities and Predisposing Conditions. 

Vulnerabilities associated with each of the devices that are reported by the 

manufacturer should be logged and used in the risk assessment process. In addition, Open 

Source Intelligence (OSINT) [222] techniques can be used to identify cybersecurity 

vulnerabilities that may have been reported by other parties.  

Common Vulnerabilities and Exposures (CVEs) [33] is a program under the 

direction of the MITRE Corporation for the purpose of maintaining a list of publicly 

known cybersecurity vulnerabilities. CVE is intended to be a comprehensive catalog of 

publicly disclosed cybersecurity vulnerabilities. The NVD is a publicly searchable 

database that contains each CVE along with some additional information. It includes a 
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textual description of the vulnerability that may be useful in characterizing the risk 

scenario(s) that could result in an exploitation. NVD also provides links to external 

information about the vulnerability. Attributes useful to risk assessment are provided in 

the NVD, such as a list of all affected hardware and software using CPEs [36]. The CPE 

is helpful in identifying exactly which computing components are affected by the CVE. 

In step 1, preparation, we established CPEs associated with each target device to facilitate 

searching the NVD. A Common Vulnerability Scoring System (CVSS) base score [223] 

is assigned to each vulnerability in the NVD.  

The CVSS base score is composed of two sets of metrics – exploitability metrics 

and impact metrics, and it provides qualitative and quantitative values. While the CVSS 

score is not intended to be a measure of risk, there are several metrics in the base score 

that can be useful in characterizing risk. The metrics we identify to be useful are the 

Exploitability sub score and the set of impact metrics - Confidentiality, Integrity, and 

Availability (CIA) Impacts. The exploitability sub score indicates the ease and technical 

means by which a vulnerability can be exploited. The CIA impact metrics reflect the 

consequences of a successful exploitation. 

We use the CIA triad as security effect attributes in our estimation of adverse 

impacts.  We define security effect attributes as those that effect the systems and/or 

information assets of the organization. The CIA triad is a widely accept model for 

information security [224]. Our impact assessment considers the potential compromise of 

one or more of the CIA components. 

Predisposing conditions are those conditions that could contribute to the 

likelihood that one or more threat events would result in negative consequences [225]. 
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Conditions of interest for each device include: whether it contains PHI, the physical 

security status of the device, the FDA class [48] of the device, if it is receiving software 

and firmware updates, and if the device has been designated as ‘end of life’ or no longer 

supported with updates by the manufacturer. Table 11 shows example predisposing 

conditions of interest in risk assessment. These attributes are examples of those that can 

be useful in understanding the riskiness of the device. 

 

Table 11. Medical Device Predisposing Condition Attributes. 

Medical 

Device Physical Status 

FDA 

Class 

PHI

? 

Getting 

Updated? End of Life? 

Device 1 

In secure room; user 

authentication required 3 Y Y N 

Device 2 

user authentication 

required 2 N Y N 

… ..     

Device n 

mobile; authentication 

required 2 Y N Y 

 

 

6.4.2.2 Identify Threat Sources and Threat Events. 

This research considers threats that are specific to the medical devices, described 

as the information system level in NIST SP 800-30 [58]. In this assessment, threats are 

decomposed into threat sources and threat events.  

6.4.2.3 Identify Threat Sources. 

Threat sources are characterized as the intent or method targeted at a 

vulnerability, or a situation and method that may accidentally exploit a vulnerability [58].  

The definition of a threat source used in this research is anything that is capable of acting 

in a manner that can result in harm [97]. Threats sources, as shown in Table 12, are 
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generalized as: adversarial/malicious and human errors of omission or commission [58]. 

They are identified as groups rather than individuals. For example, a threat actor may be 

a malicious insider, but not a specific individual within the organization.  

Threat sources per NIST SP 800-30 are categorized as adversarial,  accidental, or 

structural [58]. This research considers adversarial/malicious and accidental/error threat 

sources. The structure category is not included as threat sources here because it does not 

fit with the definition of a threat source that is defined in this research. Furthermore, in 

reviewing the subcategories provided in NIST SP 800-30, they represent vulnerabilities 

in the context of medical devices and are considered in that step of the assessment. For 

example, aging software or operating systems are vulnerabilities in our framework. 

 

Table 12. Sample Threat Agent Library.  

Threat 

Source Motive 

Primary 

Intent 
Sponsor

-ship 

Preferred 

Target 

characteristics 

Preferred 

targets Capability 

Personal 

Risk 
Tolerance 

Concern 

for 

Collateral 

Damage 

Established 

Cyber-

criminal 

Organization 

Financial 

or PHI 

Data 

gathering 

and/or 

dis-

ruption 

of 

services 

Not 

known 

Easy financial 

gains via 

remote means 

Entities 

with 

financial 

resources 

or high 

value 

assets or 

IP 

Well-

funded 

trained and 

skilled 

Very 

high 

Medium 

User (error) Unmoti-

vated 

Error 

goodwill none  Systems they 

access 

no 

preference 

Low to 

high 

depending 

on system 

Low to 

mediu

m 

High 

 

 

The FAIR methodology references the work of Intel [226] in the establishment of 

a threat agent library. Table 27 shows the attributes that we identify for establishing a 

threat agent library based on the work presented in the FAIR methodology [97] along 
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with example threat actors and values. Each of these characteristics bears significance in 

understanding the threat posed by each source. In developing the threat agent library, a 

panel is formed of security experts from within the organization and/or industry experts 

consulted with from outside of the organization who are familiar with the organization’s 

security infrastructure and relevant threat intelligence. The threat agent library should be 

updated on a regular basis to reflect the state of threats to the organization.  

6.4.2.4 Threat Source Capability Estimation. 

For each threat source identified in the threat agent library, the capability of the 

source to compromise assets is estimated by the panel of security experts through an 

elicitation process. Experts should first be calibrated using established methods for 

improving the accuracy of expert judgment [133]. The experts in this elicitation would be 

security experts who have knowledge of the threat agents and the security infrastructure 

of the organization. The predictions elicited are a general assessment of each threat 

source’s exploitation capability. Included in the assessment is the estimated threat actor 

capability - minimum, maximum, and most likely - and the expert’s level of confidence 

in the estimate. We use a scale of 1 to 100 to for each estimate. These estimates will be 

used to perform a PERT distribution of the capability of the actor in measuring the threat 

event frequency. Table 13 shows a sample threat source capability.  

6.4.2.5 Identify Threat Events. 

Threats events are specified as single events, actions, or circumstances. Threat 

events are characterized by the tactics, techniques, and procedures (TTPs) utilized by the 

threat source. 
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Table 13. Threat Source Capability. 

Threat 

Source/Agent 

Threat 

Type 

Actor 

Threat 

Capability 

Min 

Actor 

Threat 

Capability 

Max 

Actor 

Threat 

Capability 

ML 

Threat 

Actor 

Capability 

Confidence 

Insider Malicious 40 85 50 90 

Cybercriminal 

organization Malicious 60 90 80 90 

User (error) Error 40 90 50 90 

 

 

Threat events are identified by reviewing available documentation. For example, 

there may be documentation that identifies general threats discovered through regulatory 

compliance processes in the organization. Next, OSINT techniques and review of 

industry resources should be conducted to identify threat events. This review corresponds 

to the subcategory “ID.RA-2: Cyber threat intelligence is received from information 

sharing forums and sources” in the Cybersecurity Framework [59]. Additional threat 

events can be obtained from examples provided in NIST SP 800-30 [58]. Threat event 

information may also be gathered from descriptions provided in CVEs discovered in the 

vulnerability identification process. 

6.4.2.6 Develop Risk Scenarios. 

We develop risk scenarios for every combination of asset, target medical device, 

threat source, and CIA impact combination. We begin developing scenarios by listing all 

the vulnerabilities present for each medical device. For each of these pairs, we identify 

which assets could be impacted by the vulnerability. For each of these triplets, we 

identify the threat sources in the threat actor library that would likely be able to and/or 
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interested in exploiting the vulnerability. Lastly, we identify each of the CIA effects that 

could occur for each of these possibilities. The resulting list are the risk scenarios that 

could result in exploitation of any of the vulnerabilities identified.  

This list of risk scenarios should contain the following single-valued attributes: 

asset, target medical device, vulnerability, threat source, and potential CIA effect. Table 

14 shows a list of example scenarios. 

 

Table 14. Example Risk Scenarios. 

Scenario Asset 

Target 

Device Vulnerability Threat Source CIA Effect 

AA Asset 1 

Medical 

Dev 1 CVE ID (or none) Threat Source 1 C or I or A 

AB Asset 1 

Medical 

Dev 1 CVE ID (or none) Threat Source 2 C or I or A 

AC Asset 2 

Medical 

Dev 2 CVE ID (or none) Threat Source 1 C or I or A 

.. ..     

ZZ Asset n 

Medical 

Dev n CVE ID (or none) Threat Source n C or I or A 

 

 

In addition to the risk scenarios resulting from known vulnerabilities, 

consideration should be given for the possibility of unknown vulnerabilities being 

exploited. An organization may choose to take the approach that all networked medical 

devices could be exploited, or they may choose to evaluate them based on the 

characteristics of the device that were collected in the identification step. For any medical 

devices with no known vulnerabilities that could have a particular CIA effect, a group of 

risk scenarios should be developed considering the assets, the threat actors, and the CIA 

impacts. 
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6.4.2.7 Assign Threat Source Capability Estimate to Each Risk Scenario. 

For each of the risk scenarios, assign an estimate of the threat actor’s capability to 

exploit the vulnerability resulting in the CIA effect, including the minimum, maximum, 

most likely, and confidence in the estimate. In most cases these values can be taken 

directly from the threat source capability estimate made earlier in the process. However, 

if the actor’s capability estimate would be different for the given scenario, these values 

can be changed to reflect the expert opinion of the actor’s capability in that scenario. 

6.4.2.8 Assign Threat Event Frequency Estimate to Each Risk Scenario. 

For each risk scenario, employ expert elicitation to estimate the frequency with 

which they predict that a threat agent will act in a manner that could result in loss within 

the given time frame. As in the estimation of threat actor capability, experts not already 

calibrated should first be calibrated using established methods for improving accuracy 

[133]. These experts would be security experts who have knowledge of the security 

infrastructure of the organization and have reviewed available threat intelligence and 

vulnerability information. The timeframe is that which is identified by the organization in 

the preparation step. An example would be a one-year timeframe. The estimates include a 

minimum frequency, maximum frequency, a most likely frequency, and a confidence in 

the estimate. These values are used to calculate a PERT distribution of threat event 

frequency as shown here. 

𝑇ℎ𝑟𝑒𝑎𝑡 𝐸𝑣𝑒𝑛𝑡 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (𝑇𝐸𝐹) =
𝑀𝑖𝑛 𝑇𝐸𝐹 + (4 ∗ 𝑀𝑜𝑠𝑡 𝐿𝑖𝑘𝑒𝑙𝑦 𝑇𝐸𝐹) + 𝑀𝑎𝑥 (𝑇𝐸𝐹)

6
 

 

Loss event frequency is calculated by multiplying the threat actor capability by 

the threat event frequency. Loss event frequency, as distinguished from threat event 
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frequency, is the frequency with which we expect the threat source to successfully exploit 

the risk scenario resulting in a negative impact to the organization. This value would be 

less than or equal to the threat event frequency. 

Loss Event Frequency = Threat event frequency * Threat Actor Capability 

 

In cases where there is an identified CVE in the risk scenario, we find additional 

information to help us understand severity of the vulnerability and therefore, the 

frequency with which a risk scenario may be exploited. We  use the exploitability 

subscore [33] of the CVSS score [223], discussed in the vulnerability identification step, 

to further refine the loss event frequency. 

The exploitability subscore is derived from a combination of the CVSS metrics of 

attack vector (network, local, physical), level of attack complexity (high, low), privileges 

required (none, low, high), and whether interaction with a user is required. The CVSS 

exploitability subscore is a numeric value between 0.12 and 3.9 based upon the CVSS 

v3.1 formula [223]. We use the exploitability sub score by converting it to a percentage 

of the range 0.12 to 3.9 to serve as a relative indicator of the vulnerability’s exploitability, 

and we multiply this value by the PERT distribution of our expert’s estimation of threat 

actor capability (TAC) as shown below. 

Vulnerability =
(𝐶𝑉𝐸 𝐸𝑥𝑝𝑜𝑖𝑡𝑎𝑏𝑙𝑖𝑡𝑦 𝑠𝑢𝑏 𝑠𝑐𝑜𝑟𝑒 − 0.12)

3.9 − 0.12
𝑥

𝑀𝑖𝑛 𝑇𝐴𝐶 + (4 𝑥 𝑀𝑜𝑠𝑡 𝐿𝑖𝑘𝑒𝑙𝑦 𝑇𝐴𝐶) + 𝑀𝑎𝑥 𝑇𝐴𝐶

6
 

 

The modified calculation for the loss event frequency is shown here. 

Loss Event Frequency = Threat event frequency  * vulnerability) 
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6.4.2.9 Assign Single Loss Event Magnitude to Each Risk Scenario. 

For each risk scenario, we employ expert elicitation to estimate the magnitude of 

a single loss event. This estimate is the magnitude of a potential single event loss without 

consideration for frequency. The experts in this elicitation would be business experts 

from within the organization. It may include financial experts, legal experts, or others 

who would have knowledge of the value of the assets and the potential impacts that could 

result from exploitation of a particular asset. The estimates include minimum loss, 

maximum loss, a most likely loss, and a confidence in the estimate. These values are used 

to calculate a PERT distribution estimate the single loss event magnitude. It will be 

multiplied by the frequency estimate gathered above to determine the magnitude within 

the timeframe chosen for the risk assessment. 

In addition to the estimation of loss magnitude, in risk scenarios where there is an 

identified CVE, a loss magnitude multiplier is calculated using attributes of the CVE. We  

use the CIA impact [33] of the CVSS score [223], discussed in the vulnerability 

identification step, to further refine the loss magnitude. The CIA impacts each have a 

value of high, low, or none. 

 

 

Table 15. Loss Magnitude Multiplier. 

CVE CIA Impact value Loss Magnitude Multiplier 

If CVE CIA Impact = Low 1 

If CVE CIA Impact = High 1.05 

If CVE CIA Impact = None 1 

If no CVE or known exploit 1 
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We choose a loss magnitude multiplier of 1.05 if the impact metric value is high 

and a multiplier of 1 for values of low or none. Our rationale is that the expert estimation 

is sufficient for anything that is not characterized as a high impact. Each risk scenario 

contains only one CIA impact, so there is one multiplier for each scenario. Table 15 

shows the loss magnitude multipliers. The calculation for Single Loss Magnitude follows. 

Single Loss Magnitude

= 𝐿𝑜𝑠𝑠 𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 𝑥 
𝑀𝑖𝑛 𝑆𝑖𝑛𝑔𝑙𝑒 𝐿𝑜𝑠𝑠 𝑀𝑎𝑔 𝐸𝑠𝑡. +(4 ∗ 𝑀𝑜𝑠𝑡 𝐿𝑖𝑘𝑒𝑙𝑦 𝑆𝑖𝑛𝑔𝑙𝑒 𝐿𝑜𝑠𝑠 𝑀𝑎𝑔 𝐸𝑠𝑡. ) + 𝑀𝑎𝑥 𝑆𝑖𝑛𝑔𝑙𝑒 𝐿𝑜𝑠𝑠 𝑀𝑎𝑔 𝐸𝑠𝑡.

6
 

 

 

6.4.2.10 Calculate the Expected Loss Magnitude for each Risk Scenario. 

The expected loss magnitude, or the quantified risk, is calculated for each risk 

scenario in consideration of the threat source, the threat source capability, the 

exploitability of the vulnerability, the impact effect, and the single loss expectancy, 

multiplied by the threat event frequency estimate to arrive at an estimate of the loss that 

could be experienced within the timeframe of the risk assessment. The calculation is 

shown here. 

Risk = Expected Loss Magnitude = Single Loss Magnitude * Loss Event Frequency (7) 

 

6.5 Discussion and Future Work 

The results of the assessment can be communicated through reporting, sorting, 

and summarizing the details in a manner that is informative to the organization. In 

addition, Monte Carlo simulations can be performed using methods such as beta 

distributions.  
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The framework provides a method for quantifying risk, which to our knowledge is 

novel in the context of medical devices. The use of expert judgment is necessary in 

making predictions in domains such as cybersecurity that lack historical data or 

regularity. Methods for calibrating experts have been established and shown to improve 

expert judgment. We propose that a reduction in the uncertainty about the riskiness of the 

cybersecurity status of medical devices can be achieved using this framework. 

The next step in the risk management process is to identify mitigations or controls 

that can reduce the loss magnitude. This is a combination of controls that are already in 

place and controls that can be implemented. In doing so, a process for quantifying the 

reduction in loss magnitude that may be done following the same strategy as has been 

used to estimate the loss magnitude and the threat actor capability here.  

Automating the methodology used in this framework using a relational database 

with automation of inputs of vulnerability information can be conducted to make this 

scalable to the full medical device inventory of a healthcare organization.  
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CHAPTER VII 

APPLYING A QUANTITATIVE RISK ASSESSMENT FOR THE 

CYBERSECURITY OF NETWORKED MEDICAL DEVICES  

 

7.1 Abstract 

Cybersecurity exploitation is on the rise in the healthcare sector. Medical devices 

are increasingly the source of cybersecurity exposure and present unique challenges to 

understanding the risks they pose. The exploitation of cybersecurity vulnerabilities in 

medical devices can have significant adverse impacts ranging from the exposure of 

personally identifiable and sensitive patient information to compromising the integrity 

and availability of computerized resources. Understanding the cybersecurity risk 

presented by these devices can provide an organization with the opportunity to 

proactively mitigate risks. However, producing accurate risk assessments in 

environments with both sparse historical data and a lack of validation regarding the 

accuracy of forecasts is particularly challenging.  

In previous work we presented a risk assessment framework for quantifying the 

risk posed by connected medical devices in a healthcare organization. The framework 

provides a structure for combining publicly available information along with expert 

elicitation about threats, vulnerabilities, and consequences. In this work we illustrate the 

framework through a case study that assesses risk in medical devices using a dataset 



 

 125 

provided by a partnering healthcare organization. We simulate values for expert judgment 

forecasts to see how different values affect the assessment of risk. 

 

7.2 Introduction 

In February 2018, The Council of Economic Advisers to the President of the 

United States (US) reported that malicious cyber activity cost the US economy an 

estimated $57 to $109 billion in 2016 [1]. The report places healthcare at approximately 

seven percent of the Gross Domestic Product, yet it experienced more than 15 percent of 

the reported cybersecurity breaches in 2016 [1]. This report, among others [2], [3], 

highlights the cybersecurity risk exposure present in the healthcare sector. 

Cybersecurity incidents are on the rise, as is the sophistication of cyberattacks. 

According to the 2022 Verizon Data Breach Investigations Report (VDBIR) [205], there 

was a 13 percent increase in ransomware attacks from 2020 to 2021, and complex attacks 

that leverage malware and/or hacking was the top attack pattern for malicious actors. This 

demonstrates an increase in advanced persistent threats and highly skilled attackers. As a 

result, organizations face the challenge of protecting against attacks from an adversary 

that is increasing in sophistication. Paralleling the VDBIR, ThoughtLab’s 2022 study of 

1,200 organizations across 14 business sectors [227] revealed that respondents reported 

more than a 20 percent increase in material data breaches between 2020 and 2021. This 

provides additional evidence of an increase in successful exploitations. ThoughtLab’s 

study points to an increase in digital transformation, digital integration with suppliers and 

partners, an increase in the attack surface, and an increase in cybercriminal activity as 

trends that are contributing to the problem.  
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Healthcare organizations are experiencing significant security incidents [206], 

[207]. Research has demonstrated that medical devices pose cybersecurity vulnerabilities 

in healthcare networks, and that they are being used as key pivot points by attackers to 

establish command-and-control within networks from where data can be exfiltrated and 

ransomware may be launched [19]. Email phishing attacks are reported as a significant 

source of cybersecurity exposure [206], and while antivirus protection may quickly clear 

malware from workstations, the malware may swiftly spread to medical devices where 

they are not as well protected [2]. Once on an unprotected medical device, malicious 

actors can use the malware to investigate network resources and plan their attack. The 

effect of cyberattacks can be the disruption of information technology operations, and 

sometimes the disruption of clinical care or damage to systems and devices, with 

ransomware on the rise [206]. The extent of adverse impacts to patient health due to 

cybersecurity events is largely unknown due to a lack of mechanisms to examine patient 

safety in the context of cybersecurity [210]. However, two legal proceedings alleging 

deaths related to ransomware attacks on hospital networks have been reported [211], 

[212]. 

Research has shown that medical devices lack the security necessary to protect 

them from cyber criminals. For example, research reported in Bloomberg Businessweek 

claimed that it is possible to hack an infusion pump and control the settings [2], an 

activity that prompted one of several warnings from the FDA regarding cyber 

vulnerabilities in medical devices [16], [17] and an advisory [18] from the Department of 

Homeland Security Industrial Control Systems Cyber Emergency Response Team (ICS-

CERT). In addition, legacy systems are pervasive in healthcare organizations [206]. In 
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another example, TrapX Labs reported the results of a study of advanced persistent 

threats at three large medical institutions finding medical devices serving as the primary 

pivot points for attackers [19]. Based on their observation in a number of hospitals, it is 

Trap X’s belief that a large majority of hospitals are infected with malware that has 

remained undetected for an extended period.   

In response to repeated cyber intrusions and the threat they represent to cyber 

systems, government has responded with regulation and guidance addressing the private 

sector and federal information systems. Among them, Executive Order 13636 “Improving 

Critical Infrastructure Cybersecurity” [228] in 2013, and later the Cybersecurity 

Enhancement Act of 2014 [62], calling for the government and private sector critical 

infrastructure operators to share information and collaboratively implement risk-based 

standards. Presidential Policy Directive 21 [229] called for a public-private partnership in 

strengthening the resilience of critical infrastructure cybersecurity. NIST was tasked with 

the role of developing cybersecurity risk frameworks for voluntary use by critical 

infrastructure organizations. The Federal Information Security Modernization Act 

(FISMA) of 2014 [74] put in place requirements for federal agencies to improve the 

cybersecurity stature of federal information systems. HR 7898 [230], known as the 

HIPAA Safe Harbor Law, enacted in January 2021 allows for good cybersecurity 

practices of healthcare organizations to be taken into account when determining penalties 

for HIPAA [231] violations and when determining extent and duration of HIPAA audits. 

HR 7898 thereby incentivizes healthcare organizations to employ best practices and 

document those practices. Through this  combination of regulation, guidance, and 
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incentives, government and the private sector are guided to build increased cyber 

defenses. 

Agencies, working with the private sector responded to the guidance and 

regulations. NIST developed the first release of “Framework for Improving Critical 

Infrastructure Cybersecurity” [232] in 2014. This framework was developed in 

collaboration with the private sector and academia as a voluntary tool for improving the 

security of critical infrastructure information systems. NIST also developed the 800 

Series Publications [233] to address the security and privacy needs of federal information 

systems. It provides recommendations, guidelines, and technical specifications, including 

SP-800-30 “Guide for Conducting Risk Assessments” [58] to address and support the 

needs of federal information systems. The SP 800 Series Publications could also be of 

use to non-federal organizations that seek to improve the privacy and security of their 

information systems. 

Mitigating risks and managing cybersecurity vulnerabilities in medical devices 

are necessary, yet it takes resources that are finite within an organization [234]. 

Therefore, prioritizing activities that mitigate the highest exposure risks is essential to 

effective risk management. Automated systems exist that can collect medical device 

information automatically from network traffic data and provide tools for assessing and 

managing risks [235]–[237], [238]. These tools can reduce the human effort involved in 

risk management and provide insights that may otherwise be unavailable. However, to 

our knowledge there are no risk assessment tools that quantifies the risk posed by 

cybersecurity exposure in networked medical devices. In addition, while the available 

tools can provide insight into risk, some healthcare organizations may not have access to 
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them due to limited budgets [234], making accurate inventory collection and risk 

management more challenging. 

In previous research [171] we proposed a risk assessment for network medical 

devices. This research demonstrates the framework using medical device data provided 

by a partnering healthcare organization. The results provide a quantification of risk that 

can allow healthcare organizations to prioritize risks and apply mitigation efforts to 

reduce risk most effectively. Building on the work of Pardue et al. [41], the risk model 

we use is based on the factors of Threat, Vulnerability, and Asset, and Control (TVA-C), 

and we extend the model to include quantification of risk. The results of the risk 

assessment can also serve as input into an organization’s overall risk management 

program. 

In previous research we defined a framework for the cybersecurity risk 

assessment of medical devices. In this research we use a case study to apply the 

framework using medical device data received from a partnering healthcare organization.   

This research seeks to answer the following questions: 

1. Is it possible to apply our framework to real word medical devices and arrive 

at quantified risk results? 

2. Is a manual risk assessment using our framework a practical solution for 

healthcare organizations? 

In section 7.3 we present related work. In section 7.4, we summarize the risk 

assessment framework that was proposed in previous research. In section 7.5, we 

demonstrate the frameworks using a subset of medical devices from a partnering 

healthcare facility, we discuss the results and future directions in Section 7.6, and Section 
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7.7 contains our conclusion and future research directions. In Appendix B we conduct an 

analysis to compare our risk to the risk score provided in the dataset from our partnering 

organization and to the CVSS score on each CVE. 

 

 

7.3 Related Work 

Venkatasubramanian et al., [184] examine the challenges and research directions 

in Medical Cyber Physical Systems (MCPS). The authors identify the recent increase in 

the interoperability of medical devices as providing advantages and improvements in 

healthcare delivery, while also creating greater attack surfaces. They state that it is 

essential interoperable medical devices be secure for the primary reasons of their 

propensity to be deployed in life critical situations and to have access to sensitive health 

information. The researchers categorize the goals of an attacker as:  destroy equipment, 

disturb operation, reprogram, denial of service, and eavesdrop. They conclude that the 

domain of MCPS provides a unique set of challenges that are distinct from other cyber 

physical systems. 

Sappal and Prowse [239] propose a method for lifecycle management of 

connected medical devices that emulates electromechanical preventative maintenance and 

technology management corrective maintenance practices that are already established in 

healthcare organizations. They propose modifications to an existing maintenance 

management system used at a healthcare organization that is the subject of their research. 

The modifications provide a method for lifecycle management of connected medical 

devices through tracking, scoring and reporting on cybersecurity vulnerabilities by 

medical devices. While their approach does not attempt to quantify risk, it provides a 
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means to prioritize vulnerabilities by a weighted average that includes device function, 

location, operating system, a medical device CVSS score [240], and the failure 

consequence.  

The domain of cybersecurity risk is one that lacks historical data on which to 

predict future outcomes [108]. Eliciting the judgment of experts has been used to support 

risk estimation in domains where there is little historical data on which to predict 

outcomes [214]–[216]. Krisper, et al [216] demonstrate a process of using multiple 

experts and combining their judgments using a weighted average based each participant’s 

performance in earlier calibration tests. While expert judgment has been criticized for 

weaknesses in accuracy, methods have been developed and demonstrated to improve the 

accuracy of experts and provide useful inputs to risk assessment and a reduction in 

uncertainty [132], [108]. These methods include training experts to improve subjective 

probability assessment through a process known as calibration. In this process subjective 

probabilities are elicited from the experts and immediate feedback on their performance 

is provided. Practicing this training technique provides an environment that supports 

improvement in probability estimates with minimal training. A successful training 

practice that has been shown to reduce the tendency for people to be overconfident in 

their estimates is to ask them to think of at least two reasons to be confident in their 

estimate and two reasons that their estimate may be incorrect.    

Ganon et al. [241] propose multicriteria decision framework that provides a 

structured process for selecting among risk management control alternatives. Controls are 

compared based on their estimated ability to reduce the overall risk triplet (threat, 
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vulnerability, consequence) [100] of a risk scenario. The process includes expert 

elicitation as an option for estimating criteria values. 

Pardue et al. [41] developed the foundational database-driven approach to risk 

assessment upon which this research is built. Their work is based on prior conceptual 

work in information security. The research method was a proof of concept using a 

hypothetical scenario in the healthcare domain. Pardue et al. underpin their work by 

identifying the essential elements for information security assessment as Threat, 

Vulnerability, Asset and Control (TVA-C) from the work of Hoffman, et al. [146] and 

Whitman [147] as the core structure for their database design. To the core structure, 

Pardue et al. add Threat Source, Threat Action, Cause, and Domain along with relevant 

associative tables to complete the structure of their relational database. These elements 

are operationalized as entities in the relational model. Risk assessment is defined by 

Pardue et al. as “identification of threats vulnerabilities and assets and estimation of 

relative riskiness” [41]. They further their definition of risk assessment from the work of 

Shou and Shoemaker [148] to include the ability to “delineate both the strategy to reduce 

the likelihood of a risk occurring (preventative measures) as well as the measures to 

respond effectively if a risk becomes a direct threat (reactive measures)” [148]. 

Previous risk assessment research has identified security issues in medical 

devices, deliberated challenges, and proposed solutions. However, there is minimal 

empirical research investing a cybersecurity risk assessment framework that provides a 

quantified estimate of the expected loss related to the exploitation of vulnerabilities 

specific to medical devices. We demonstrate a framework that we proposed in previous 

work to arrive at such quantification of risk. The framework provides a process for the 
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identification of risk scenarios considering published cybersecurity vulnerabilities, the 

identification of threat actors, and estimation of impact using expert elicitation and 

weighted criteria that serves to reduce the uncertainty associated with the impact of risk 

scenarios. The risk assessment provides quantified estimates of risk scenario magnitudes 

that can be used to prioritize risks and can serve as input to a risk management program. 

 

7.4 Framework for Risk Assessment of Networked Medical Devices 

In previous work [171] we presented a risk assessment framework for quantifying 

the risk posed by connected medical devices in trusted healthcare networks. Our 

framework is built upon prominent existing frameworks and guidance for general risk 

assessment and cybersecurity risk assessment. We add a method for quantifying risk, 

which to our knowledge is novel in the context of medical devices on trusted networks. 

The framework provides a structure for combining publicly available information along 

with expert elicitation about threats, vulnerabilities, and consequences. The goal is to 

provide healthcare organizations with a tool for identifying, prioritizing, and supporting 

actions to mitigate risks in medical devices. The framework is shown in Figure 15. 

We define risk (R) as a measure of the extent to which the organization is 

threatened by a circumstance or event (e), expressed as a function of the adverse impact 

(I) of the circumstance or event and the frequency(F) of its occurrence. 

 

𝑅𝑒 = 𝐹𝑒𝐼𝑒 
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Figure 15. Medical Device Risk Assessment Framework. 

 

 

Existing risk assessment frameworks were investigated to gain insight into 

methodologies that could be useful in assessing cybersecurity risk in medical devices. 

Components of several risk frameworks were adopted in the framework for their 

suitability to this context. First, the Framework for Improving Critical Infrastructure 

Cybersecurity (Cybersecurity Framework) [59] was selected as the overall guide for 

conducting the risk assessment. The choice for the Cybersecurity Framework was based 

on the prevalence of this framework’s use in the healthcare sector [71] and its use in 

conducting risk assessments at our partnering healthcare facility. In addition, the 

approach to risk assessment in the Cybersecurity Framework is intended to be consistent 

with the approaches described in the ISO/IEC standards [219], a prominent risk 

assessment tool set. Second, the NIST SP 800-30 Guide for Conducting Risk Assessment 
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[58] is used for the stepwise structure it provides. Third, the Factor Analysis of 

Information Risk (FAIR) [97] framework is relied upon in this research in the process of 

identifying assets, assessing threat actor capabilities, threat event frequency, loss event 

magnitude, and in quantifying risk. FAIR provides structure and detail in areas where the 

Cybersecurity Framework and NIST SP 800-30 are more general. 

 

7.5 Case Study Framework for Risk Assessment of Networked Medical Devices 

A proof-of-concept case study is conducted using the proposed risk assessment 

framework to quantify the risk posed by networked medical devices. The framework is 

modelled in consideration of existing frameworks that provide a base structure for risk 

assessment. The case study is performed on a subset of medical devices from a real-world 

healthcare facility to determine the potential adverse impacts to the organization and its 

stakeholders that could be experienced through cybersecurity exposure of the medical 

devices being assessed. These adverse impacts are those that effect the Confidentiality, 

Integrity, or Availability (CIA) [224] of the systems and/or information assets of the 

organization.  

7.5.1 Step 1: Prepare for the Assessment 

The purpose of preparing for the risk assessment is to establish the context and 

scope of the assessment. This may include identifying organizational policies and 

requirements for the risk assessment and identifying reporting requirements and 

methodologies to be used. While this will vary among organizations, identifying the 

assets, the medical devices, and the timeframe for the assessment is essential to preparing 

for the risk assessment of medical devices. 
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Preparing for the assessment as guided by NIST SP 800-30 [58] includes 

identifying the purpose, the scope, the assumptions, the sources of information, and the 

risk model to be used in the assessment. The purpose of our case study is to assess the 

cybersecurity risk posed to a healthcare organization and its stakeholders by its 

networked medical devices. This is done by selecting a subset of devices from a data file 

of networked medical devices received from the organization. They represent the scope 

of the risk assessment. We select a timeframe of one-year for our risk assessment. Thus, 

we are assessing the cybersecurity risk posed by the networked medical devices in our 

scope over the course of the next year. Support for our choice of the annual time frame is 

that within FAIR, this is the most commonly used time frame [97].  

The sources of information for the risk assessment include the information 

provided in the device inventory data file, documentation provided by the healthcare 

organization that identifies general threats discovered through regulatory compliance 

processes within the organization, the National Vulnerability Database (NVD) [33], the 

Cybersecurity and Infrastructure Security Agency (CISA) ICS-CERT Advisories [242], 

and manufacturer advisories. In addition to these sources, additional information related 

to devices, threats, and vulnerabilities may be discovered through Open Source 

Intelligence Techniques (OSINT) [222]. 

7.5.1.1 Identify Assets. 

The identification process involved identifying the things of value that could be 

compromised by a cybersecurity exposure resulting from an exploited medical device.  
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Table 16 lists the assets that will be considered in this research. Other assets, such as 

business reputation, could also be relevant, but these assets are selected as the most 

significant and can provide a demonstration of the assessment process. 

 

Table 16. Assets Selected for Assessment. 

Business Revenue 

Conf. Bus. Info 

Patient Safety 

Personally Identifiable Information 

Protected Health Information 

 

 

7.5.1.2 Identify Target Devices.  

The devices, or systems, to be assessed were selected from a sample of medical 

device data received from a collaborating healthcare facility. The device data was 

received in an electronic format that had been extracted by the healthcare facility from a 

system they use to manage the cybersecurity of medical devices. The data sample 

contained 3,520 individual medical device records, representing 147 unique device 

models and 48 different manufacturers.  

We selected a subset of medical devices from the data to demonstrate the 

framework. The selection process began by identifying the types of devices to be 

included in the assessment. From a total of 147 different device types in the source data, a 

selection of recognizable device types was chosen. Table 17 lists the medical device 

types selected for analysis. 
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Table 17. Medical Device Types Selected for Manual Risk Assessment. 

Medical Device Type 

Blood Gas Analyzer 

Digital Radiography 

ECG 

Infusion Pump 

 

 

Table 18. Medical Device Models Selected for Manual Risk Assessment. 

Medical Device Type  Model 

Description 

Manufacturer Operating System 

Blood Gas Analyzer i-STAT 1 Abbott Proprietary 

Digital Radiography DRX-Revolution Carestream Windows 10 1607 

ECG PageWriter TC70 Philips Windows 10 1607 

Infusion Pump 8015 PC Unit Becton Dickinson Proprietary Enea 

OSE v4.5.2 

Infusion Pump Gateway Alaris Systems 

Manager 

Becton Dickinson Windows Server 

2016 1607 

 

 

To identify specific device models for the manual risk assessment, one model of 

each device type was selected. The selection process involved identifying models where 

there was enough information in the source data to identify the specific model as closely 

as possible. In addition, we sought to have a variety of manufacturers to the greatest 

extent possible. Table 18 lists the device models selected. In one case, the infusion pump, 

there are multiple models selected because the device operates as a system of devices  

In addition to the manufacturer and model of each device, the operating system is 

identified in the source data. This gave us the opportunity to consider operating system-

specific vulnerabilities in the devices. 
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7.5.2 Step 2: Conduct Risk Assessment 

Conducting the risk assessment involves seven steps; identify the vulnerabilities 

and predisposing conditions, identify threat sources and events, develop risk scenarios, 

assign threat sources and capabilities to risk scenarios, assign threat event frequency and 

loss event frequency to risk scenarios, assign single loss event magnitude to risk 

scenarios, and calculate the expected loss magnitude, or risk, for each risk scenario. Each 

step in the assessment is described here. 

7.5.2.1 Identify Vulnerabilities and Predisposing Conditions. 

This research identifies vulnerabilities for the devices as those published as 

common vulnerabilities and exposures (CVEs) in the National Vulnerability Database 

(NVD) [33] and any vulnerabilities identified in manufacturer advisories. For each device 

and its operating system, a search is conducted of the NVD. In addition, a search is 

conducted for manufacturer alerts related to the device. Table 26 in Appendix A 

identifies the vulnerabilities for each device that are found in the NVD along with a 

summary of each vulnerability.  

Next, Open Source Intelligence (OSINT) [222] techniques were used to identify 

cybersecurity vulnerabilities that may have been reported by the manufacturer or other 

parties. For each device, searches were conducted through publicly available sources 

using the search terms found in Table 19. 

All sources discovered using OSINT techniques to find vulnerabilities in the 

devices selected in this research were vulnerabilities already identified in the CVEs in 

Table 26 in Appendix A. Although no new information was discovered, this search 

process could have resulted in new discovery.  
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Table 19. Search Terms Used to Identify Cybersecurity Alerts. 

Search Terms Used in OSINT 

Manufacturer name + “ ” + Model description + “ product alert” 

Manufacturer name + “ ” + Model description + “ product advisory” 

Manufacturer name + “ ” + Model description + “ security alert” 

Manufacturer name + “ ” + Model description + “ cybersecurity vulnerability” 

Manufacturer name + “ ” + Model description + “ security vulnerability” 

 

 

7.5.2.2 Identify Threat Sources and Events. 

Applying the framework, threats are composed of threat sources and threat events. 

Once threat sources are identified, we gather relevant factors about each source that helps 

us characterize our understanding of their general capability to compromise assets. The 

process for identifying threat sources and threat events is described here. 

7.5.2.2.1 Identify Threat Sources in our framework involves following Intel’s 

methodology [226] for identifying threat sources through the use of a panel of security 

experts. We simulate Intel’s methodology for identifying threat sources by reviewing 

available documentation. The first is documentation provided by the healthcare 

organization that identifies general threats discovered through regulatory compliance 

processes in the organization. Next, NIST SP 800-30 provides examples of threat sources 

for consideration.  

Next, a review of open-source information was conducted to identify threat 

sources. This review corresponds to the subcategory “ID.RA-2: Cyber threat intelligence 

is received from information sharing forums and sources” in the Cybersecurity 

Framework [59]. First, a review of alerts from the Cybersecurity and Infrastructure 

Security Agency (CISA) [54] National Cyber Awareness System [243]was conducted. 
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Alerts were searched for the years 2019 through 2021 that contained the search term 

‘health’ and excluded the search term ‘COVID-19-related research’. The rationale for 

excluding this search term is that these alerts would be relevant to a research setting and 

not a clinical setting. Second, additional threat source and event information was obtained 

from NIST risk assessment guidance [58]. Threat event information was gathered from 

the descriptions provided in the CVEs.  

Threat sources per NIST SP 800-30 [58] are categorized as adversarial, 

accidental, or structural [58]. We identified the categories of adversarial/malicious and 

accidental/error threat sources as relevant to our risk assessment. The “structural” 

category in SP 800-30 is not included as threat sources here because it does not fit with 

the definition of a threat source that is defined in this research. Furthermore, in reviewing 

the subcategories provided for structure threat sources in the guidance, they represent 

vulnerabilities in the context of medical devices and are considered in that step of the 

assessment. For example, aging software or operating systems are considered 

vulnerabilities in our framework. Table 20 contains the threat sources that we identified 

for this assessment. 

7.5.2.2.2 Threat Source Capability Estimation follows the guidance of Intel 

[226] and FAIR [97] to develop a threat agent library that contains relevant factors about 

each threat source, such as motive, intent, capability, and risk tolerance. An assessment of 

each threat source was conducted by reviewing research and media sources related to 

exploitations by each occurring in healthcare and other industries [205], [227], [206], 

[210]. This assessment simulates what could be elicited from experts in the organization 
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Table 12 in Appendix A shows the Threat Agent Library that was created for this 

assessment. 

 

Table 20. Threat Sources Identified in Risk Assessment. 

Category Subcategory Source Description 

Adversarial

/Malicious 

Malicious Individual 

  

  

Outsider 
Individuals that seek to exploit the 

organization’s dependence on cyber 

resources  
Insider 

Trusted or privileged 

Insider 

Criminal Organization 

Established Cybercriminal 

organization 

Groups that seek to exploit the 

organization’s dependence on cyber 

resources  

Nation-State Rogue Nation 

Nation states that seek to exploit the 

organization’s dependence on cyber 

resources  

Accidental/

Error 
User  

User 
Erroneous actions taken by 

individuals while executing their 

everyday responsibilities. 
Privileged User/ 

Administrator  

 

 

 

For each threat source identified in the threat agent library, the capability of the 

source to compromise assets is estimated. Table 21 shows our estimation of each threat 

source’s capability to exploit a vulnerability. We use a scale of 1 to 100 to for each 

capability estimate, and for our confidence level in the estimate. We refer to this as a 

general capability base because it may be used in a risk scenario, or it may be adjusted in 

an individual scenario to reflect our estimate of the source’s capability with respect to 

that particular risk scenario. 

7.5.2.2.3 Identify Threat Events considers events described in the CVEs [33] 

associated with the medical devices, in CISA advisories [242] related to vulnerabilities in 
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the devices, in manufacturer advisories, and in media reports of actual exposures. The 

threat events identified were characterized by the effect its exploitation would have on 

CIA. Each threat event could have one or more of these effects. Table 22 shows the 

CVEs that were discovered for our target medical devices and possible CIA effects 

identified for each CVE. For medical devices that had no published vulnerabilities, a risk 

scenario was created with each of the threat sources and each of the CIA effects with an 

estimated likelihood. This allows for the possibility of zero-day exploits [244], or the 

exploitation of vulnerabilities that are not yet known. Likewise, in cases where a 

particular threat source was unable to produce one or more of the CIA effects through 

any of the vulnerabilities on a particular medical device, a scenario was considered with 

those threat sources and each of those CIA effects to allow for the possibility of those 

zero-day exploit effects.  

Next, each vulnerability, threat source, CIA effect triplet was evaluated to 

determine if the threat source could possibly carry out the threat event. A list of possible 

triplets was developed.  

 

Table 21. Threat Source General Capability. 

Threat Source/Community 

Threat 

Type 

Actor 

Threat 

Capability 

Min 

Actor 

Threat 

Capability 

Max 

Actor 

Threat 

Capability 

Most Likely 

Threat Actor 

Capability 

Confidence 

Insider Malicious 40 85 50 80 

Outsider Malicious 50 85 55 80 

Trusted or privileged Insider Malicious 80 99 98 80 

Cybercriminal organization Malicious 60 90 80 80 

Rogue Nation Malicious 95 99 98 80 

User (error) Error 40 90 50 80 

Privileged User/Admin (error) Error 80 99 98 80 
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Table 22. CIA Effect(s) Possible for Each CVE. 

Vulnerability ID CIA Effect (s) 

2016-8375 Confidentiality, Integrity, Availability 

2016-9355 Confidentiality, Integrity, Availability 

2017-0079 Confidentiality, Integrity, Availability 

2017-8543 Confidentiality, Integrity, Availability 

2017-8589 Confidentiality, Integrity, Availability 

2018-14799 Confidentiality, Integrity, Availability 

2018-14801 Confidentiality, Integrity, Availability 

2019-11479 Availability 

2020-25165 Availability 

2021-26424 Confidentiality, Integrity, Availability 

 

 

7.5.2.3 Develop Risk Scenarios. 

Following our framework, we develop threat event scenarios for every 

combination of asset, target medical device, vulnerability, threat source, and CIA effect 

combination. We begin developing threat scenarios by listing all the vulnerabilities 

present for each medical device. For each of these pairs, we identify which assets could 

possibly be impacted by the vulnerability. For each of these triplets, we identify the threat 

sources in the threat actor library that would likely be able to and/or interested in 

exploiting the vulnerability. Lastly, we identify each of the CIA effects that could occur 

for each of these possibilities. The resulting list are the risk scenarios that could result in 

exploitation of any of the vulnerabilities identified.  

In addition to the risk scenarios resulting from known vulnerabilities, 

consideration is given to the possibility of unknown vulnerabilities being exploited. For 

any medical devices with no known vulnerabilities that could have a particular CIA 

affect, a group of risk scenarios is developed considering the assets, the threat actors, and 
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the CIA effect. We also consider risks that could occur as a secondary effect. For 

example, if an adversary obtained network access credentials due a vulnerability in one 

medical device, they may be able to use the network access credentials to gain access to 

assets other than those accessible through the medical device and thereby cause further 

impact effects than those identified in the vulnerability. Following the framework, we 

develop a list of 258 risk scenarios. Table 23 shows a sample of the risk scenarios that 

were developed in our case study. 

7.5.2.4 Assign Threat Source Capability Estimation to Scenarios. 

For each risk scenario we estimate the capability of the threat source to cause the 

identified effect. In most cases the threat source capability in the threat actor library that 

we identified earlier in the risk assessment could be applied to the scenario. However, in 

some scenarios we adjusted the capability of the source to exploit the scenario. For 

example, there was a vulnerability that required physical access to exploit. We consider a 

rogue nation to be a quite capable threat source in general, however, in this case we 

considered the rogue nation’s capability to be reduced substantially due to their physical 

distance from the medical device.  

7.5.2.5 Assign Threat Event Frequency and Loss Event Frequency to Scenarios. 

We simulate expert elicitation to estimate the frequency with which each risk 

scenario could be attempted to be exploited within the one-year timeframe identified for 

this assessment. Our estimates include a minimum frequency, a maximum frequency, a 

most likely frequency, and a confidence in the estimate. These values will be used to 

calculate a beta PERT distribution of frequency. The formula for Threat event frequency 

is shown below. 
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Table 23. Case Study Sample Risk Scenarios. 

Scenario Asset Target Device CVE Threat Community CIA Effect 

1 PHI 

PageWriter 

TC70 

2018-

14799 Insider Confidentiality 

2 PHI 

PageWriter 

TC70 

2018-

14799 Outsider Confidentiality 

3 PHI 

PageWriter 

TC70 

2018-

14799 

Trusted or privileged 

Insider Confidentiality 

4 PHI 

PageWriter 

TC70 

2018-

14799 User (error) Confidentiality 

5 PHI 

PageWriter 

TC70 

2018-

14799 

Privileged 

User/Administrator (error) Confidentiality 

6 

Patient 

Safety 

PageWriter 

TC70 

2018-

14799 Insider Integrity 

7 

Patient 

Safety 

PageWriter 

TC70 

2018-

14799 Outsider Integrity 

8 

Patient 

Safety 

PageWriter 

TC70 

2018-

14799 

Trusted or privileged 

Insider Integrity 

9 

Patient 

Safety 

PageWriter 

TC70 

2018-

14799 User (error) Integrity 

10 

Patient 

Safety 

PageWriter 

TC70 

2018-

14799 

Privileged 

User/Administrator (error) Integrity 

11 

Business 

Revenue 

PageWriter 

TC70 

2018-

14799 Insider Availability 

12 

Business 

Revenue 

PageWriter 

TC70 

2018-

14799 Outsider Availability 

13 

Business 

Revenue 

PageWriter 

TC70 

2018-

14799 

Trusted or privileged 

Insider Availability 

14 

Business 

Revenue 

PageWriter 

TC70 

2018-

14799 User (error) Availability 

15 

Business 

Revenue 

PageWriter 

TC70 

2018-

14799 

Privileged 

User/Administrator (err or) Availability 

…      

32 PHI i-STAT 1  None Insider Confidentiality 

33 PHI i-STAT 1 None Outsider Confidentiality 

34 PHI i-STAT 1 None 

Trusted or privileged 

Insider Confidentiality 

35 PHI i-STAT 1 None Cybercriminal organization Confidentiality 

36 PHI i-STAT 1 None Rogue Nation Confidentiality 

 

 

𝑇ℎ𝑟𝑒𝑎𝑡 𝐸𝑣𝑒𝑛𝑡 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (𝑇𝐸𝐹) =
𝑀𝑖𝑛 𝑇𝐸𝐹 + (4 ∗ 𝑀𝑜𝑠𝑡 𝐿𝑖𝑘𝑒𝑙𝑦 𝑇𝐸𝐹) + 𝑀𝑎𝑥 (𝑇𝐸𝐹

6
 

 

Loss event frequency is calculated by multiplying the threat source capability by 

the threat event frequency as shown below. Loss event frequency, as distinguished from 
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threat event frequency, is the frequency with which we expect the threat source to 

successfully exploit the risk scenario resulting in a negative impact to the organization. 

This value would be less than or equal to the threat event frequency. 

Loss Event Frequency = Threat event frequency * Threat Actor Capability 

 

In cases where there is an identified CVE in the risk scenario, we make use of 

components of the CVSS score to help us understand the severity of the vulnerability and 

therefore the frequency with which exploitation could occur. The exploitability subscore 

of the CVSS is a value between 0.12 and 3.9 that describes the characteristics of the 

vulnerability that could lead to successful exploitation. We calculate the percentage of the 

exploitability subscore on the range of 0.12 and 3.9. We refer to this metric as the 

vulnerability metric and use it to modify the capability with which we would expect the 

threat source to be successful in exploiting the scenario. The calculation for the loss 

frequency multiplier is described in our previous work where we presented the 

framework [171] and summarized here.  

Vulnerability =
(𝐶𝑉𝐸 𝐸𝑥𝑝𝑜𝑖𝑡𝑎𝑏𝑙𝑖𝑡𝑦 𝑠𝑢𝑏 𝑠𝑐𝑜𝑟𝑒−0.12)

3.9−0.12
𝑥

𝑀𝑖𝑛 𝑇𝐴𝐶+(4 𝑥 𝑀𝑜𝑠𝑡 𝐿𝑖𝑘𝑒𝑙𝑦 𝑇𝐴𝐶)+𝑀𝑎𝑥 𝑇𝐴𝐶

6
 

 

 
 

The modified calculation for the loss event frequency is shown here. 

Loss Event Frequency = Threat event frequency * vulnerability 

 

7.5.2.6 Assign Single Loss Event Magnitude Estimate to Scenarios. 

Following guidance in the FAIR [97] framework, for each risk scenario an 

estimate of a single loss event magnitude is made. We estimate these values based on a 

number of factors including characteristics of the medical device, including the FDA 
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medical device classification [245], [246], the estimated value of the asset that may be 

compromised, by reviewing HIPAA regulations for data exposure financial penalties, and 

reviewing research and media sources related to the cost of a data breach [231], [247] in 

healthcare and other industries. Estimates were made about the number of medical 

records stored in the hospital database based on the total number of beds in the hospital, 

the total patient days, the total number of hospital discharges reported. The number of 

employee records and PII stored in the human resource system is estimated based on 

number of current employees accounting for an estimate in employee turnover and 

estimating the storage of historical records on former employees. The daily revenue is 

estimated based on reported total annual revenue [248]. Estimates of the magnitude of 

business revenue impact is made by multiplying the daily revenue impact by an estimate 

of the number of days it could take to recover from the exposure event. The estimates 

made here simulate what could be elicited from experts in the organization. 

The estimates of single loss event magnitude include a minimum loss, and 

maximum loss, and a most likely loss for each risk scenario. In addition, the confidence 

of the estimation – represented as a percentage - is documented. 

In addition to the estimation of loss magnitude, in risk scenarios where there is an 

identified CVE a loss magnitude multiplier is calculated using a component of the CVSS. 

While the CVSS score [249] identified in each CVE is intended to represent the severity 

of a vulnerability not its risk, some of the metrics that makeup the base score can be 

useful in considering the magnitude of impact. Of relevance to estimating the magnitude 

of a loss event, are  the impact metrics of confidentiality, integrity, and availability [33]. 

The possible values for each of these is ‘high’, ‘low’, or ‘none’. We choose a loss 
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magnitude multiplier of 1.05 if the impact metric value is ‘high’ and a multiplier of 1.0 

for values of ‘low’ or ‘none’. Our rationale is that the expert estimation is sufficient for 

anything that is not characterized as a high impact. Each risk scenario contains only one 

CIA impact, so there is only one multiplier for each scenario. Table 24 shows the loss 

magnitude multipliers. 

 

Table 24. Loss Magnitude Multiplier. 

CVE CIA Impact value 

Loss Magnitude 

Multiplier 

If CVE CIA Impact = Low 1.0 

If CVE CIA Impact = High 1.05 

If CVE CIA Impact = None 1.0 

If no CVE or known exploit 1.0 

 

 

Our calculation for single Loss Magnitude uses a PERT distribution of the 

estimated loss magnitude modified by the Loss Magnitude Multiplier. 

Single Loss Magnitude

= 𝐿𝑜𝑠𝑠 𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 𝑥 
𝑀𝑖𝑛 𝑆𝑖𝑛𝑔𝑙𝑒 𝐿𝑜𝑠𝑠 𝑀𝑎𝑔 𝐸𝑠𝑡. +(4 ∗ 𝑀𝑜𝑠𝑡 𝐿𝑖𝑘𝑒𝑙𝑦 𝑆𝑖𝑛𝑔𝑙𝑒 𝐿𝑜𝑠𝑠 𝑀𝑎𝑔 𝐸𝑠𝑡. ) + 𝑀𝑎𝑥 𝑆𝑖𝑛𝑔𝑙𝑒 𝐿𝑜𝑠𝑠 𝑀𝑎𝑔 𝐸𝑠𝑡.

6
 

7.5.2.7 Calculate the Expected Loss Magnitude for each Risk Scenario. 

The expected loss magnitude is calculated by multiplying the expected loss event 

frequency by the expected single loss magnitude. We perform a beta PERT distribution 

of our estimated values and run Monte Carlo simulations of the results.  

Risk = Expected Loss Magnitude = Single Loss Magnitude * Loss Event Frequency 
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7.6 Discussion 

The results of the assessment can be communicated through reporting, sorting, 

and summarizing the details in a manner that is informative to the organization. Some 

example reporting is provided here.  

Figure 16 shows the minimum, maximum, and average single loss magnitude 

scenario for each threat actor/community identified in the risk assessment. It reveals that 

the highest single event risk is posed by the privileged or trusted malicious insider, 

closely followed by the malicious outsider. In addition, on the far right we see the 

average minimum, maximum, and average for all threat communities. This average 

provides a visual illustration of which threat communities are above and below average. 

The graph provides insights into opportunities for risk mitigation. Interpreting the results 

and developing an action plan could be supported by drilling down into the details of the 

risk scenarios. For example, we can find the risk scenarios that are resulting in the highest 

risk, and the mitigations and resistive controls that are available, or could be made 

available, to reduce the risk. This graph gives us insight in where to start our 

investigation. 

Figure 17 is a histogram of probability of the risk of the malicious trusted or 

privileged insider threat community. The graph displays the probability distribution 

function and the cumulative distribution function.  The probability distribution function 

shows that the annual risk of the malicious insider is a minimum of near $0, a maximum 

of approximately $32,000, and a most likely risk of approximately $6,400. The 

cumulative distribution illustrates the confidence we have that the risk falls below the 

value shown in the graph. For example, we are 90% confident that the risk of a 
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trusted/privileged insider will be less than approximately $18,000. The histogram can be 

an informative way of explaining the imprecise nature of risk assessment while reducing 

uncertainty about risk. 

 

 

Figure 16. Risk Scenario Analysis by Threat Actor/Community. 

 

A histogram of an individual risk scenario is shown in Figure 18. This scenario 

was chosen because it is one of the highest risk scenarios in our assessment. We can see 

from this graph that we are 90% confident that our annual risk for this scenario is 

somewhere between $13,000 and $50,000, with the most likely risk being approximately 

$30,000. 

Figure 19 shows the minimum, maximum, and average risk scenarios for each 

asset identified in the risk assessment. It shows that our asset at the greatest risk is 
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business revenue. As in the previous analysis, we can also see the average or all assets, 

which illustrates which assets have risk scenarios above and below the average. We can 

then drill down into the scenarios to uncover the details around the risk. The details 

include the scenarios and the mitigations that may be in place, or could be put in place, to 

reduce the risk.  

 

 

Figure 17. Histogram of Malicious Trusted/Privileged Insider Risk. 

 

Figure 20 shows the minimum, maximum, and average risk scenario for each 

medical device. In addition, an average of all devices is displayed. We can see from this 
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graph that our device with the most risk is the infusion pump. In fact, the risk of the 

infusion pump is so much greater than the other devices that it is the only device above 

the average risk. This information could support investigating the details that could 

provide insight into the reason for the large difference in this device in comparison to the 

other devices.  

 

 

Figure 18. Risk Analysis of Malicious Insider in Individual Scenario. 

 

Figure 21 shows the average minimum, maximum, and most likely Single Loss 

Magnitude (SLM), and the annual risk for each CVE. In addition, the average loss event 

frequency for each is shown. This analysis would support a deeper investigation into risk 

scenarios. In this graph we can see that the maximum single loss magnitude is rather 

uniform across all CVEs. We can also see that there is much more variety in the most 

likely single loss magnitude and in the annual risk. The graph shows the average loss 

event frequency of all the scenarios associated with each CVE, and from this we can see 
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that two of them are notably higher than the others. In analyzing the details of all the 

CVEs, the explanation for this higher frequency is the extreme exploitability associated 

with these two CVEs in combination with the low complexity of the attack required to 

exploit them. This analysis could support operational decisions about prioritizing 

patching or otherwise mitigating the vulnerabilities described in CVEs. It could also 

support managerial decisions regarding investments in mitigations or capital investments 

in devices replacements. 

 

 

 

Figure 19. Risk Analysis by Asset. 

 

Table 25. Sample of Individual Device/CVE Risk Analysis is an analysis of a 

subset of the risk scenarios associated with CVE 2016-8375 that could impact the 

organization through the target medical device 8015 PC Unit with internal flash memory. 

The exploitability of this CVE is 10%, which we calculate based upon the exploitability 
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subscore of the CVSS score as described in section 4.2.5 of this paper. The risk scenarios 

are grouped into primary effects and secondary effects, with the primary effect being the 

risk that can be incurred if the CVE is exploited, and the secondary effects being the 

subsequent risks that be incurred after the primary risk is incurred.  

 

 

Figure 20. Risk Analysis by Medical Device. 

 

The CVE/asset combination in Table 25 was chosen as an example because it has 

some risk scenarios that are both infrequent due to low threat activity and have no 

resistive controls in place. Awareness of this type of scenario is important because, while 

they may get overlooked in summarization, the cost of an infrequent exposure may drive 

different prioritization about mitigations. In the FAIR framework, these are referred to as 

an unstable conditions [97]. Examples of unstable conditions in Table 25 include all three 
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of the primary effects. In these examples, the frequency is approximately once in 10 years 

making the annual loss exposure low in comparison to the single loss magnitude. 

 

 

Figure 21. Risk Average and Loss Event Frequency by CVE. 

 

In addition to scenarios that represent unstable conditions, there are also scenarios 

in Table 25 that are expected to occur very infrequently and have only one resistive 

control in place. For example, the secondary effect scenarios from the malicious insider 

are reliant on the VLAN for prevention. These are referred to as fragile conditions in 

FAIR[97] due to them having only one resistive control in place. Understanding the 
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potential of both unstable and fragile condition scenarios can lead to more informed 

decisions about preventive controls that may reduce risk to an acceptable level. 

  



 

 158 

 

Table 25. Sample of Individual Device/CVE Risk Analysis. 

CVE Risk Analysis 
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7.7 Conclusions and Future Directions 

The framework presented here provides a method for quantifying risk, which to 

our knowledge is novel in the context of medical devices. We propose that a reduction in 

the uncertainty about the riskiness of the cybersecurity status of medical devices can be 

achieved using this framework. The example reports we provide here demonstrate how 

the results of the risk assessment can be communicated. Communication should include 

analyzing the results and questioning the inputs with the goal of improving the accuracy 

of the assessment. Future assessments will benefit from the knowledge learned in 

previous assessments. 

The process of conducting this risk assessment was both tedious and time 

intensive. So much so that we had to reduce the number of medical devices down to a 

small fraction of the total dataset to complete the assessment. We conclude that the 

manual process is impractical for conducting a risk assessment of the full medical device 

inventory of a healthcare organization. Automating the methodology used in this case 

study to include an automated data interface of vulnerability information from the 

National Vulnerability Database should be conducted to make this scalable to the full 

medical device inventory of a healthcare organization.  

Further work to improve the risk assessment is to develop a process to quantify 

mitigations or resistive controls that can reduce the loss magnitude. This would include a 

combination of controls and mitigation that are already in place and those that could be 

implemented to reduce risk. This may be done following the same strategy as has been 

used here to estimate the risk. 
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Appendix B – Comparative Analysis provides further analysis of the risk results. 

Sample analyses that could support risk communication are included. In addition, a 

comparison or our quantified risk to the qualitative risk score that was provided in the 

dataset received from our partnering organization is provided and a comparison of our 

risk to the CVSS score.  
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7.8 Appendix A 

 

Table 26. Vulnerabilities Published in NVD for Device. 

Type 

Model 

Description 

Manufactur

er CVE Summary 

Blood Gas 

Analyzer 

i-STAT 1 Abbott none found   

Digital 

Radiography 

DRX-

Revolution 

Carestream 2017-0079 local users can gain privileges via 

a crafted application, aka 

"Win32k Elevation of Privilege 

Vulnerability" – exemplar of 

many found 

Digital 

Radiography 

DRX-

Revolution 

Carestream 2017-8543 local users can gain privileges via 

a crafted application, aka 

"Win32k Elevation of Privilege 

Vulnerability" – exemplar of 

many found 

Digital 

Radiography 

DRX-

Revolution 

Carestream 2017-8589 remote code execution 

vulnerability due to the way that 

Windows Search handles objects 

in memory, aka "Windows Search 

Remote Code Execution 
Vulnerability– exemplar of many 

found 

Digital 

Radiography 

DRX-

Revolution 

Carestream 2021-

26424 

Windows TCP/IP Remote Code 

Execution Vulnerability – 
exemplar of many found 

Infusion Pump 8015 PC Unit 

firmware v. 

9.33.1.2 

Alaris 2016-8375 A unauthorized user with physical 

access may be able to obtain 

unencrypted wireless network 

authentication credentials and 
other sensitive technical data by 

disassembling the PC unit and 

accessing the device's flash 

memory. version 9.7 and the 8000 

store network authentication 
credential and other sensitive 

technical data is stored on internal 

flash memory. Accessing the 

memory would require special 

tools and would increase the 
likelihood of detection. 

Infusion Pump 8015 PC Unit 

firmware v. 

9.33.1.2 

Alaris 2016-9355 A unauthorized user with physical 

access may be ble to obtain 

unencrypted wireless network 

authentication credentials and 
other sensitive technlcal data by 

disassembling the PC unit and 

accessing the device's flash 

memory. Versions 9.5 and prior 

versions store network 
authentication credential and 

other sensitive technical data is 

stored on removable flash 

memory. Being able to remove 

the flash memory reduces the risk 
of detection. 
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Table 26. cont. 

Type 

Model 

Description 

Manufactur

er CVE Summary 

Infusion Pump 8015 PC Unit 

firmware v. 

9.33.1.2 

Alaris 2019-

11479 

Jonathan Looney discovered that 

the Linux kernel default MSS is 

hard-coded to 48 bytes. This 

allows a remote peer to fragment 

TCP resend queues significantly 
more than if a larger MSS were 

enforced. A remote attacker could 

use this to cause a denial of 

service. This has been fixed in 

stable kernel releases 4.4.182, 
4.9.182, 4.14.127, 4.19.52, 5.1.11, 

and is fixed in commits 

967c05aee439e6e5d7d805e195b3

a20ef5c433d6 and 

5f3e2bf008c2221478101ee72f5cb
4654b9fc363. 

Infusion Pump 8015 PC Unit 

firmware v. 

9.33.1.2 

Alaris 2020-

25165 

Model 8015, Versions 9.33.1 and 

earlier are vulnerable to a network 

session authentication 

vulnerability within the 
authentication process between 

specific versions of the PC unit 

and the BD Alaris Systems 

Manager. Attack could result in 

DoS on PC Unite by modifying 
configuration headers of data in 

transit. 

Infusion Pump 

Gateway 

Alaris Systems 

Manager 

Alaris 2020-

25165 

A network session authentication 

vulnerability within the 
authentication process between 

specified versions of the BD 

Alaris PC Unit and the BD Alaris 

Systems Manager.an attacker 

could perform a denial-of-service 
attack on the BD Alaris PC Unit 

by modifying the configuration 

headers of data in transit. A 

denial-of-service attack could lead 

to a drop in the wireless capability 
of the BD Alaris PC Unit, 

resulting in manual operation of 

the PC Unit -  in versions 4.33 

and earlier 

ECG PageWriter 

TC70 

Philips 2018-

14799 

improper input validation - the 
PageWriter device does not 

sanitize data entered by user 

which can lead to buffer overflow 

or format string vulnerabilities. 

ECG PageWriter 

TC70 

Philips 2018-

14801 

hard-coded credentials - attacker 
with both the superuser password 

and physical access can enter the 

superuser password that can be 

used to access and modify all 

settings on the device, as well as 
allow the user to reset existing 

passwords.  

ECG PageWriter 

TC70 

Philips 2017-0079 local users can gain privileges via 

a crafted application, aka 

"Win32k Elevation of Privilege 
Vulnerability" – exemplar of 

many found 
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Table 26. cont. 

Type 

Model 

Description 

Manufactur

er CVE Summary 

ECG PageWriter 

TC70 

Philips 2017-8543 local users can gain privileges via 

a crafted application, aka 

"Win32k Elevation of Privilege 

Vulnerability" – exemplar of 

many found 

ECG PageWriter 

TC70 

Philips 2017-8589 remote code execution 

vulnerability due to the way that 

Windows Search handles objects 

in memory, aka "Windows Search 

Remote Code Execution 
Vulnerability" – exemplar of 

many found 

ECG PageWriter 

TC70 

Philips 2021-

26424 

Windows TCP/IP Remote Code 

Execution Vulnerability – 

exemplar of many found 
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7.9 Appendix B -  Comparative Analysis  

 

After conducting the risk assessment, we sought methods to compare our results 

to other available information. We found two measures for comparison. The first is the 

‘Risk Score’ provided in the data we received from our partnering healthcare 

organization. The second is a comparison to the CVSS score. While the CVSS score is 

intended to communicate severity and not risk, we think that analyzing how these two 

things differ may be insightful. 

7.9.1 Comparing our Risk To our Partnering Healthcare Organization Risk Score 

There is a risk score associated with each medical device in the data received 

from our partnering organization. The source of the risk score is Medigate [236], a 

cybersecurity platform for medical device inventory and vulnerability and risk 

management that is used by our partnering facility. According to Medigate 

documentation [250], the risk score follows industry standards such as NIST SP 800-30 

and AAMI TIR57 [251] information security risk management and uses the components 

of likelihood and severity of impact to arrive at the score. Their factors and 

considerations are similar to the factors described our framework. Their resulting risk 

score is reported as one of five risk categories: very low, low, medium, high, and critical. 

They established ranges for each category to create distribution that facilitates 

prioritization and action. Medigate’s estimated proportion of devices is shown in Table 

28. It is noted here that Medigate assigns risk scores to medical devices, and we assign 

risk to individual risk scenarios. 
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Table 28. Medigate Risk Score Proportions. 

Risk Category 

Estimated Proportion 

of Devices 

Very Low 20 % 

Low 25 % 

Medium 30 % 

High 20% 

Critical 5% 

 

 

An analysis was conducted to see how the dataset received from our partnering 

organization compared with the general proportions in Table 28. We looked at two data 

references. The first was the entire dataset of 3,520 devices that we received, and the 

second was the sample of assets we selected from that dataset for our risk assessment. 

Figure 22 shows our comparison. The general proportions established by Medigate place 

the largest percentage of devices at medium risk, and our full dataset supports that largest 

proportion. There is a difference in the percentage of very low and low risk devices. It is 

noted that the dataset we received was a subset of the organization’s full medical device 

inventory. When we look at the percentages of our sample, we see a pattern that is not 

consistent with either of the other two proportions. Two of the devices were critical risk 

devices. However, we did not select for risk score, and the small number of medical 

devices in our sample is not conducive to a percentage analysis. 

Next, we sought to equate our quantified values to the risk scores of the devices in 

our sample data so that we could make a comparison. We opted for risk ranges in line 

with the general proportions established by Medigate as show in Table 28. We perform 

ed a PERT distribution of our risks as shown in Figure 23 for the purpose of establishing 

ranges for risk.  
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Figure 22. Comparison of Proportions in Each Risk Category. 

 

From the PERT distribution, we identified the values in each of the proportion 

ranges established by Medigate. Table 29 shows the ranges for the proportions. We use 

these ranges to assign the qualitative risk score to each risk scenario. 

Once the qualitative risk scores were assigned to each of our risk scenarios 

according to the ranges in Table 29, we compare them to the risk scores that were 

assigned to the devices by our partnering organization. Figure 24 shows the comparison 

in quantities and percentages. There is a wide variance in the two risk scores. One 

explanation for this is that the risk scores provided in our sample data were associated 

with the device, while ours are associated with the risk scenario. We can also see that we 

arrived at a total of seven scenarios that are either high or critical. The conclusion that 

can be drawn from this analysis is that assessing risk scenarios instead of devices may 

give us more detailed information upon which to establish risk mitigation priorities.  
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Figure 23. PERT Distribution of all Risk Scenarios. 

 

Table 29. Risk Score Ranges Using Medigate Proportions. 

Qualitative 

Risk Score Min Max Percentile 

Very Low  $ 1   $   2,500  20% 

Low  $ 2,501   $   5,400  25% 

Medium  $ 5,401   $ 10,000  30% 

High $ 10,001   $ 18,000  20% 

Critical $ 18,001   $ 32,000  5% 
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Figure 24. Comparison of Risk Scores to Quantified Assessment. 

 
 

 

7.9.2 Comparing our Risk to CVSS Severity 

NVD specifies that CVSS is not a measure of risk. Accordingly, we hypothesize 

that our risk would not correlate with the CVSS score associated with the CVEs 

identified in our risk scenarios. To test this hypothesis, we compared the two. The 

process of comparing our risk scenarios to the CVSS score included developing a 

methodology for converting our quantified risk to a unit of measure equivalent to CVSS. 

While the CVSS score is a numeric value ranging from 1 to 9.8, NVD provides 

qualitative measures for ranges of numeric the CVSS score [252]. Error! Reference s

ource not found. shows the qualitative ratings and score ranges for each rating.  
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Table 30. CVSS Scores to Qualitative Ratings 

CVSS v3.0 Ratings 

  

Numeric Base 

Score 

Qualitative 

Severity Min Max 

None 0 0 

Low 0.1 3.9 

Medium 4 6.9 

High 7 8.9 

Critical 9 10 

 

 

To compare our quantified risk to CVSS we opted to convert our quantified risk 

to the qualitative ratings established by NVD. To do this, we relied upon the qualitative 

ratings we developed for each scenario when comparing risk to our partnering 

organization’s risk score. The qualitative ratings provided by Medigate for that analysis 

are very similar to the CVSS qualitative ratings, with the only difference being in the 

lowest risk category. Where Medigate uses ‘Very Low’, NVD uses ‘None’. We used the 

qualitative ratings we established in the comparison of our risk to our partner’s risk score, 

shown in Table 29, except for changing the ‘Very Low’ measure to ‘None’ in order to 

match the values established by NVD. 

In addition to equating our quantified risk to qualitative ratings, for this 

comparison we also excluded the risk scenarios that did not have an associated CVE. In 

total, 48 risk scenarios did not have an associated CVE and were removed from the 258 

total risk scenarios, resulting in 210 risk scenarios that had an associated CVE.  
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Figure 25 shows the comparison between the CVSS score and our quantified risk 

using the qualitative ratings we describe above. The graphs shows that our risk and the 

CVSS from associated CVEs are not congruent. A detailed analysis showed that while 

there were some scenarios where the scores equated, in most there is not parity. This 

analysis supports the hypothesis that our quantified risk does not match the CVSS and 

confirms that CVSS is not a measure of risk in our risk scenarios. 

 

 

Figure 25. Comparison or Risk to CVSS Score. 
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CHAPTER VIII 

FUTURE DIRECTIONS AND MAJOR CONTRIBUTIONS 

 

8.1 Future Directions 

Future directions in this research can include automating the risk assessment. 

Automating the framework would expand opportunities to apply it to a larger number of 

medical devices. Another future direction could be applying the risk framework in 

domains other than medical devices.  Suitable domains would be those in which risk is 

consequential and there is a lack of historical data on which to base risk. Each of these 

directions is described here. 

 

8.1.2 Automating the Risk Assessment Process 

In Chapter VII, the risk assessment framework was applied using a subset of 

medical device data received from a partnering healthcare organization. The process of 

manually applying the framework was so time intensive as to make it impractical to apply 

to the full inventory of medical device inventory. This is a barrier to its broad application 

in a real-world setting. Automating the process would remove this barrier and provide the 

possibility of using the framework to reduce the uncertainty of the risk posed by 

networked medical devices in a healthcare organization. Some work has been done to 

design the database schema necessary to accomplish this. Future research could 
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operationalize this through a database driven application to reduce the manual labor 

involved. 

8.1.3 Applying the Risk Assessment in other Domains 

The framework proposed in this research could be adopted in domains other than 

healthcare medical devices. Other domains with computerized devices on trusted 

networks could benefit from cybersecurity risk assessment. Examples that may be 

considered include manufacturing facilities and industrial control systems. The sources of 

vulnerability information would have to be explored to determine if there are domain-

specific sources of information that may not be included in the current framework. 

 

8.2 Major Contributions 

This dissertation made several contributions that may help reduce uncertainty 

about the risk posed by networked medical devices. First, we identified factors that 

influence the cybersecurity risk assessment of medical devices, and we demonstrated that 

it is possible to identify through open-source investigation threats and vulnerabilities that 

present risks in networked medical devices.  

Second, a framework was developed that provides a method for identifying and 

quantifying risk, which to our knowledge is novel in the context of medical devices. The 

framework uses industry standards for identifying risks and expert elicitation for 

predicting the impact that may be experienced by the organization. The process of 

calibrating experts to be better at prediction is well established in the literature, and when 

used to prepare experts, improves the accuracy of their predictions. We propose that a 

reduction in uncertainty about the riskiness of the cybersecurity status of medical devices 



 

 174 

can be achieved using this framework. Furthermore, we propose that presenting risk in 

monetary units is an improvement over using qualitative scales to measure risk. Monetary 

units can be superior to qualitative measures in the communicating risk by providing 

more consistency in the perception of risk, and risk can then be compared objectively to 

the organizations risk appetite. 

Finally, this dissertation presented risk reporting that demonstrates how quantified 

risk may be communicated to operational and managerial levels of an organization. The 

prioritization of vulnerabilities and risk scenarios can provide the operational level with a 

tool to prioritize limited resources toward most effectively reducing risk. At the 

managerial level, reporting risk can provide insights into risk that can lead to effective 

investment in resistive controls and other mitigations. 
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Copyright Permissions 

 

Paper One was published in the AMCIS 2016 Proceedings [253]. The copyright 

agreement reserves the author’s right to use, free of charge, all or part of the published 

material in future works of their own. In addition, the author maintains the right to use the 

material in subsequent compilations of their own. 

Paper Two was published in the Proceeding of the 18th International Conference 

on Cyber Warfare and Security [254]. These conference proceedings are open access, 

meaning that the information may be used by any persons without requiring permission 

of the publisher or the author. 
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