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Abstract— The stock price index prediction is a very challenging task that's because the market has a very 

complicated nonlinear movement system. This fluctuation is influenced by many different factors. Multiple 

examples demonstrate the suitability of Machine Learning (ML) models like Neural Network algorithms (NN) 

and Long Short-Term Memory (LSTM) for such time series predictions, as well as how frequently they 

produce satisfactory outcomes. However, relatively few studies have employed robust feature engineering 

sequence models to forecast future prices. In this paper, we propose a cutting-edge stock price prediction 

model based on a Deep Learning (DL) technique. We chose the stock data for Intel, the firm with one of 

the quickest growths in the past ten years. The experimental results demonstrate that, for predicting this 

particular stock time series, our suggested model outperforms the current Gated Recurrent Unit (GRU) model. 

Our prediction approach reduces inaccuracy by taking into account the random nature of data on a big scale. 
 

Keywords— Stock market prediction, Deep learning, Machine learning, Gated recurrent unit 

I. INTRODUCTION  

The field of computational finance has seen a 

significant amount of attention in recent years, 

with a focus on the stock price prediction. The 

stock market has the potential for high returns 

and has grown in popularity among investors. 

However, one of the most challenging tasks in 

finance is predicting stock movement, and this is 

a topic of great interest to both institutional and 

private investors. The ability to predict stock 

prices can provide investors with the necessary 

information to make informed decisions and 

potentially increase their returns. Over the years, 

various techniques have been employed to 

capture these fluctuations, ranging from 

traditional models to more advanced techniques 

like Neural Network models [1, 2]. This is an 

area of ongoing research, with various techniques 

and models being studied across multiple fields,  

including physics, economics, computer science, 

and statistics. However, previous studies have 

focused mainly on historical stock prices and 

technical indicators, and there is a lack of 

research on incorporating other factors [3-8]. 

Among these techniques, Gated Recurrent Unit 

(GRU) models have gained significant attention  

 

 

in recent years due to their efficiency and 

potential for predicting stock prices. The 

fundamental difference between GRU and Long 

Short-term Memory (LSTM) models is that GRU 

lacks an output gate, whereas LSTM has one. 

This aspect of GRU architecture makes it more 

effective in capturing the variations in stock 

prices, as well as a reduced model training time 

and their potential for predicting stock prices [9]. 

Overall, this study aims to provide a 

comprehensive understanding of the application 

of GRU models in stock price prediction and how 

it differs from traditional models. We believe that 

the insights gained from this study will be useful 

for investors, traders, and researchers in the field 

of computational finance [10]. Therefore, in this 

study, we aim to forecast stock prices taking into 

account multiple factors, including both opening 

and closing prices.  We will delve into the 

intricacies of GRU models and their application 

in stock price prediction. Lastly, we present our 

proposed GRU model for stock price prediction 

and evaluate its performance using different 

evaluation metrics [11-13]. 
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II. THEROTICAL FRAMEWORK  

Basically, seven number of attributes we taken for 

this model except open and closing prices. To avoid 

overfitting, we use deep learning model. The train 

and test samples (20% and 80%) randomly 

generated. 

A.  Least Absolute Shrinkage   and Selection 

Operator (LASSO) 

It is crucial to recognize and make use of the most 

relevant and significant aspects that influence stock 

prices to make correct predictions. However, 

traditional methods may not always be able to 

capture all of these factors, leading to variations in 

the model. One solution to this problem is to use 

multidimensional variables, which capture a broader 

range of information and reduce the impact of 

missing data. Additionally, variable selection is a 

crucial aspect of statistical modelling in finance. 

Identifying the most informative and independent 

variables is essential to making accurate predictions. 

One estimation technique that can effectively 

condense a large number of variables is LASSO 

(Least Absolute Shrinkage and Selection Operator) 

[14, 15].The core concept of LASSO is the use of a 

penalty function that compresses regression 

coefficients and sets others to zero, resulting in a 

more precise model. This approach also addresses 

the issue of collinear data, which can occur when 

multiple variables are highly correlated. Minimizing 

the average of squares of the remainder while 

guaranteeing that each one of the actual values of 

the coefficients of regression is less than a constant 

is the fundamental idea behind LASSO. to acquire a 

comprehensible model as shown in Fig 1 Incorporating 

LASSO into the standard linear regression model allows 

for a more robust and accurate prediction of stock prices 

[9]. 

 

 

 

 

 

 

 

    
Fig 1. LASSO Linear Model 

 

β̂ = arg minβ (y - Xβ) T (y -Xβ)                  (1) 

The formula for LASSO is: 

β̂ = arg 𝑚𝑖𝑛β̂ {(𝑦 −  𝑥β̂)𝑇  (𝑦 −  𝑥β) +  λβ1}   (2) 

Where λ is called the penalty parameter that is 

specified by the user of LASSO. The larger the 

parameter λ, the more zeros in β̂ . 
 

B. Principal Component Analysis (PCA) 
 

Large amounts of data are more common than ever 

and are often difficult to understand. By minimizing 

information loss, the PCA approach reduces the 

dimensionality of huge datasets while improving 

user interpretability [16]. This is accomplished by 

creating new, independent variables that each 

individually optimize variance. Since it is 

fundamentally a statistical approach, statisticians 

have contributed significantly to its evolution even 

though it is used and occasionally reinvented in 

many other fields as seen in Fig 2, Accordingly, 

"keeping as much variability as feasible" entails 

identifying new uncorrelated variables, linear 

functions of the original dataset's variables, and 

sequentially maximizing variance. Solving an 

eigenvalue/eigenvector problem is all it takes to 

discover these additional variables, the main 

components (PCs) [17]. 
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Fig 2. PCA Linear Model 

 

The formula for LASSO is:  

w (1)   = arg max {wT
(1)X

T XW(1) }    (3) 

 

Where w1 and w2 are the free parameters, and x1 

and x2 are the variables. 
 

C. Gated Recurrent Units (GRU) 
 

The Gated Recurrent Unit (GRU), as shown in Fig 

3, is the most modern addition to the sequence 

modelling techniques after RNN and LSTM. 

Consequently, it offers a benefit over LSTM and 

RNN. The GRU is a simplified version of the 

LSTM and offers benefits over the traditional 

RNN. The GRU makes use of several gates to 

control information flow, much like an LSTM. 

Because of this, they improved on LSTM and used 

a straightforward design [12]. The GRU merely 

possesses a hidden state (Ht), compared to the 

LSTM which also has a discrete cell state (Ct). 

They are simpler to teach because of their clear 

structure. For each timestamp t, it receives an 

input Xt and the concealed state Ht-1 from period 

t-1. The subsequent timestamp is then assigned a 

new concealing state, Ht, which is printed later 

[18, 19]. 

 

 
Fig 3. Architecture of GRU 

 

Where: Ht = hidden state, Xt = input, Ht-1 = 

previous state 

Compared to an LSTM, a GRU has two gates. 

Reset gate and Update gate are the first two. 

 

• Reset gate (Short term memory) – It is in 

charge of the network's short-term memory 

(hidden state). The reset gate's equation is 

shown below. 

     𝑟𝑡 = 𝜎 (𝑋t ∗ 𝑈r + 𝐻𝑡−1 ∗ 𝑊r)            (4) 

          Here 𝑈𝑟 𝖠 𝑊𝑟  are weight matrices. 

• Update gate (Long Term Memory) – The 

equation is presented below. It also features 

an Long-term memory update gate. 

𝑢𝑡 = 𝜎 (𝑋t ∗ 𝑈u + 𝐻𝑡−1 ∗ 𝑊u) (5) 

Here 𝑈𝑢 𝖠 𝑊𝑢 are weight matrices. 

 

It is expected that recursive networks will 

continue to take on new forms. In addition, GRU 

seeks to resolve the vanishing gradient issue. 

The cell state and output gate seen in LSTM are 

not present in GRU. GRU is trained using 

Backpropagation Through Time (BPTT), a 
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variation of the backpropagation technique. To 

lessen the discrepancy between the production 

that was expected and what was actually 

produced, the model's weights are gradually 

adjusted during the training phase [20]. The 

model is presented with unseen input data during 

testing, and the output is used to evaluate the 

model's performance. The input sequence's 

hidden state is transmitted from one one-time 

step to the next and stored in the hidden layer of 

GRU. The hidden state is updated at each time 

step using the reset and update gates. 

 III.  METHODOLOGY 

A.  Data Selection 

The dataset was obtained from INTEL and it was 

divided into two sections, with 80% covering the 

period from July 2012 to July 2020 being meant 

for training the model and the remaining 20% 

being meant for testing the model. Fig 4 shows the 

overall stock open and close price as year basis. 

The month-wise description of the data showing 

the open and close prices is described in Table I.  

 

 

 

Fig 4. Overall Stock Open and Close Price 

 

                                                          Table I. Month-wise Open and Close 
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The prediction method was employed utilizing a 

loss and prediction function. A bar diagram was 

created to compare the monthly open and close 

prices of the stock, as well as the monthly high and 

low stock values as shown in Fig. 4Graphs were 

also created to compare comparing anticipated 

and actual closing prices, and the study concludes 

with a representation of the total closing price and 

predicted prices. 

 

B. Feature Selection 

The study utilized multiple feature selection 

techniques to analyze stock trading input data, 

such as LASSO and PCA. The results of the study 

indicated that PCA was a more effective method 

for identifying linear relationships between 

variables in the input data. Unlike LASSO, which 

can only capture linear relationships between 

variables and the output variable, PCA is able to 

identify a wide range of linear relationships within 

the data. Additionally, PCA does not require any 

assumptions about the distribution of the data, 

making it a more versatile and robust method for 

feature selection. The results of the study 

demonstrate that using PCA can lead to better 

results and improved performance in stock trading 

models as compared to LASSO alone.  

 
IV. DISCUSSION  

In this study, a type of RNN model known as GRU 

was employed to predict the closing price of 

INTEL stock. The GRU model utilizes a three-

layer network planning, which entails of an input 

layer, hidden layers, and an output layer. To 

evaluate the performance of the GRU model, two 

common evaluation metrics, Mean Absolute Error 

(MAE) and Mean Square Error (MSE) was used. 

The MAE measures the average difference 

between the predicted and actual values, while the 

MSE trials the average formed alteration between 

the predicted and actual values. The best value of 

MAE and MSE achieved by the model were 

0.82821 and 1.12731 respectively, indicating that 

the model performed reasonably well in terms of 

accuracy. Another evaluation metric that was used 

in this study is the R2 score. The R2 score 

obtained in this study was 0.94703, which 

indicates that the model has a good fit for the data. 

It is worth noting that these values are relative to 

the specific dataset and problem used in this study 

and the results may not generalize to other 

datasets or problems. Additionally, it's important 

to mention that these values alone don't give us 

the complete picture of the model's performance, 

other evaluation techniques, and real-world 

performance should be considered as well. In 

addition to this, Fig 5 presents a comparison of the 

market movement prediction, comparing the last 

15 days and the prediction of the next 30 days' 

close price. This allows for an understanding of 

how well the model can predict future market 

movements. Lastly, Fig 6, shows the entire plot of 

entire trained set-in combination with the 

predicted price values. This allows for a 

comprehensive analysis of the model's 

performance and its ability to predict prices over 

a longer period. The results from the figures 

demonstrate that the model's performance is very 

good, and it can accurately predict the closing 

prices of INTEL stock. The results also show that 

the price movement from our model shows the 

market moving in an upward trend, which 

indicates that the model can capture the market 

trends and patterns. In this study, in addition to the 

performance metrics used to evaluate the model's 

performance, the results were also validated using 

Mean Gamma Deviance (MGD) and Mean 

Possession Deviance (MPD). These metrics were 

chosen because they provide additional 

information about the potential risks and 

deviation of the model's predictions. MGD is used 

to analyse the volatility of the change in delta, 

which can indicate the potential risks of a 

particular trade. Mean Possession Deviance 

(MPD) is a measure of the deviation of a 

portfolio's asset weights from their target weights. 

According to the results, the MGD and MPD 

values obtained were 0.00054 and 0.02456 

respectively. The model can forecast an alteration 

in delta with an elevated level of consistency and 

with little volatility, according to the low value of 

MGD. The comparatively low value of MPD also 

shows that the portfolio's asset weights deviate 

little from their target weights, demonstrating the 

model's high degree of accuracy in price 

prediction and close alignment with the target 

portfolio. 
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Fig 5. Comparing the Prediction with last 15 days vs 30 days   

 

 

    

                                          Fig 6. Plotting Whole Closing Price with Prediction 

 

V. CONCLUSION 

The conclusions drawn from this study are based 
on the specific dataset and research period 
examined. It is important to note that the results 
may vary for different companies and industries. 
The study utilized a Gated Recurrent Unit (GRU) 
model to visually display the future forecast using a 
10-year historical dataset of the Intel Corporation. 
However, it should be noted that the models could 
potentially be adapted for short-term predictions 
and smaller datasets in future extensions of this 
research. Additionally, this study could be 
expanded to include the prediction of stock prices 
for a wider range of companies and industries 
across different nations. It is important to recognize 
that the stock market is a highly dynamic and 
constantly changing system, and predicting stock 

 

 

 prices is a highly complex and challenging task. 
Therefore, it is crucial to also take into account the 
specific characteristics and traits of the stocks being 
analyzed. Additionally, to adapt to the ever-
changing conditions of the stock market, it is 
essential to continually update and train the network 
system using the most recent data generated by the 
stock market.
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