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Intrusion Detection Systems (IDS) that provide high detection rates but are black boxes lead 

to models that make predictions a security analyst cannot understand. Self-Organizing Maps 

(SOMs) have been used to predict intrusion to a network, while also explaining predictions through 

visualization and identifying signifcant features. However, they have not been able to compete with 

the detection rates of black box models. Growing Hierarchical Self-Organizing Maps (GHSOMs) 

have been used to obtain high detection rates on the NSL-KDD and CIC-IDS-2017 network trafc 

datasets, but they neglect creating explanations or visualizations, which results in another black 

box model. 

This paper ofers a high accuracy, Explainable Artifcial Intelligence (XAI) based on GHSOMs. 

One obstacle to creating a white box hierarchical model is the model growing too large and complex 

to understand. Another contribution this paper makes is a pruning method used to cut down on 

the size of the GHSOM, which provides a model that can provide insights and explanation while 

maintaining a high detection rate. 



TABLE OF CONTENTS 

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv 

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v 

CHAPTER 

1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 

2. RELATED WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 

2.1 Intrusion Detection Systems . . . . . . . . . . . . . . . . . . . . . . . . 4 
2.2 Explainable AI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 

2.2.1 Explainable Intrusion Detection Systems . . . . . . . . . . . . . . 6 
2.3 Self-Organizing Map Algorithms . . . . . . . . . . . . . . . . . . . . . 7 

2.3.1 Self-Organizing Maps . . . . . . . . . . . . . . . . . . . . . . . . 7 
2.3.2 Growing Self-Organizing Maps . . . . . . . . . . . . . . . . . . . 8 
2.3.3 Growing Hierarchical Self-Organizing Maps . . . . . . . . . . . . 9 

2.4 Pruning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 

3. DATASETS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13 

4. METHODOLOGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15 

4.1 DBGSOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15 
4.2 DBGHSOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17 
4.3 Pruning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18 
4.4 Visualizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19 

5. RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21 

5.1 Experiment Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21 
5.1.1 SOM Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21 
5.1.2 GSOM Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 

ii 



5.1.3 GHSOM Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 
5.2 Visualization and Explanation . . . . . . . . . . . . . . . . . . . . . . . 24 

5.2.1 SOM Explanations . . . . . . . . . . . . . . . . . . . . . . . . . 24 
5.2.2 GSOM Explanations . . . . . . . . . . . . . . . . . . . . . . . . 27 
5.2.3 GHSOM Explanations . . . . . . . . . . . . . . . . . . . . . . . 30 

6. DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35 

6.1 Model Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35 
6.2 Model Explainability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36 

6.2.1 SOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36 
6.2.2 GSOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37 
6.2.3 GHSOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38 

7. CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40 

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41 

iii 



LIST OF TABLES 

5.1 Prediction results for SOM, GSOM, GHSOM, and Pruned GHSOM . . . . . . . . 22 

iv 



LIST OF FIGURES 

2.1 SOM training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8 

2.2 GSOM training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9 

2.3 GHSOM architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10 

2.4 Pruning GHSOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 

5.1 Feature importance charts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25 

5.2 Visualizations generated from SOM . . . . . . . . . . . . . . . . . . . . . . . . . 26 

5.3 Visualizations generated from DBGSOM for NSL-KDD . . . . . . . . . . . . . . 28 

5.4 Visualizations generated from DBGSOM for CIC-IDS-2017 . . . . . . . . . . . . 29 

5.5 Visualizations generated from DBGHSOM . . . . . . . . . . . . . . . . . . . . . 32 

5.6 Unpruned tree-map visualization of DBGHSOM . . . . . . . . . . . . . . . . . . 33 

5.7 Pruned tree-map visualization of DBGHSOM . . . . . . . . . . . . . . . . . . . . 34 

v 



CHAPTER 1 

INTRODUCTION 

The use of Artifcial Intelligence (AI) in cyber-defense solutions, particularly Intrusion De-

tection Systems (IDS), has been gaining traction to protect against a wide range of cyber attacks. 

While these AI models have high detection rates, high false positive and false negative rates can 

dissuade a security analyst from using an AI enabled IDS [30]. Further, many of the AI and deep 

learning methods are black boxes, meaning a security analyst will have little to no explanations 

and clarifcations on why a model made a particular prediction. With the rise in cyber attacks on 

critical infrastructure, government organizations, and business networks, there is a pressing need 

for an explainable, automated detection system that can provide real-time aid to an analyst. 

Intrusion Detection Systems are generally utilized as part of a larger cybersecurity defense efort 

at an organization generally located in a Cyber-Security Operations Center (CSoC). These systems 

monitor networks and automate attack detection by comparing network activity to the signature of 

known attacks or by detecting behavior that is anomalous to benign network patterns [46]. Through 

these methods, a security analyst can use an IDS to detect improper use, unauthorized access, or 

the abuse of a network. Analysts can then create mitigating strategies to minimize damages and 

costs of the malicious behavior. The usefulness and cost efectiveness of IDS have therefore been 

the subject of much research [3, 58]. 
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Previous work in AI enabled IDS has generally focused on improving detection rates while 

limiting false positives and false negatives. These techniques have been efective at achieving high 

detection rate, but have failed to provide explanations for their computed predictions. Without 

the ability to understand how a model reached a decision and which features were relevant to 

the decision computation, a security analyst will give less credence to these AI enabled IDS. 

Opaque Deep Learning methods in particular, can be considered as black boxes providing no 

explanations and feature relevance information, severely limiting adoption in real world cyber-

defense scenarios [25]. 

A potential solution to this problem is to research and develop Explainable Intrusion Detection 

Systems (X-IDS) based on current capabilities in Explainable Artifcial Intelligence (XAI) [1,38]. 

The guidelines proposed by the Defense Advanced Research Projects Agency (DARPA) indicate 

that to be explainable, an AI should explain the reasoning for its decisions, characterize its strengths 

and weaknesses, and convey a sense of its future behavior [12]. An X-IDS that is transparent in its 

behavior and decision making process, will empower a security analyst to make better informed 

actions, understand the feature composition of a prediction, help CSoCs defend from known 

attacks, and quickly understand zero-day attacks. To address this need, an X-IDS using Growing 

Hierarchical Self Organizing Maps (GHSOMs) is implemented. 

Data collected from modern networks contain potentially hundreds of diferent features about 

the trafc fow, operating systems, network protocols, and other metadata. SOMs work by repre-

senting this high dimensional data on a 2-dimensional plane. This also includes maintaining the 

topographical relationship of the data by grouping similar data [19]. GHSOMs go a step further and 

create a hierarchical tree structure of multiple SOMs, capturing more information from complex 
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input data [10]. Through SOM visualization techniques, a security analyst can view both global 

and local explanations about a potential attack rather than an opaque prediction generated by a 

black box model. However, the growing process of GHSOM results in a structure many layers deep 

and consisting of thousands of individual SOMs. To gain understanding from such a large structure 

would be daunting, so a pruning process of the GHSOM will be done to make the exploration 

space more navigable and understandable for the security analyst. 

As the need for explainable cyber-defense systems increase and to address the lack of XAI 

research in the feld of IDS, the main objective of this paper is to create an explainable IDS while 

maintaining high detection accuracy. To accomplish this the high detection accuracy GHSOM can 

achieve will be used along with pruning techniques to efectively visualize the tree structure and 

provide explanations for why a prediction was made. The goal in this paper is to increase trust in 

IDS and help CSoCs defend from attack through the use of explainable insights. 
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CHAPTER 2 

RELATED WORK 

2.1 Intrusion Detection Systems 

An intrusion refers to an action that obtains unauthorized access to a network or system [9]. 

Intrusions can be characterized by a violation of Confdentiality, Integrity, or Availability (CIA). 

An IDS consists of tools, methods, and resources that help a CSoC protect an organization [2,32]. 

IDS can be classifed as either a host-based IDS or network-based IDS. Host-based IDS are 

placed on a host system and monitor host activity, incoming and outgoing network trafc [22]. 

Network-based IDS are built to survey and protect a network of hosts from intrusion [36]. In 

addition, IDS can also be categorized into operation-based classes, such as signature, anomaly, and 

hybrid. Signature-based IDS operate by preventing known attacks from accessing a network. The 

IDS compares incoming network trafc to a database of known attack signatures. Notably, this 

method has difculty in preventing zero-day attacks [49]. Anomaly-based IDS look for patterns 

in incoming trafc to recognize potential threats and leverage complex AI models [6, 31]. A 

signifcant drawback of this approach is the the tendency for such systems to categorize legitimate, 

unseen behavior as anomalous. Hybrid-based IDS incorporate the design philosophy of both 

signature-based and anomaly-based IDS to improve the detection rate while minimizing false 

positives [40, 52]. 
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Current AI enabled anomaly-based IDS can be further divided into black box and white box 

models. White box models are considered easy to understand by an expert. This allows the 

expert to analyze the decision process and understand how the model renders its decision. This 

”semi-transparent” property allows white box models to be deployed in decision sensitive domains, 

where auditing the decision process is a requirement. White box models may use regression-based 

approaches [51], decision trees [28], and SOMs [21]. Black box models, on the other hand, 

have an opaque decision process. This opaqueness property makes establishing the relationship 

between inputs and the decision difcult, if not outright impossible. Black box models comprise 

nearly all the AI enabled state-of-the-art approaches for IDS, as the focus is traditionally on model 

performance, not explainability. Examples of black box models are Isolation Forest [26], One-Class 

SVM [48], and Neural Networks [61]. 

2.2 Explainable AI 

As previously stated, state-of-the-art approaches for IDS, as well as machine learning as a 

whole, focus on model performance through the lens of model accuracy. This focus on model 

accuracy has driven the development further away from modeling approaches that are transparent 

or have methods of explainability. In turn, this creates a separation between model inference 

and understanding model inference, which gives the inability to confrm model fairness, privacy, 

reliability, causality, and ultimately trust. 

The notion of XAI dates back to the 1970s. Moore et al. [35] surveyed works from the 1970s to 

the 1980s, detailing early methods of explanations. Some early explanations consisted of canned 

text and code translations, such as the 1974 explainer MYCIN [50]. DARPA provides a more 
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current defnition of XAI by defning XAI as systems that are able to explain their reasoning to 

a human user, characterize their strengths and weaknesses, and convey a sense of their future 

behavior [12]. In turn, the system ofers some form of justifcation for its action, leading to more 

trust and understanding of the system. The explanations from an XAI system help the user not 

only in using and maintaining the AI model, but also helping users complete tasks in parallel 

with the AI system. Tasks can include doctors making medical decisions [15, 24, 50], credit score 

decisions [7], detecting counterfeit banknotes [14] or CSoC operators defending a network [8,12]. 

2.2.1 Explainable Intrusion Detection Systems 

Explainable Intrusion Detection Systems (X-IDS) are still an emerging sub-genre in the feld. 

The need for explainability in IDS is becoming increasingly necessary both to warrant further 

application in decision sensitive domains, as well as to supplement and empower existing knowledge 

techniques (e.g. data mining, rule-based development) that black boxes obfuscate. The users need 

to be confdent in the predictions or recommendations computed by an IDS. Understandable 

explanations allow users to perform their tasks correctly. The stakeholders of an IDS (e.g. CSoC 

operators, developers, and investors) are individuals who will be dependent on the performance 

of the system. CSoC operators will be performing defensive actions based on prediction and 

explanation results. Developers can use explanations to fortify the model in areas where it is weak. 

Investors may need explanations to help them in making budgeting decisions for their company. 

The current literature consists of many diferent black box and white box models being used 

alongside explanation techniques. Common explainer modules for black box models are Local 

Interpretable Model-agnostic Explanations (LIME) [47], SHapley Additive exPlanations (SHAP) 
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[27], and Layer-wise Relevance Propagation (LRP) [4]. Modern techniques for explaining black 

box models consist of creating surrogate models that generate explanations either locally or globally. 

Other methods involve propagating predictions backwards in a Neural Network or decomposing a 

gradient. More novel approaches have also experimented with making datasets explainable [17] or 

making GUIs for explainable systems [57]. 

2.3 Self-Organizing Map Algorithms 

This section will outline the Self-Organizing Map algorithm along with improved variant 

algorithms. A brief overview of the steps of each algorithm, its previous use in IDS literature, and 

the disadvantages of each approach will be outlined. 

2.3.1 Self-Organizing Maps 

SOMs are an unsupervised learning technique that has been a commonly used method to make 

IDS due to there efectiveness at detecting anomalies and visualizing input data. [23,33,43,59,60]. 

They were frst introduced in [19, 20], mapping high-dimensional input data to a low-dimensional 

and topologically accurate map. This is done by frst initializing a two dimensional set of neurons 

with weights equal to the dimensions of the input data and edges connecting the neurons. The 

training data is then iterated through, and for each data point, the neuron with the weights closest to 

the data point becomes the best matching unit (bmu) or winning neuron. The bmu then updates its 

weights and the weights of neighboring neurons to be closer to the corresponding data point. This 

results in a map where high dimensional data points close to each other having winning neurons 

also close to each other in lower dimensional space. Figure 2.1 shows the training process of 

SOMs [55]. Through this method researchers creating IDS with SOMs create normal patterns of 
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network trafc and detect any anomalous events. Disadvantages arise when using SOMs, namely 

having to predetermine the correct network size and the inability to accurately model complex 

datasets. 

Figure 2.1: This shows the training process of SOM. The blue circles represent the input data 
vectors, and the connected red dots represent the neurons. The size of the network is determined 
before the training begins. As the map converges to represent the input data, there are some dead 
neurons foating between diferent data regions. [55] 

2.3.2 Growing Self-Organizing Maps 

The disadvantages of SOMs lead to the development of dynamically growing-SOMs (GSOMs) 

[11]. The training of GSOMs starts out with an initialization of usually four neurons with randomly 

initialized weights. Training occurs in the same manner as SOMs, but an accumulated error is 

calculated for each of the neurons to determine where new neurons should be inserted. These 

methods commonly worked by flling in neurons at every available space around the candidate 

neuron. This sometimes leads to the excessive growth of neurons, dead neurons with no associated 

input data, and the mis-confguration of the map. Mis-confguration occurs through the twisting 

of the neurons, where similar input data point would have very dissimilar neurons. For creating an 

IDS, GSOMs have been used as their growing phase can adapt to new attack types and provide better 

detection accuracy and false positive rates [39]. In [55], a method for perserving the topology 
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of the input data called directed batch GSOM (DBGSOM) was proposed. This method added 

growing rules to limit the growth of neurons in proper directions around a candidate neuron and 

initializing the weights of the added neurons to be similar to adjacent neurons. Figure 2.2 shows 

the twisting efect that occurs with GSOMs and how the DBGSOM better preserves topology of 

the input data. While the research and progress made on GSOMs achieved strides modeling data, 

the complexity and hierarchies of modern network data and the variety of modern attacks requires 

a more complex, hierarchical structure. 

Figure 2.2: The bottom row shows the training process of GSOMs over a course of epochs. As 
neurons are added, misconfgurations and excessive growth of neurons results in poor topology 
preservation. DBGSOM has more limited growth criteria and neuron insertion rules resulting in 
better representation of the data and less useless neurons. [55] 

2.3.3 Growing Hierarchical Self-Organizing Maps 

The Growing Hierarchical Self-Organizing Map (GHSOM) captures this complexity through 

a vertical growth process [10]. Figure 2.3 shows the hierarchical structure of a GHSOM. During 
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Figure 2.3: A simple illustration of the GHSOM architecture. The top of the hierarchy represents 
the root GSOMs and the circles represent neurons within. Neurons pointing to other GSOMs 
represent neurons with accumulated error greater than a certain threshold branching out to further 
model the data. 

the modeling phase, a root GSOM is trained and the neurons of that map are iterated through. 

If the neuron has an accumulated error greater than a growth threshold parameter that node will 

branch of and become the parent of a child GSOM. That child GSOM will then be trained using 

the input data vectors where the parent neuron was the bmu. This process occurs recursively until 

there a no neurons with a great enough accumulated error. GHSOMs are able to model complex 

training data by breaking it down and modeling subsets of the data in lower layers. The literature on 

GHSOM, however, has been focused mainly on enhancing the algorithm and improving detection 

accuracy without taking explainability into account. For instance, the directed batch GHSOM 

(DBGHSOM) uses DBGSOMs for each node in the tree and provides high detection rates and low 

false positive rates, but the visualizations and explanations that made single layer SOMs appealing 

are absent [44]. An adaptive GHSOM (A-GHSOM) is a implementation that could accurately 
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predict unknown attacks through online adaptation of the model, but again, model interpretability 

was not available [16]. 

2.4 Pruning 

One problem with GHSOMs is the difculty in knowing when to stop the training process 

because a branch in a future subtree could provide critical information to the model. So models 

that grow very large and complex provide good detection rates but at the same time become harder 

to visualize and explain. Previously, Decision Trees faced a similar problem of being too large to 

gain knowledge from, so researchers sought to developed methods that simplifying the decision 

tree while retaining classifcation accuracy [45]. Decision Trees consist of nodes and branches, 

where at each node a feature value of the training data is observed in order to split the decision 

making process down separate pathways. When the observed data point reaches a terminal node, 

a prediction is made using the category of that node [37]. Figure 2.4 shows an example of what a 

Pruning

Figure 2.4: The left decision tree represents a decision tree with no pruning techniques applied. 
The unpruned tree can pose a difcult challenge of understanding all the criteria leading to a 
decision. The pruned tree on the right is easier to understand and less overftted to the training 
data. 
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large tree may look like and how pruning improves the explainability of the model. Many diferent 

pruning methods were created and compared during this period. Error-Complexity pruning is a 

method that generates pruned trees from the unpruned tree and examines and selects a pruned tree 

by a measure of classifcation error and size of the tree [5]. Critical value pruning is a pruning 

method that occurs during the training process of a tree, where at each node during the training 

process, a critical value is assigned to the node based on how well that node splits up the classes of 

the data. If the critical value doesn’t exceed a certain threshold then the node and its child nodes are 

pruned [34]. Pessimistic pruning algorithms work in a single pass through a tree, pruning nodes 

or subtrees where the removal does not reduce the training error signifcantly. This works on the 

idea that aggressively grown decision trees are overly optimistic that the model is not overftted, 

and pessimistically removes branches would result in less overftting [29]. Many of these methods 

have a common thread of using a measure of training error and a penalty based on the complexity 

of the tree to make the decision to prune a node. And though there has not been research exploring 

the use of pruning algorithms to improve the explainability of GHSOMs, using training error and 

a complexity penalty to prune GHSOMs in the same way is a natural extension. 
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CHAPTER 3 

DATASETS 

In this work, NSL-KDD [53] and CIC-IDS-2017 [41] were used to test the explainability 

and efectiveness of our architecture. NSL-KDD was chosen because of its wide use in the 

literature. The dataset is a improved version of its 1999 counterpart KDD’99 which was created 

in the Knowledge Discovery and Data Mining competition. The updated dataset removed many 

of the duplicate entries which helps reduce biases and improved the testing dataset to be more 

representative of real-world trafc. There are a few major benefts for using this dataset. First, 

it allows comparison to other existing IDS. Additionally, its relatively small size allows for quick 

testing and runtime comparisons against larger datasets. On the other hand, CIC-IDS-2017 includes 

more modern attacks and is useful for testing an unbalanced dataset. Many datasets, at the time of 

CIC-IDS-2017’s creation, were out of date and not representative of current network data. It was 

synthetically created over the course of 5 days to mimic the behavior of 25 users. Using this dataset 

shows that the proposed IDS is useful when trained with real-world data. The preprocessing of the 

data includes feature selection and normalization. The feature selection algorithm is a Bayesian 

Probability of Signifcance [13] that select the most relevant features from each dataset. The only 

other preprocessing that was performed on these datasets was normalization. After preprocessing 
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is fnished, the new, high-quality dataset can then be passed to the model. The next section details 

information about the previously mentioned datasets and their usefulness in testing IDS. 
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CHAPTER 4

METHODOLOGY

This section will layout the proposed methodology for the experiments. First, the DBGSOM

and DBGHSOM algorithm that will be used, the visualizations garnered from the models, and

finally the pruning algorithm that will be used.

4.1 DBGSOM

The training of a DBGSOM, described in [55], consists of first initializing a square grid of

neurons with random weights and defining an amount of training epochs. A horizontal growing

threshold, HGT is then also set:

𝐻𝐺𝑇 = −𝐷 (ln(𝑆𝐹)) (4.1)

Where D is the dimensionality of the input data and SF is the spreading factor between the

value of 0 and 1. Lower SF values limit the growth of the SOM and higher values increase it.

After initialization, the growing phase starts. At the start of each epoch, the accumulated error

of every neuron is set to 0. Every input data vector is then compared, using Euclidean distance, to

each neuron weight vector and assigned a winning neuron closest to it. Next the neuron weights

are updated. For every neuron, the data points assigned to that neuron are averaged and weighted

by:
15



𝑤𝑛𝑒𝑤
𝑖 =

∑𝑘
𝑗=1 ℎ𝑐 𝑗 ,𝑖𝑥 𝑗∑𝑘
𝑗

Where 𝑤𝑛𝑒𝑤 is the the new weights for the 𝑖𝑡ℎ 𝑥
𝑖

neuron and 𝑗 is the 𝑗 𝑡ℎ data vector assigned to

that neuron. The Voronoi set for a winning neuron are the k data vectors that all have that same

winning neuron. And ℎ𝑐 𝑗 ,𝑖 is the Gaussian neighborhood function:

=1 ℎ𝑐 𝑗 ,𝑖
(4.2)

ℎ𝑐 𝑗 ,𝑖 = exp −
||𝑤𝑖 − 𝑤𝑐 𝑗 | |2

2𝜎2(𝑡)
(4.3)

( )
Where 𝑤𝑖 is the average of all the data vectors assigned to the 𝑖𝑡ℎ neuron and 𝑤𝑐 𝑗 is the weight

vector of the 𝑗 𝑡ℎ input data vector of the winning neuron. And 𝜎 is a neighborhood bandwidth

parameter that decays as the number of nodes increases.

Once the weights of all the neurons are updated, the accumulated error, 𝑒𝑖, is calculated for

each neuron by taking a summation of the distances between the weights of the winning neuron,

𝑤𝑖, and the data vectors in its Voronoi set, 𝑥 𝑗 :

𝑒𝑖 =

𝑘∑︁
𝑗=1

| |𝑥 𝑗 − 𝑤𝑖 | | (4.4)

For non-boundary neurons, i.e neurons that have no free adjacent space to insert a neuron, the

accumulated error of that neuron is divided in half and distributed evenly among its neighbors.

For boundary neurons whose accumulated error surpasses the growth threshold in equation 4.1,

different rules are specified in [55] for neuron insertion and weight initialization. When deciding

to insert a neuron where the boundary neuron has 2 or more open positions, a neuron is inserted

in the area where the accumulated error for the neuron neighboring the open position is greatest.
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When a neuron is inserted in a position that has an adjacent neuron, the weight initialization of the

inserted neuron is:

𝑤𝑛𝑒𝑤 =
(2𝑤𝑏 − 𝑤𝑛𝑏) + 𝑤𝑛𝑏 (𝑖)

2
(4.5)

Where 𝑤𝑏 is the weight of the boundary neuron, 𝑊𝑛𝑏 is the weight of the neuron with the

highest accumulated error neighboring the boundary neuron, and 𝑤𝑛𝑏 (𝑖) is the weight of the

neuron neighboring the available position. When there are no neurons neighboring the available

position the weight of the inserted neuron is simply:

𝑤𝑛𝑒𝑤 = 2𝑤𝑏 − 𝑤𝑛𝑏 (4.6)

Once all the neurons and inserted and their weights initialized, the training epoch is over and

the process is repeated until the specified number of epochs is reached. Labels are then assigned

to neurons based on the most prevalent class mapped to the neurons.

4.2 DBGHSOM

The training process DBGHSOM starts with training a DBGSOM on all of the input training

data. This will be the root node of the tree and, once it is trained, a vertical growing process

occurs [42]. First the vertical growth threshold, 𝑉𝐺𝑇 , to determine vertical growth is calculated

by multiplying a learning parameter, _, by the sum of accumulated errors of the DBGSOM:

𝑉𝐺𝑇 = _

𝑚∑︁
𝑘=1

𝑒𝑘 (4.7)
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Then every neuron’s individual accumulated error is compared with VGT, and if VGT is

greater, then a DBGSOM is trained using the Voronoi set for that neuron. Every new DBGSOM

will undergo this vertical growth until no neurons of any DBGSOM surpass the vertical growth

threshold.

4.3 Pruning

A pessimistic pruning method based on [18, 29] will be used on the fully trained DBGHSOM.

During one bottom-up pass through the tree, a decision is made at every node to keep a DBGSOM

or delete it and its possible children. For a node that is not a leaf node, every child from the subtree

rooted at the node needs to have gone through the decision to keep or prune before a decision

can be made for a subtree. The pruning decision is based on a comparison in equation 4.8 of the

error rate for the best leaf of a subtree, 𝑒𝑏𝑙 , and the training error rate of the subtree, 𝑒𝑠𝑡 , plus a

tree complexity penalty, 𝛼. All error rates are based on the local input data points mapped to the

subtree:

𝑒𝑠𝑡 + 𝛼 ≥ 𝑒𝑏𝑙 (4.8)

𝛼 = 𝑐

√︄
(𝑙 + 𝑠) log(𝑛) + log(𝑚

𝛿
)

𝑚𝑣

(4.9)

For the complexity penalty at any node in the tree, 𝑙 is the depth of that node, 𝑠 is the number

of nodes in the subtree, 𝑛 is the total number of nodes in the tree, 𝑚 is total size of the training

data, 𝑚𝑙 is the local size of the data mapped to the subtree, 𝛿 is a confidence parameter, and some

constant c used to control the amount of pruning.
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4.4 Visualizations 

Once trained, GHSOMs illustrate mappings between data points and the associated BMU. As 

this is generally a 2D representation of the feature space, it can be visually understood by the user. 

GHSOM’s explainablity can be divided into Global and Local explanations. 

Global explanations are used to give a general idea of how a particular model computes 

predictions. The U-Matrix , is a commonly used technique [54]. This additive metric works by 

summing the distance to each of a unit’s neighbors. A group of low scores will represent clusters in 

the map, while a group of high scores will signifes sparseness. For more fne-grained data, feature 

heat-maps will be created to visualize GHSOM feature values and their importance. Another 

visualization method called a tree-map will visualize the size and class labels of neurons in the 

DBGHSOM. These techniques will provide global explanations. 

Local explanations will be generated for individual sample datapoints and will be used to ex-

plain why a certain prediction value was computed. This allows the user to understand the decision 

process of the SOM model. The primary use of this method is to explain and visualize feature im-

portance. When making a prediction, a datapoint’s features will be scored based on how impactful 

they are to the computed prediction. Wickramasinghe et al. [56] developed an explainable SOM for 

Cyber-Physical Systems. Their system created both local and global explanations by data-mining 

a SOM model. The mined information was used to create visualizations including histograms, 

T-distributed Stochastic Neighbor Embedding (t-SNE), heat maps, U-Matrix, component planes, 

and U-Map. This variety of visualizations allow the SOM to be explainable not only to domain 

experts, but also non-domain experts. Extending this to GHSOMs and creating visualizations for 
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the hierarchical structure will better represent more complex data, explain decisions, and remain 

accurate. 
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CHAPTER 5 

RESULTS 

5.1 Experiment Results 

The experimental results will consist of accuracy, precision, recall, f1, false positive rate, false 

negative rate, and network size measures. Accuracy refers to the percentage of correct predictions 

compared to the total test size. Precision measures the ratio of true positive predictions to the 

total number of positive predictions. Recall is the measure of true positives predictions to the 

total number of positive samples in the test set. The f1 score is a measure that gives equal weight 

of precision and recall. False positive rate is the rate of false positive predictions compared to 

the amount of ground truth negatives. False negative rate is the rate of false negative predictions 

compared to the amount of ground truth positives. And fnally, network size is simply the amount 

of GSOMs within the hierarchical GHSOM structure. For SOMs and GSOMs the network size 

will just be 1. All results can be found in Table 5.1 

5.1.1 SOM Results 

The SOM training process consists of 1000 iterations of training on an 18x18 neuron map. For 

NSL-KDD, SOM obtains an accuracy of 90.7%, precision of 97.2%, recall of 83.3%, F1 of 89.7%, 

FPR of 2.2%, and a FNR of 16.6%. The training time takes 8 seconds with an average inference 

time of .03 milliseconds. On CIC-IDS, the model achieves a 79.4% accuracy, 83.2% precision, 
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Table 5.1: Prediction results for SOM, GSOM, GHSOM, and Pruned GHSOM 

Dataset Measure SOM GSOM GHSOM Pruned GHSOM 

nslkdd100 

Accuracy 90.9% 96.0% 98.2% 98.0% 

Precision 97.2% 96.9% 98.0% 98.0% 

Recall 83.3% 94.7% 98.3% 97.8% 

F1 89.7% 95.8% 98.1% 97.9 

FPR 2.2% 2.9% 1.9% 1.8% 

FNR 16.6% 5.2% 1.6% 2.2% 

Network Size 1 1 7288 574 

Training Time (s) 8 60 693 816 

Avg. Prediction Time (ms) .03 .03 .06 .04 

cicids2017 

Accuracy 79.4% 95.1% 96.7% 95.7% 

Precision 83.2% 84.8% 89.1% 86.5% 

Recall 42.0% 91.3% 94.5% 92.7% 

F1 55.8% 87.9% 91.7% 89.5% 

FPR 19.0% 4.0% 2.8% 3.5% 

FNR 23.0% 8.7% 5.5% 7.3% 

Network Size 1 1 16894 119 

Training Time (s) 260 768 4299 11205 

Avg. Prediction Time (ms) .03 .03 1.15 .03 
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42.0% recall, 55.8% F1 score, 19.0% FPR, and a 23.0% FNR. Due to the large amount of training 

data the training time is longer at 260 seconds, but since the size of the map remained the same, 

the average prediction time is still .03 seconds. 

5.1.2 GSOM Results 

For NSL-KDD, the DBGSOM was trained for 100 epochs with a spreading factor of .9 causing 

an aggressive growth of neurons and quicker topological convergence. The model achieves an 

accuracy of accuracy of 96.0%, precision of 96.9%, recall of 94.7%, F1 of 95.8%, FPR of 2.9%, 

and a FNR of 5.2%. It takes 60 seconds to train and .03 ms to make a prediction. CIC-IDS 

was trained over 40 epochs and a spreading factor of .9 and resulted in a 95.1% accuracy, 84.8% 

precision, 91.3% recall, 87.9% F1 score, 4.0% FPR, and a 8.7% FNR. The model took 768 seconds 

to train and can make an inference every .03 ms. 

5.1.3 GHSOM Results 

The DBGHSOM for NSL-KDD was again trained for 100 epochs but at a lower spreading 

factor of .3. This causes the root map to grow less and allows for more of the hierarchies of the 

input data to be captured in lower layers and branches of the the tree. This model obtained a 

98.2% accuracy, 98.0% precision, 98.3% recall, 98.1% F1 score, 1.9% FPR, and a 1.6% FNR. The 

network size was 7288 total GSOMs and took 693 seconds to train. The average prediction time is 

slightly higher at .06 ms due to the larger network size. Pruning this model with a � of 10 and a c 

value of .3 reduced the size of the network to 574 and maintained an accuracy of 98.0%, precision 

of 98.0%, recall of 97.8%, F1 of 97.9%, FPR of 1.8%, and a FNR of 2.2%. The time to prune the 
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network results in a higher training time of 816 seconds, but the reduced network size also reduced 

the average prediction time to .04. 

The DBGHSOM trained on CIC-IDS also has a lower spreading factor of .3 to allow for more 

vertical growth rather than horizontal growth. It was trained over 40 epochs and resulted in an 

accuracy of 96.7%, precision of 89.1%, recall of 94.5%, F1 of 91.7%, FPR of 2.8%, FNR of 

5.5%, and a network size of 16894. DBGHSOM had the a training time of 4299 seconds with the 

highest average prediction time of 1.15 ms. Pruning with the same parameters used to prune the 

NSL-KDD model reduced the network size to 119. This model achieved an accuracy of 95.7%, 

precision of 86.5%, recall of 92.7%, F1 of 89.5%, FPR of 3.5%, FNR of 7.3%. The training time 

of 11205 seconds was the longest, but it reduced the average prediction time to .03 ms. 

5.2 Visualization and Explanation 

This section will discuss the results from each of the visual and graphical explanations for all 

models. 

5.2.1 SOM Explanations 

The results for the NSL-KDD dataset can be found in Figures 5.1a and 5.1b. The local 

explanation example shows that the most important features for its prediction were ‘Duration’, 

‘Destination (dst) bytes’, and ‘Source (src) bytes’. The remaining features, ‘Service (srv) count’, 

‘Count’, and ‘Destination (dst) host count’ are considered less signifcant because of their distance 

from the BMU. Two of the important features coincide with the Global Feature Signifcance graph. 

This trend continues when testing on many diferent test samples. The most important global 

features are frequently at the forefront for local signifcance. Similarly to NSL-KDD, CIC-IDS-
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(c) CIC-IDS-2017 Local Normal Explanation (d) CIC-IDS-2017 Global Feature Signifcance 

Figure 5.1: These fgures show the local and global feature explanations for both the NSL-KDD and 
CIC-IDS datasets. (a) The local explainability of a prediction is defned by the distance between 
feature value and BMU. More important features have a lower score than less important features. 
This fgure shows the feature importance for an anomalous sample from the NSL-KDD testing 
set. (b) Global feature signifcance is calculated using Bayesian Probability of Signifcance [13]. 
Higher values are considered more important than lower values. 
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(c) CIC-IDS-2017 Starburst U-Matrix (d) Flow bytes/s Feature Map 

Figure 5.2: (a)(d) The Starburst U-Matrix shows both the most common label for each node and the 
clusters the SOM has learned. Darker areas represent units that are close Euclidean Distance-wise. 
Notably, we can see a clear divide between classes on the NSL-KDD dataset as represented in the 
fgure. In this model’s iteration, anomalous trafc is mostly grouped on the top of the SOM.(c) 
The feature value heatmap displays the value of a specifc feature on each unit in the SOM. Lighter 
values represent units with values closer to 1, while darker values show values closer to 0. 
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2017 follows this trend. Many of the top, globally selected features also play a more important role 

in the local predictions. 

The next set of explainability techniques has been data-mined from the trained SOM. Figures 

5.2a and 5.2c show the generated Starburst U-Matrix for NSL-KDD and CIC-IDS-2017, respec-

tively. The SOM algorithm was able to separate benign clusters from malicious clusters in the 

map created from NSL-KDD dataset. The top-right corner is primarily malicious samples, while 

the bottom-right corner contains mostly benign samples. Additionally, the clusters marked by the 

starbursts’ origins mostly represent one label. On the other hand, the CIC-IDS-2017 map has not 

separated the labels sufciently. Most of the labels present in the fgure are benign (0) with very 

few malicious labels (1). 

Lastly, the feature value heatmaps are generated for each feature of the dataset. The examples 

chosen were the most signifcant features for each dataset: ‘destination (dst) bytes’ and ‘fow 

bytes/s’. On their own, they can be used to see general training trends for each feature. In Figures 

5.2b and 5.2d, we can see that each of these features have higher values in the top-right units and 

lower values elsewhere. 

5.2.2 GSOM Explanations 

The visualizations and explanations for GSOM are very similar to the basic SOM. Local 

explanations can still gained from predictions, and the global explanation for the model will remain 

the same as it is with SOM. Figure 5.3 shows the visualizations from a DBGSOM trained on the 

NSL-KDD dataset. The U-matrix and feature component map are shown in Figure 5.4a and Figure 

5.4b, respectively. A noticeable diference is the shape of the fgures being irregular compared 
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Figure 5.3: Visualizations generated from a DBGSOM trained on NSL-KDD. (a) The U-matrix 
maintains the same properties as the SOM starburst visualization with darker areas representing 
neurons closer together. (b) The Feature Component Map also shares the same properties to the 
SOM feature map in Figure 5.2. (c) The Neuron Label map shows the class label represented by a 
red or yellow color. 
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Figure 5.4: Visualizations generated from a DBGSOM trained on CIC-IDS-2017. (a)(b)(c) Share 
the same properties with Figure 5.3 
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to SOM due to the fact that DBGSOMs grow in the direction towards the most error. Another 

diference is the the way neurons are depicted, as hexagons rather than squares, to better represent 

the irregular structure. Due to these diferences, the starburst model used for SOM is replaced by 

a U-matrix and a neuron label map. The label map, depicted in Figure 5.4c, has the color of each 

hexagon representing the class label of that neuron. Figure 5.4 depicts the visualizations generated 

from DBGSOM after training on the CIC-IDS-2017 dataset. 

5.2.3 GHSOM Explanations 

As DBGHSOMs are comprised of a hierarchy of many diferent DBGSOMs, the visualizations 

are also more complex. Figure 5.5 shows stacked depictions of unpruned and pruned U-matrices 

(Figure 5.5a, 5.5b), feature component maps (Figure 5.5c, 5.5d), and neuron label maps (Figure 

5.5e, 5.5f) that are generated from the DBGSOMs that form the hierarchy. The unslanted fgures 

on the lefthand side of each fgure represents the root node of the DBGHSOM. Going from left 

to right in the fgures shows DBGSOMs deeper in the tree’s hierarchy. The ellipsis and number 

below it in the middle of each fgure represents the amount of fgures not shown. The maps become 

more sparse in deeper layers of the hierarchy and the leaf nodes tend to have four neurons which is 

depicted on the right hand side of each fgure. 

Another method for visualizing a trained GHSOM is the tree-map, which is depicted in Figure 

5.6. This is made using the CIC-IDS dataset without utilizing the pruning method. Each larger box 

in the picture represents a DBGSOM with a label serving as an identifer and the layer at which 

it resides. Smaller boxes within the GSOM represents neurons within the GSOM and are labeled 

with an identifer and its size; the physical size of each neuron is based on the number of samples 
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where that neuron is the bmu. The colors of each neuron represents the label of the neuron, unless 

the neuron has a child DBGSOM, in which case the identifer of the child DBGSOM is displayed 

on the neurons. Figure 5.7 displays the resulting tree-map of the model shown in Figure 5.6 after 

undergoing the pruning process. 
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(a) U-matrices (b) Pruned U-matrices 

(c) Feature Maps (d) Pruned Feature Maps 

(e) Label Maps (f) Pruned Label Maps 

Figure 5.5: Visualizations created from GHSOM trained on NSL-KDD. The left hand unslanted 
visualization represents the root node. The slanted visualizations represent the DBGSOMs deeper 
in the hierarchy of DBGHSOM. Figures (a), (c), and (e) show an unpruned DBGHSOM with 
7280 unseen DBGSOMs, while Figures (b), (d), and (f) show the pruned version with 516 unseen 
DBGSOM visualizations. 
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Node: 3, Size: 3922, Child GSOM: 187

Node: 1, Size: 2879, Child GSOM: 186 Node: 0, Size: 2427, Child GSOM: 185

Node: 4, Size: 1667, Child GSOM: 188

Node: 9, Size: 879

Node: 2, Size: 233

Node: 9, Size: 4618, Child GSOM: 68

Node: 3, Size: 3458, Child GSOM: 64

Node: 6, Size: 2800, Child GSOM: 67 Node: 2, Size: 2387, Child GSOM: 63

Node: 1, Size: 2163, Child GSOM: 62

Node: 10, Size: 1000

Node: 32, Size: 836

Node: 30, Size: 760

Node: 14, Size: 714

Node: 13, Size: 711 Node: 28, Size: 709 Node: 15, Size: 671

Node: 27, Size: 604

Node: 19, Size: 591

Node: 6, Size: 575

Node: 24, Size: 574

Node: 2, Size: 565

Node: 5, Size: 563

Node: 4, Size: 533 Node: 33, Size: 530 Node: 3, Size: 527

Node: 7, Size: 501 Node: 23, Size: 490 Node: 21, Size: 487

Node: 36, Size: 481

Node: 29, Size: 453

Node: 11, Size: 449

Node: 18, Size: 447 Node: 1, Size: 444

Node: 6, Size: 1790

Node: 21, Size: 1736, Child GSOM: 80

Node: 8, Size: 1675

Node: 4, Size: 1591

Node: 0, Size: 1590

Node: 5, Size: 1581

Node: 2, Size: 1475 Node: 19, Size: 1347

Node: 29, Size: 1161

Node: 35, Size: 752

Node: 42, Size: 503 Node: 1, Size: 484 Node: 8, Size: 2936, Child GSOM: 155

Node: 0, Size: 2548, Child GSOM: 152

Node: 4, Size: 2079, Child GSOM: 154 Node: 9, Size: 1481, Child GSOM: 156

Node: 11, Size: 867 Node: 14, Size: 621

Node: 7, Size: 208

Node: 16, Size: 1963

Node: 21, Size: 1451, Child GSOM: 178

Node: 5, Size: 958

Node: 12, Size: 664 Node: 24, Size: 595 Node: 3, Size: 5940, Child GSOM: 244 Node: 0, Size: 3623, Child GSOM: 242

Node: 2, Size: 2962, Child GSOM: 243

Node: 3, Size: 4360, Child GSOM: 255

Node: 1, Size: 3749, Child GSOM: 253

Node: 2, Size: 3559, Child GSOM: 254

Node: 0, Size: 908

Node: 0, Size: 1864 Node: 2, Size: 670 Node: 10, Size: 568 Node: 24, Size: 1245

Node: 2, Size: 1172

Node: 5, Size: 970

Node: 2, Size: 4360, Child GSOM: 141

Node: 1, Size: 2902, Child GSOM: 140

Node: 6, Size: 1850, Child GSOM: 145

Node: 3, Size: 1025, Child GSOM: 142

Node: 5, Size: 1556, Child GSOM: 132 Node: 4, Size: 1535, Child GSOM: 131

Node: 10, Size: 1517, Child GSOM: 136

Node: 11, Size: 1432, Child GSOM: 137

Node: 7, Size: 3290, Child GSOM: 165

Node: 1, Size: 2056, Child GSOM: 160

Node: 0, Size: 4922, Child GSOM: 704 Node: 2, Size: 2739, Child GSOM: 705

Node: 3, Size: 2197, Child GSOM: 706

Node: 4, Size: 2512, Child GSOM: 223

Node: 1, Size: 2382, Child GSOM: 220

Node: 3, Size: 1898, Child GSOM: 222

Node: 0, Size: 1341, Child GSOM: 219

Node: 5, Size: 1272, Child GSOM: 224

Node: 0, Size: 610

Node: 8, Size: 584

Node: 2, Size: 518

Node: 6, Size: 516

Node: 13, Size: 210

Node: 1, Size: 5862, Child GSOM: 366 Node: 3, Size: 2395, Child GSOM: 367

Node: 2, Size: 850

Node: 3, Size: 3793, Child GSOM: 785 Node: 2, Size: 2071, Child GSOM: 784

Node: 0, Size: 1934, Child GSOM: 782

Node: 3, Size: 4300, Child GSOM: 1697 Node: 2, Size: 3009, Child GSOM: 1696

Node: 1, Size: 697

Node: 1, Size: 2904, Child GSOM: 235

Node: 0, Size: 2295, Child GSOM: 234

Node: 0, Size: 2745, Child GSOM: 718

Node: 2, Size: 2053, Child GSOM: 720

Node: 3, Size: 2176, Child GSOM: 57

Node: 7, Size: 1735, Child GSOM: 59

Node: 4, Size: 640

Node: 1, Size: 3937, Child GSOM: 759 Node: 0, Size: 2460, Child GSOM: 758

Node: 3, Size: 1317, Child GSOM: 760

Node: 3, Size: 2543, Child GSOM: 729

Node: 0, Size: 2156, Child GSOM: 726

Node: 8, Size: 195

Node: 9, Size: 948

Node: 11, Size: 551

Node: 3, Size: 470

Node: 12, Size: 237

Node: 3, Size: 2939, Child GSOM: 248

Node: 1, Size: 1241, Child GSOM: 779

Node: 2, Size: 2049, Child GSOM: 1699

Node: 0, Size: 966 Node: 3, Size: 787

Node: 2, Size: 1574, Child GSOM: 709

Node: 0, Size: 1331, Child GSOM: 707

Node: 0, Size: 1705, Child GSOM: 820

Node: 3, Size: 1219, Child GSOM: 823

Node: 2, Size: 1596, Child GSOM: 989

Node: 3, Size: 1474, Child GSOM: 990

Node: 0, Size: 4386, Child GSOM: 193 Node: 2, Size: 1684, Child GSOM: 736

Node: 0, Size: 1672, Child GSOM: 734

Node: 0, Size: 1475, Child GSOM: 1384

Node: 2, Size: 1277, Child GSOM: 1385

Node: 3, Size: 1719, Child GSOM: 307

Node: 1, Size: 1482, Child GSOM: 305

Node: 1, Size: 1577, Child GSOM: 655

Node: 0, Size: 1443, Child GSOM: 654

Node: 2, Size: 1670, Child GSOM: 667

Node: 1, Size: 1317, Child GSOM: 666

Node: 0, Size: 251

Node: 3, Size: 742

Node: 1, Size: 960

Node: 3, Size: 744

Node: 1, Size: 307

Node: 2, Size: 336

Node: 3, Size: 719

Node: 2, Size: 271

Node: 2, Size: 277

Node: 1, Size: 281

Node: 1, Size: 297 0

0.5

1

1.5

2
Label

Figure 5.6: A tree map containing the results of training a DBGHSOM on the CIC-IDS-2017 
dataset. Larger boxes are DBGSOMs that are made up of neurons with each DBGSOM and 
neuron being labeled with an identifer. Red and blue nodes represent malicious and benign data, 
respectively. Yellow nodes represent a branch occurring at that node and show the identifer of its 
child DBGSOM. 
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DBGSOM: 0, Layer: 0 DBGSOM: 2, Layer: 2 DBGSOM: 5, Layer: 2 DBGSOM: 41, Layer: 2

DBGSOM: 37, Layer: 2 DBGSOM: 18, Layer: 2 DBGSOM: 3, Layer: 2

DBGSOM: 1, Layer: 2 DBGSOM: 7, Layer: 2 DBGSOM: 8, Layer: 2 DBGSOM: 19, Layer: 2

DBGSOM: 15, Layer: 2

DBGSOM: 16, Layer: 2

DBGSOM: 21, Layer: 2

DBGSOM: 20, Layer: 2

DBGSOM: 39, Layer: 2

DBGSOM: 11, Layer: 2 DBGSOM: 33, Layer: 2 DBGSOM: 10, Layer: 2 DBGSOM: 14, Layer: 2

DBGSOM: 12, Layer: 2

DBGSOM: 4, Layer: 2

DBGSOM: 28, Layer: 2

DBGSOM: 31, Layer: 2

DBGSOM: 13, Layer: 2 DBGSOM: 40, Layer: 2 DBGSOM: 26, Layer: 2 DBGSOM: 24, Layer: 2

DBGSOM: 29, Layer: 2 DBGSOM: 22, Layer: 2 DBGSOM: 38, Layer: 2 DBGSOM: 34, Layer: 2 DBGSOM: 6, Layer: 2

DBGSOM: 32, Layer: 2

DBGSOM: 17, Layer: 2

DBGSOM: 9, Layer: 2

DBGSOM: 102, Layer: 3

DBGSOM: 23, Layer: 2

DBGSOM: 25, Layer: 2

DBGSOM: 27, Layer: 2

DBGSOM: 36, Layer: 2

DBGSOM: 35, Layer: 2 DBGSOM: 30, Layer: 2 DBGSOM: 57, Layer: 3 DBGSOM: 53, Layer: 3

DBGSOM: 87, Layer: 3

DBGSOM: 72, Layer: 3

DBGSOM: 69, Layer: 3

DBGSOM: 68, Layer: 3

DBGSOM: 107, Layer: 3

DBGSOM: 56, Layer: 3 DBGSOM: 103, Layer: 3 DBGSOM: 67, Layer: 3 DBGSOM: 52, Layer: 3

DBGSOM: 46, Layer: 3 DBGSOM: 51, Layer: 3 DBGSOM: 82, Layer: 3 DBGSOM: 105, Layer: 3 DBGSOM: 79, Layer: 3

DBGSOM: 71, Layer: 3

DBGSOM: 65, Layer: 3

DBGSOM: 48, Layer: 3

DBGSOM: 109, Layer: 4

DBGSOM: 100, Layer: 3

DBGSOM: 113, Layer: 4 DBGSOM: 43, Layer: 3 DBGSOM: 81, Layer: 3 DBGSOM: 108, Layer: 4 DBGSOM: 66, Layer: 3

DBGSOM: 86, Layer: 3

DBGSOM: 106, Layer: 3

DBGSOM: 114, Layer: 4

DBGSOM: 76, Layer: 3

DBGSOM: 70, Layer: 3

DBGSOM: 73, Layer: 3 DBGSOM: 54, Layer: 3 DBGSOM: 55, Layer: 3 DBGSOM: 90, Layer: 3 DBGSOM: 47, Layer: 3 DBGSOM: 94, Layer: 3

DBGSOM: 59, Layer: 3

DBGSOM: 93, Layer: 3

DBGSOM: 85, Layer: 3

DBGSOM: 118, Layer: 4

DBGSOM: 64, Layer: 3

DBGSOM: 83, Layer: 3 DBGSOM: 78, Layer: 3 DBGSOM: 61, Layer: 3 DBGSOM: 74, Layer: 3 DBGSOM: 75, Layer: 3

Node: 114, Size: 76862

Node: 1, Size: 73564, Child GSOM: 2

Node: 7, Size: 71417, Child GSOM: 5

Node: 162, Size: 61219, Child GSOM: 41

Node: 147, Size: 60886

Node: 103, Size: 57975 Node: 137, Size: 57305, Child GSOM: 37 Node: 131, Size: 56005 Node: 93, Size: 49843 Node: 41, Size: 46980

Node: 140, Size: 43141

Node: 27, Size: 41816, Child GSOM: 18

Node: 130, Size: 40756

Node: 62, Size: 36672

Node: 5, Size: 35618, Child GSOM: 3

Node: 0, Size: 34479, Child GSOM: 1

Node: 102, Size: 33690 Node: 10, Size: 31721, Child GSOM: 7 Node: 109, Size: 28678 Node: 12, Size: 25094, Child GSOM: 8 Node: 122, Size: 24664 Node: 31, Size: 24202, Child GSOM: 19

Node: 38, Size: 23792

Node: 108, Size: 22232

Node: 124, Size: 21271

Node: 23, Size: 21184, Child GSOM: 15

Node: 25, Size: 21034, Child GSOM: 16

Node: 96, Size: 20899

Node: 39, Size: 20654, Child GSOM: 21 Node: 35, Size: 20313, Child GSOM: 20 Node: 153, Size: 19818, Child GSOM: 39 Node: 16, Size: 19815, Child GSOM: 11 Node: 110, Size: 19774, Child GSOM: 33 Node: 15, Size: 19496, Child GSOM: 10

Node: 141, Size: 18726

Node: 22, Size: 18669, Child GSOM: 14

Node: 18, Size: 17633, Child GSOM: 12

Node: 60, Size: 16286

Node: 6, Size: 15940, Child GSOM: 4

Node: 61, Size: 15881, Child GSOM: 28

Node: 89, Size: 13147 Node: 106, Size: 12908 Node: 73, Size: 12838, Child GSOM: 31 Node: 76, Size: 12425 Node: 21, Size: 12043, Child GSOM: 13 Node: 156, Size: 11999, Child GSOM: 40

Node: 56, Size: 11867, Child GSOM: 26

Node: 75, Size: 11374

Node: 117, Size: 11161

Node: 49, Size: 10791

Node: 104, Size: 10657

Node: 143, Size: 10348

Node: 50, Size: 10135, Child GSOM: 24 Node: 65, Size: 9987, Child GSOM: 29 Node: 43, Size: 9720, Child GSOM: 22 Node: 142, Size: 9719, Child GSOM: 38 Node: 119, Size: 9318, Child GSOM: 34 Node: 158, Size: 9133

Node: 87, Size: 9099

Node: 8, Size: 8502, Child GSOM: 6

Node: 90, Size: 8378, Child GSOM: 32

Node: 26, Size: 8350, Child GSOM: 17

Node: 125, Size: 8090

Node: 13, Size: 7765, Child GSOM: 9

Node: 154, Size: 7667 Node: 32, Size: 7510 Node: 45, Size: 7301, Child GSOM: 23 Node: 86, Size: 7249 Node: 51, Size: 7067, Child GSOM: 25 Node: 149, Size: 7000

Node: 59, Size: 6977, Child GSOM: 27

Node: 174, Size: 6810

Node: 182, Size: 6355

Node: 136, Size: 6348

Node: 95, Size: 6275

Node: 67, Size: 6161

Node: 127, Size: 6149, Child GSOM: 36 Node: 126, Size: 5806, Child GSOM: 35 Node: 145, Size: 5460 Node: 70, Size: 5388 Node: 111, Size: 5387 Node: 118, Size: 5383

Node: 66, Size: 5318, Child GSOM: 30

Node: 48, Size: 5235

Node: 112, Size: 5033

Node: 74, Size: 4989

Node: 88, Size: 4881

Node: 4, Size: 4828

Node: 120, Size: 4667 Node: 129, Size: 4435 Node: 98, Size: 4342 Node: 105, Size: 4248 Node: 164, Size: 4206

Node: 138, Size: 3973

Node: 151, Size: 3749

Node: 99, Size: 3712

Node: 146, Size: 3656

Node: 69, Size: 3614

Node: 144, Size: 3519 Node: 24, Size: 3242 Node: 91, Size: 3185 Node: 132, Size: 3071 Node: 157, Size: 3014

Node: 123, Size: 2959

Node: 115, Size: 2764

Node: 100, Size: 2760

Node: 63, Size: 2748

Node: 80, Size: 2684

Node: 78, Size: 2653 Node: 150, Size: 2545 Node: 116, Size: 2494 Node: 163, Size: 2488 Node: 101, Size: 2439

Node: 155, Size: 2368

Node: 52, Size: 2349

Node: 84, Size: 2288

Node: 81, Size: 2099

Node: 190, Size: 1971 Node: 9, Size: 1891 Node: 179, Size: 1842 Node: 57, Size: 1722

Node: 148, Size: 1707

Node: 46, Size: 1634

Node: 181, Size: 1535

Node: 55, Size: 1436

Node: 19, Size: 1396 Node: 53, Size: 1323 Node: 135, Size: 1311 Node: 186, Size: 1264

Node: 85, Size: 1220

Node: 29, Size: 1215

Node: 68, Size: 1136

Node: 36, Size: 1134

Node: 37, Size: 1068 Node: 64, Size: 1052 Node: 94, Size: 1020 Node: 3, Size: 991

Node: 72, Size: 954

Node: 47, Size: 951

Node: 33, Size: 902

Node: 113, Size: 839 Node: 77, Size: 836 Node: 152, Size: 754

Node: 17, Size: 726

Node: 161, Size: 673

Node: 189, Size: 623

Node: 58, Size: 586 Node: 44, Size: 519

Node: 97, Size: 401

Node: 121, Size: 355

Node: 34, Size: 340

Node: 42, Size: 307 Node: 14, Size: 302

Node: 160, Size: 113

Node: 60, Size: 10305 Node: 40, Size: 8189 Node: 45, Size: 5718

Node: 4, Size: 5434

Node: 39, Size: 3059

Node: 54, Size: 2979

Node: 31, Size: 2343

Node: 21, Size: 2330

Node: 75, Size: 1720

Node: 49, Size: 1687

Node: 15, Size: 1348 Node: 52, Size: 1286 Node: 62, Size: 1259 Node: 41, Size: 1206

Node: 46, Size: 1041

Node: 5, Size: 1033

Node: 53, Size: 1001

Node: 57, Size: 954

Node: 68, Size: 821

Node: 38, Size: 786 Node: 71, Size: 774 Node: 3, Size: 741 Node: 55, Size: 667 Node: 7, Size: 622

Node: 26, Size: 621 Node: 32, Size: 619 Node: 64, Size: 604 Node: 16, Size: 565 Node: 6, Size: 541

Node: 8, Size: 526

Node: 59, Size: 522

Node: 50, Size: 475

Node: 14, Size: 460

Node: 37, Size: 459

Node: 25, Size: 454 Node: 29, Size: 450 Node: 2, Size: 420 Node: 48, Size: 416 Node: 44, Size: 390

Node: 74, Size: 350

Node: 84, Size: 345

Node: 23, Size: 301

Node: 51, Size: 296

Node: 30, Size: 295

Node: 65, Size: 276

Node: 5, Size: 12661 Node: 11, Size: 12576

Node: 1, Size: 8345

Node: 8, Size: 6937

Node: 4, Size: 6036 Node: 0, Size: 4923

Node: 7, Size: 4337

Node: 13, Size: 3733

Node: 16, Size: 2992 Node: 14, Size: 2243

Node: 9, Size: 2196 Node: 2, Size: 2086 Node: 12, Size: 1166

Node: 10, Size: 397

Node: 9, Size: 8429 Node: 0, Size: 6841 Node: 13, Size: 6113

Node: 3, Size: 4318

Node: 19, Size: 4234

Node: 14, Size: 3729

Node: 17, Size: 3397 Node: 15, Size: 2784 Node: 18, Size: 2742

Node: 4, Size: 2637

Node: 20, Size: 2579

Node: 6, Size: 1845 Node: 5, Size: 1792 Node: 10, Size: 1780

Node: 16, Size: 1636

Node: 8, Size: 1629

Node: 1, Size: 1167 Node: 21, Size: 1140

Node: 12, Size: 654

Node: 22, Size: 596

Node: 2, Size: 508

Node: 23, Size: 76

Node: 2, Size: 9902

Node: 7, Size: 7879

Node: 10, Size: 7478

Node: 3, Size: 6071

Node: 9, Size: 5684 Node: 12, Size: 5285

Node: 1, Size: 4033

Node: 0, Size: 3626

Node: 11, Size: 3209

Node: 4, Size: 1833 Node: 5, Size: 1758

Node: 6, Size: 526

Node: 20, Size: 4430

Node: 27, Size: 2728

Node: 5, Size: 2348
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Node: 8, Size: 2088

Node: 13, Size: 1927

Node: 30, Size: 1799

Node: 1, Size: 1720 Node: 9, Size: 1715 Node: 28, Size: 1456

Node: 15, Size: 1442 Node: 12, Size: 1360 Node: 3, Size: 1320 Node: 22, Size: 1310

Node: 26, Size: 1307

Node: 4, Size: 1248

Node: 29, Size: 1073

Node: 10, Size: 1025 Node: 2, Size: 1017 Node: 21, Size: 1005

Node: 0, Size: 923

Node: 7, Size: 898

Node: 6, Size: 850

Node: 14, Size: 801

Node: 23, Size: 729

Node: 16, Size: 727 Node: 17, Size: 648

Node: 31, Size: 442

Node: 24, Size: 430

Node: 18, Size: 400

Node: 25, Size: 395

Node: 32, Size: 1934

Node: 58, Size: 1820

Node: 64, Size: 1428

Node: 20, Size: 1116

Node: 60, Size: 1080
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Node: 27, Size: 914

Node: 45, Size: 876
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Node: 36, Size: 735
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Node: 43, Size: 640

Node: 53, Size: 552
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Node: 28, Size: 468 Node: 3, Size: 465 Node: 68, Size: 464 Node: 1, Size: 441

Node: 66, Size: 406

Node: 39, Size: 394

Node: 49, Size: 373

Node: 57, Size: 366

Node: 19, Size: 361 Node: 22, Size: 356 Node: 47, Size: 336

Node: 69, Size: 307

Node: 52, Size: 299

Node: 26, Size: 295

Node: 18, Size: 287

Node: 0, Size: 11369 Node: 4, Size: 2047 Node: 32, Size: 1830 Node: 1, Size: 1439 Node: 39, Size: 1330

Node: 8, Size: 1108

Node: 9, Size: 1054

Node: 20, Size: 976

Node: 23, Size: 849
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Node: 28, Size: 488

Node: 38, Size: 480
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Node: 23, Size: 2117
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Node: 19, Size: 1888

Node: 7, Size: 1842
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Node: 13, Size: 1265
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Node: 2, Size: 967
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Figure 5.7: The tree map generated after pruning the DBGHSOM from Figure 5.6 
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CHAPTER 6 

DISCUSSION 

6.1 Model Performance 

Similar trends between the NSL-KDD models and CIC-IDS models can be seen when compar-

ing results from Table 5.1. SOMs tend to perform the worst with a severe drop and accuracy and a 

increased false positive and negative rate for both NSL-KDD and CIC-IDS. The DBGSOM models 

ofer competitive performance to the hierarchical models but with slightly less performance but 

with the beneft of containing all of the information in one self contained map. GHSOMs provide 

the highest performance around the board with decreased false positive rates and false negative 

rates along with higher accuracy measures. They do have a very high network size however with 

the models trained on both datasets having thousands DBGSOM nodes. The pruned GHSOM for 

NSL-KDD has only a slight decrease in accuracy measures and slight increases in classifcation 

rates while also reducing the network size signifcantly from 7288 nodes to 574 nodes. The de-

crease in accuracy for the pruned model trained on CIC-IDS-2017 is greater, but the reduction in 

network size was much greater, dropping it from 16894 nodes to 119 nodes. A less aggressive 

pruning process may have maintained the accuracy of the model while still reducing the network 

size by a signifcant amount. 
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6.2 Model Explainability 

For all models, Figure 5.1 shows the local explanations that are made for predictions and the 

global importance variables have when creating the models. The following subsections will discuss 

the unique visualizations generated from each model, the quality of explanations they produce, and 

how they can be used with the local and global explanations to gain understanding about the input 

data and predictions made. 

6.2.1 SOM 

When analyzing the starburst matrix in Figure 5.2a and Figure 5.2c, each neuron is labeled with 

the class label used when making predictions. Observing the neurons close to each other, denoted 

as darker areas in the map, along with class labels gives information about areas of the data that 

are closely associated with malicious network behavior. For NSL-KDD, the top right corner of 

the map is an area of interest because all of that areas neurons are labeled as malicious. Used in 

conjunction with global and local explanations, important features such as dst bytes, which is the 

number of bytes going from the destination to the source connection, can be observed in Figure 

5.2b. This comparison shows a correlation with high dst bytes values and the neuron cluster with 

malicious labels. One can go further looking at other important feature component maps to gain a 

more complete picture of why the model came to a certain prediction. Users will be able to build 

a mental model of the SOM when visualized in conjunction with the features maps. For example, 

if ‘destination (dst) byte’, ‘duration’, and ‘source (src) byte’ all have higher values in the malicious 

section of the map then One may conclude that when these values are all close to one, the sample 

is more than likely malicious. 
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The same kind of explanations can be gained from the SOM model trained on CIC-IDS. In this 

case, however, the SOM algorithm is inadequate in modeling the input data and does not provide 

high quality visualizations. Nearly all neurons are labeled as benign with a small amount of 

neurons labeled as malicious spread throughout the map. CIC-IDS-2017 is an unbalanced dataset, 

with about 70% of samples being benign and 30% of samples as malicious. This class imbalance 

causes the SOM label neurons as benign rather than malicious. 

6.2.2 GSOM 

Visualizations and explanations garnered from DBGSOMs are very similar. But due to the 

irregular nature of the models, the starburst model from SOM is replaced with a U-matrix and label 

map. The label map in this case does appear easier to read and compare to the other maps as the 

neurons are brightly colored to denote class while the class labels on the starburst U-matrix blend 

in and are harder to read. Figure 5.3 shows the visualizations created from training on NSL-KDD. 

Comparing the label map in Figure 5.4c and the feature component map in Figure 5.4b shows 

an interesting deviation from the explanations generated from the SOM visualizations. Here low 

dst-byte values correlate to malicious network trafc, the opposite of the conclusion drawn from 

the SOM model. Here the DBGSOM saw a higher potential in low dst-byte values and ended up 

being more trustworthy with higher accuracy scores than the SOM model. 

Figure 5.4 shows the visualizations created for a DBGSOM trained on the CIC-IDS-2017 

dataset. One of the important features for this dataset is fow bytes/s, which is the number of 

packets transferred per second. Comparing the feature map to the neuron label map shows that 

there are a group of neurons labeled as malicious that have high fow bytes/s neuron weights. 
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However, There are also many neurons labeled as malicious with low fow bytes/s neuron weights. 

With the variety of modern attack types and profles present within the CIC-IDS dataset, the more 

complex model visualizations of GHSOM can help a security analyst understand more complex 

data. 

6.2.3 GHSOM 

The visualizations created for DBGHSOM are inherently the same, but a single model is made 

up of a hierarchy of multiple DBGSOM visualizations. Figure 5.5 shows the stacked U-matrices, 

feature maps, and label maps. DBGHSOM provides a highly accurate model at the cost of the 

simplicity of the model, though this may be preferable to a security analyst who is exploring 

the intricacies of a complex dataset. To gain a local explanation, a security analyst can dig into 

the hierarchy to the DBGSOM that made the classifcation and explore the properties of those 

visualizations. While this maybe useful to fnd diferent hierarchies of the data, a DBGHSOM 

grown too large become to complex for anyone to understand. Figure 5.6 shows a tree-map of a 

model trained on CIC-IDS, and while making sense of the root and upper layers may be feasible, the 

lower layers and branches are so numerous that a cogent analysis of the model would be impossible. 

Pruning of the DBGHSOM maintains a model which captures the complexity of the data, is 

highly accurate, and can be easily explored. Figure 5.7 demonstrates the tree-map from Figure 

5.6 after undergoing pruning. Compared to the unpruned tree-map, there are many more visible 

DBGSOMs that can be explored by visualizing the size and classes of the neurons in each DBGSOM 

and by using the DBGSOM identifers to analyze the visualizations from Figures 5.5b, 5.5d, and 

5.5f. There are DBGSOMs with mostly benign and a with a few malicious neurons that a 
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security analyst can use to understand network trafc that is close to being benign but is actually 

malicious. On the other hand, there are some DBGSOMs in the tree-map that consist of mostly 

malicious neurons with a few benign neurons. This could be analyzed to fag possible false negative 

predictions as a possible threat. DBGSOMs that are entirely malicious or benign can be used to 

understand the intricacies of diferent types of malicious and benign behavior. 
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CHAPTER 7 

CONCLUSION 

This paper demonstrated the capabilities of creating an explainable, highly accurate IDS. GH-

SOMs were able to reach 98.2% and 96.7% accuracies on the NSL-KDD and CIC-IDS-2017 

datasets, respectively. A visualization hierarchy and tree-map created a way to explore the com-

plexities and hierarchies of the data and gain insights about why a prediction was made. A pruning 

method was also implemented to limit the size of the DBGHSOM, maintaining high accuracy levels 

and providing better visualizations and thus making insights easier to gain. A comparison with the 

performance and explainability showed DBGHSOM and the pruned DBGHSOM to perform better 

than the single layer SOM and DBGSOM, while also keeping the visualizations that make SOM 

an appealing choice for intrusion detection systems. Future work may include studying the efect 

on performance and network size by using diferent pruning methods or varying the parameters of 

the proposed pruning technique. 
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