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This dissertation is a study of methods to automatedly detect and produce approximations 
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CHAPTER I 

INTRODUCTION 

Quantitative electromagnetic (EM)-based inspection methods have been used to 

determine the operational state of metallic components in numerous industrial applications.  

Some examples include: railway [1], steam generator tubes in nuclear plants [2], gas pipelines 

[3], and aircraft engine components [4].  In these industries, correct assessment of the state of the 

component is paramount to continued safe operation.  

1.1 USAF Retirement For Cause (RFC) Program 

The United States Air Force (USAF) has employed a Retirement for Cause (RFC) 

program for aircraft engine components since the 1980’s [5-11].  The motivation for the program 

is to obtain cost savings by returning viable parts to service rather than replacement at 

predetermined component life intervals.  Two key elements of the program are Nondestructive 

Evaluation (NDE) coupled with Fracture Mechanics analysis which are used to determine the 

viability of a given engine component as a candidate for reuse based on statistical models. 

A core enabling capability to the NDE of engine components is the use of Eddy Current 

Inspection (ECI) techniques [12-14] to detect, localize, and describe near surface defects. 

1.1.1 RFC ECI Components 

Central to this study is the analysis of Eddy Current (EC) data that was collected as part 

of the RFC program.  One common ECI technique used in the RFC program is based on the 
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Uniwest US-500 [15] ECI instrument which is a sub component of the Eddy Current Inspection 

System (ECIS).  Pictorial representations of these components are provided in Figure. 1.1.  

 

Figure 1.1 RFC ECI Components: 

(a) Uniwest US-500 Eddy Current Instrument, (b) RFC ECIS [16,17]. 

Referencing Figure 1.1, the ECIS is a Gantry style robotic system that enables automated 

inspection of aircraft engine components.  The US-500 eddy current instrument subsystem 

outputs horizontal and vertical channel (In-phase and Quadrature - IQ) data that represent the 

resistive and reactive impedance components detected by the EC probe.  Additionally, the 

 

(a) 

 

(b) 
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instrument has the capability of programmatically setting the gain and frequency of the probe 

drive channel as well as bandpass filtering and phase adjustment of the return signal.  These 

adjustments allow the inspector better control of inspection Signal-to-Noise ratio (SNR) and the 

ability to minimize liftoff effects (separation of the probe from the test specimen). 

1.1.2 D-Coil Probe Design 

EC Probes typically used in the RFC program are differential coil probes termed D-coil 

probes.  Typical D-coil (a.k.a Split-D) EC probe design is comprised of two split receive coils 

wound 180o out of phase with respect to each other and encircled by a drive coil.  A picture of 

the arrangement is shown in Figure. 1.2 

 

Figure 1.2 D-coil Eddy Current Probe  

The green coil is the probe drive coil and inside this are the two receive coils wrapped around 

half-cylinder soft ferrite material. The coil is set in the probe shoe with an epoxy resin [18]. 
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As a result of the D-coil probe design, the sensor is highly resistant to noise, however, 

when in the presence of a defect, due to the separation of the receive coils, the probe will present 

a typical signature response as indicated in Figure 1.3. 

 

Figure 1.3 Typical D-Coil ECI Response Signal Scanning over Defect 

Vertical channel response line scan plot.  

The defect response shown in Figure 1.3 was obtained by scanning the probe over an 

Electrical Discharge Machined (EDM) notch.  The relevance of utilizing material defects created 

in this manner will be discussed later in this dissertation.   

One immediate observation of the defect signature in Figure 1.3 is the appearance of 

Gaussian-like peaks that comprise the signal.  Defect detection would be a fairly simple process 

if all ECI receive signals presented defect responses like the example in Figure 1.3.  However, 

the ECI technique has numerous factors that can affect the defect signal appearance like 
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separation of the probe from the Unit Under Test (UUT) lift-off, coil orientation relative to the 

surface [19], receive coils geometrical relationship relative to the drive coil, defect orientation 

related to the receive coils, scan speed, and the volume of the UUT defect that is present in the 

reception field of the ECI probe. 

To illustrate this last point, a series of plots are presented in Figure 1.4 which indicate 

responses typically seen for the vertical component of a D-coil type probe receive signal when 

the probe is indexed across a small (relative to the coil diameter) EDM notch while keeping the 

drive signal amplitude and frequency fixed. 

 

Figure 1.4 D-Coil ECI Response Varying Probe Position 

(a) probe is approaching defect region, (b), (c) both receive coils sensing defect, (d) probe is 

leaving the defect region. (a)-(d) Note the changes in defect response shape and amplitude which 

are primarily due to the volume of the defect in the reception fields of the coils. 
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1.2 RFC ECI Process 

In a much broader sense, the ECI process typically involves three steps: detection, 

localization, and description [20,21].  Detection and localization algorithms typically attempt to 

discover anomalies and determine the location of the suspect defective region using some set of 

features in the defect response signal.  Lastly, the description process then attempts to describe 

the defect in term of dimension depth, length, shape or classify (characterize) the type of defect 

(e.g., corrosion, magnetite build-up) using the feature data.  

Defect detection and localization in the RFC ECI system is primarily based on an 

amplitude feature in the defect response.  This value is termed the “system response” and is used 

to calculate the defect depth or length using predetermined sizing models.  Considerable detail 

regarding this approach to defect description is provided in [22]. 

1.3 Artificial Defects 

As indicated in [22], ECI approaches that quantify material defects (cracks) usually 

employee materials that contain known defect regions for the purposes of demonstrating 

inspection coverage and to create models that relate the system response to known crack sizes.  

In many instances, EDM notches are created in the material to provide a known sized defect or 

as a seeding process to create fatigue cracks using additional procedures.  There have been 

numerous studies (e.g. [23-25]) that indicate EDM features do not directly correspond to actual 

crack features.  Nonetheless, EDM notches are often used to demonstrate the efficacy of defect 

detection and localization algorithms due to their similarity to crack responses, ease of 

manufacture, and lower cost when compared to actual crack samples.  
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1.4 Work Contribution Summary 

In many EC analysis scenarios common filtering techniques can alter defect signature 

information in ways that can complicate further investigation.  In these cases, many researchers 

rely upon time domain-based methods such as function approximation.  To this end, the present 

work novelly contributes to the body of EC analysis knowledge in the following aspects: 

• Describes the design and validation of a generalized method that can be used to 

decompose D-coil defect signatures as a summation of basic Gaussian functions 

whose parameters relate to the EC probe geometry and inspection properties. 

• Demonstrates the efficacy of such Gaussian based representations in regards to 

improving the performance of relatively simple Machine Learning (ML) models 

that have easy to understand internals. 

• Demonstrates the ability of such Gaussian based representations to improve 

relative peak amplitude and temporal fidelity of dimensionally reduced 

representations of D-Coil defect signatures when compared to other current 

similar methods. 

1.5 Dissertation Outline 

The remainder of this document is arranged in the following manner.  Chapter 2 presents 

a literature review focused on quantitative EC analysis methods and the much broader field of 

time series analysis.  Chapter 3 provides an analysis of the literature review to determine gaps 

and trends in research and it is in this chapter the dissertation hypothesis is presented.  Chapter 4 

provides a description of the datasets used in experimental investigations of the proposed 

methods.  Chapters 5 and 6 present the proposed method and experimental results that are a main 

focus of this study, namely representation of EC defect responses as an add mixture of Gaussian 

functions.  Chapters 7 and 8 provide case studies that demonstrate how the proposed method for 

defect response representation can increase the performance of existing ML methods.  Lastly, 

Chapter 9 provides conclusions from the work and discusses possible future topics for research. 
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CHAPTER II 

LITERATURE REVIEW 

A literature review was conducted in the field of Quantitative ECI analysis and methods 

in an effort to identify the trends in research and to find possible gaps in existing knowledge.   

From the review, a taxonomy was observed that the various approaches could be 

categorized in terms of two model types that were used to investigate the ECI method termed: 

Physics-based and Data-centric approaches.    

2.1 Physics-Based Approaches 

Physics-based EC analysis approaches primarily aim to analyze an ECI method using 

models that are constructed from electric circuit components and/or Maxwell’s EM field 

equations in an effort to predict the outcome of a given EC problem using simulation via 

numerical methods or analytical expressions.   

In the literature, there are excellent chronologies of progress of physics-based EC 

analysis approaches.  Notable references are provided in [26-28].  Central to the progress of 

development of physics based ECI analysis is understanding the change of probe impedance 

(∆Z) in the region of a material defect.  This is termed the forward EC problem in the literature. 

2.1.1 Forward EC Problems 

The work of Libby [28] provided qualitative analysis of ∆Z using a transformer model of 

the probe impedance and the material defect.  Burrows [29] provided a more quantitative 
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analysis by considering air-filled coils that were placed near small material defects.  Using quasi-

static representations of the Maxwell EM field equations [30], the Lorentz reciprocity relation, 

and simplifying assumptions from EM scattering theory, an expression for the flaw voltage was 

obtained which enabled predictive analysis of ∆Z in terms of flaw dimension and angular 

position of the flaw from the EC probe.  

Later approaches studied EC analysis methods at microwave frequencies which 

necessitated a different theoretical framework.  These approaches generalized Burrows work by 

utilizing concepts from microwave circuit theory [31,32].  The result of these studies provided 

exact values for ∆Z in terms of the field distributions of the probe in regions free of and in the 

vicinity of an arbitrary defect.  

Modelling of the probe EM field distribution is not a straightforward process as there are 

many confounding factors that can influence the model. A considerable amount of research has 

been conducted to provide estimates of the probe field distribution for various ECI analysis 

scenarios.  Probe field modelling for circular air-filled coils was initially undertaken by Dodd 

and Deeds [33].  Later work expanding the capability of probe field analysis using a Dyadic 

Green’s function boundary integral approach [34] was undertaken by Bowler [35].  In [36], the 

method was expanded to allow 3D modelling of ferrite core probes and utilized optimization 

techniques to reduce computational cost when compared to Finite Element Method (FEM) based 

approaches.  

As computational capability increased, numerous researchers utilized FEM approaches to 

analyze ECI scenarios.  For example, Badics et al. [37], demonstrated the ability to model EC 

crack problems using FEM by introducing an algorithm to deal with zero conductivity flaws.  
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Bihan et al. [38], utilized both FEM and boundary integral methods in their calculation of probe 

response signals. 

To this point, the discussion of methods of ECI analysis via physics-based methods have 

focused on the forward EC problem.  The forward EC problem provides predicative capability of 

probe response based on a supplied probe geometry and defect type.  However, in many ECI 

applications the inverse EC problem is of greater interest.  The inverse EC problem seeks to 

provide quantitative information (e.g., dimensional size and shape) of the defect based upon a 

supplied probe response. 

2.1.2 Inverse EC Problems 

One early approach to the inverse EC problem was addressed in [39] for EC defects in 

circular tubes.  The approach considered numerous inspection coils placed along the axis of the 

tube allowing a conductivity mesh of the suspected flawed region to be created.  The geometry 

of the ECI arrangement greatly simplified the analysis and the calculation of the necessary 

Green’s functions used in modelling the EM field in the flaw region. The resulting model 

produced the perturbed EMF of the coils which was then compared to the measured EMFs.  

Given an estimated conductivity distribution, an iterative least squares approach was used to 

optimize the model to the measured values. 

A more generalized approach to EC inversion based on the boundary integral approach 

was provided in [40], that built upon the work in [35] and provided the capability to solve the 

inverse problem via the gradient of ∆Z in terms of a parametrized flaw model.  

Numerical simulations used for the EC inversion problem are notoriously 

computationally expensive due to the need to iteratively solve the forward problem that has been 

parameterized in terms of a defect model.  The inversion process iterates until the forward model 
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output signal is close enough to the actual measured values based on some predetermined 

minimization criterion.  There has been considerable research into methods of reducing the 

number of iterations required to attain the inversion result. Li et al. [41], utilized a genetic search 

algorithm to determine the flaw parameters to use at each forward model iteration.    Bilicz et al. 

[42] implemented a surrogate forward model using a Kriging interpolator to reduce the number 

of forward problem iterations.  Douvenot et al. [43] utilized a surrogate metamodel of the 

forward process that was developed using Sequential Design, Radial Basis Functions (RBF), and 

Particle Swarm optimization.  Bilicz [44], utilized the sparse grids concept to create a surrogate 

forward model to improve inversion performance.  Other approaches such as that in [45] sought 

to decrease forward model computation time by using a Kernel Change Detection (KCD) 

technique [46], to localize the suspected defect regions.  

In addition to study of EC inversion methods, research has also been conducted in 

regards to validating forward models with real world studies.  Mooers et al. [47] conducted a 

study comparing the forward model described in [48] for EDM notches inspected by a split-D 

probe.  The results of the study revealed some discrepancies between the forward model 

simulation results and the actual measurements attained.   

Lastly, research has been conducted seeking to minimize another issue that presents a 

problem for EC inversion, namely noise.  ECI approaches that inspect titanium are prone to grain 

noise which is a result of the crystalline structure of the material.  This translates to noise in the 

probe response signal that can cause stability and accuracy issues for inversion methods. In [49] 

and [50] researchers attempt to address the issue by treating the outputs of the forward model as 

random variables and utilize a Bayesian Framework to describe uncertainty in the model. 
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2.2 Data-centric Approaches 

Data-centric approaches to ECI analysis largely seek to analyze EC problems using 

learning and decision-based algorithms that perform operations on features derived from the 

probe response data.  There is a trait in the approaches that detection, localization and/or 

description of the defect is provided at near real time and with little to no reliance on physics-

based methods. 

Literature review in the area of data-centric approaches revealed a low number of studies 

that solely focused on ECI equipment and UUT configurations similar to that employed in the 

USAF RFC program.  However, there were a wide range of approaches that focused on other 

ECI UUT specimens (e.g., Nuclear Plant Steam Generator Tubes (SG)) and probe designs (e.g., 

bobbin coil, Giant Magnetoresistive (GMR), Printed Circuit Board (PCB)) that generated probe 

responses similar to those seen in the USAF RFC program. 

It is noted that in the field of Machine Learning (ML), data features play a prime role.  

With this in mind, one logical taxonomy for the data-centric approaches previously studied 

would be to group them according to data representation.  Largely, the studies in this area can be 

classified as Impedance Plane and Impedance Component approaches. 

2.2.1 Impedance Plane Approaches 

A number of studies extracted ML feature vectors from the Argand diagram (Impedance 

plane) representation of the complex impedance probe response data.  Due to the physical 

separation between the receive coils in differential type probes, response signals typically trace 

Lissajous curves in the Impedance plane when scanned across a defect [51]. The shape or 

geometry of these geometric curves can be affected by the properties of the material defect and 

inspection frequency.  It should also be noted that all things being constant for a given ECI setup 
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and defect, the curves are periodic. An example of such a signal for a D-Coil EC probe is 

provided in Figure 2.1. 

 

Figure 2.1 Lissajous Plot of D-Coil Probe Scanning over EDM Notch 

D-Coil probe impedance component signals trace a Lissajous pattern in the impedance plane 

when encountering a flaw as seen on the left of the figure. 

Lord and Satish [52] describe a detection and description scheme using features derived 

from the Fourier coefficients of the probe response Impedance plane curve.  Detection and 

description were accomplished by comparing new feature vectors against samples stored in a 

database via the K-means method [53].  The efficacy of the technique was demonstrated by 

determining magnetite levels in SG tubes in a later study [54].  Jarmulak [55] described a 

detection method for SG tubes that employed a feature vector comprised of the wavelet 

transform [56],[57] of the angular directional change of the original Lissajous defect signature. 
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Due to the frequency partitioning (decomposition) nature of the Wavelet transform, the author 

claimed better fidelity in comparison between the stored examples. 

Song and Shin [58] utilized physics-based models as a means to generate simulated probe 

responses for four categories of SG tube defects.  Probabilistic Neural Networks (PNNs) [59,60] 

were used to detect and describe the class of the defect using the maximum impedance values 

and phase angle as well as the phase angle at the end of the impedance curve with features 

extracted at two ECI frequencies.  Multilayer Perceptrons (MLPs) utilizing the backpropagating 

training algorithm [61,62] for each defect class were then used to determine the defect depth and 

width (EC inversion).  The study reported a 91% classification accuracy.  Jo and Lee [63] 

utilized the same dataset studied in [58] but improved the classification performance by reducing 

the number of features to three (3), using the maximum impedance value and phase angle as well 

as the width of the curve at half maximum.  In addition, the study used MLP’s for classification 

and inversion activities and investigated the performance when the responses were corrupted 

with additive white Gaussian noise.  In the worst case, classification accuracy was > 90% and 

without noise corruption classification accuracy was perfect (100%). 

In a more recent study by D’ Angelo et al. [64,65] the defect Lissajous signature was 

partitioned into two regions (referenced to the null point) and the feature vector created from the 

phase angle, width, and length of the two subsignals collected with a GMR type EC probe.  An 

experiment was conducted using Naïve Bayes [66], C4.5/J48 Decision Trees [67], and MLP 

networks classifiers that perform the EC inversion function.  The dataset feature vectors 

representing probe distance from and scan angle relative to the defect were placed into classes 

based on the defect length, depth, and width.  The area under the Receiver Operating 

Characteristic (ROC) curve was > 0.95 for all three classifier types.  
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Yin et al. [68] developed analytical models for variations of EC Lissajous curves which 

aided feature extraction via K-means clustering.  The extracted features: petal width, maximal 

and minimal curve extents, phase angle, and petal symmetry were obtained from a steel test 

specimen that contained slots of varying depth.  The features were then used as input to a set of 

six supervised classifiers.  Overall, an average classification accuracy of 86.8% was observed 

across the classifiers.  The K-Nearest Neighbor (KNN) classifier [69] had the highest accuracy at 

87%.  

Grman et al. [70] investigated the Lissajous curves obtained from EC inspection of 

nonmagnetic heat exchanger tubes that had numerous defect conditions (e.g., interior and 

exterior cracks, interior protrusions, exterior support plates, and through hole cracks).  The study 

obtained representative feature vectors based on Fourier coefficients, maximal and minimal 

curve extents and phase angle.  The feature vectors were then classified using MLP and PNN 

based classifiers.  According to the study authors the PNN outperformed the MLP classifier, 

however, classification accuracies were not clearly stated. 

In [71] an Adaptive Neuro-Fuzzy Inference Model was employed to estimate the 

percentage signal feature given the width and depth of defects sensed with a differential probe in 

a manual inspection scenario.  The study investigated 60 data records with a 75/25% training/test 

data split and obtained an average error of 0.0023% 

2.2.2 Impedance Component Approaches 

Impedance component approaches process the EC signal by treating the resistive and 

reactive components independently or in terms of magnitude and phase.  Some approaches 

operate on line scan/track data wherein the probe is moved once over the UUT and the measured 

impedance values are referenced by distance or time.  As computational capability has 
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progressed many of the data-centric quantitative ECI approaches have gravitated toward digital 

image processing based techniques that operate on ECI image scan data.  ECI scan images are 

created by assembling multiple line scans performed at predetermined spacing intervals to create 

an image of the UUT surface.  ECI scan images are often termed C-Scans in the literature.   

2.2.2.1 Line Scan Based Approaches 

M. Das et al. [72] employed an approach from the field of Statistical Signal Processing 

[73,74] by first shaping the defect scan signals using a bobbin coil probe to remove low 

frequency content and then using a Generalized Likelihood Ratio Test (GLRT) scheme to detect 

defect regions in windowed portions of the signal. Lastly, classification errors were reduced by 

using a rule-based classifier which employed known features of the defect response.   

Guepie et al. [75] modeled EC impedance components defect signatures using 

Autoregressive (AR) models and utilized the learned model parameters as feature vectors to 

classify twelve crack types in aluminum that varied in penetration angle and depth. The Support 

Vector Machine (SVM) [76] was utilized to classify the feature vectors based on the crack type 

and the results compared with feature vectors derived from Fourier coefficients.  The AR model-

based features outperformed the SVM classifier using Fourier coefficients by approximately 6%, 

achieving 98.75% in terms of classification accuracy.    

Barcherini et al. [77] employed a binary Hopfield network [78] on signals from a Remote 

field ECI (RFEC) scenario.  The method constructed down-sampled and quantized 

representations of exemplar probe response signals representative of material conditions to create 

a network that could classify material defect types (notch, corrosion, paint, cracks).   

Angeli et al. [79] utilized a variant of the PNN, the Rotated Kernel PNN (RKPNN) [80], 

to classify two types of RFEC impedance response signals using a pancake coil [81] inspecting a 
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circular conducting plate.  The study investigated the effectiveness of Gaussian, Laplacian, and 

Sigmodal kernels in the RKPNN.  The RKPNNs utilizing Gaussian and Sigmoidal kernels 

achieved 100% classification accuracy on the test dataset. 

In [82] the authors utilized 1-D Mathematical Morphology (MM) [83-85] operators to 

isolate and detect defects in EC line scans of probe response data from Jet engine rotary fan 

disks.  The defect response signals were greatly affected by the background edge geometry 

effects of the UUT.  Experiments were conducted with the algorithm using 16 separate 

differential coil probes each inspecting 30 fan disk slots of which 10 were seeded with EDM 

notches. The experiments resulted in only 5 missed detections. 

Gao and Udpa [86] presented an adaptive 1-D MM algorithm to detect and localize 

defects in Aircraft wheels. The effectiveness of the algorithm was demonstrated visually by 

processing noisy ECI line scan data.    

Other researchers investigated using features derived from algorithms that determined an 

orthogonal basis for the data and then utilized coefficients from the basis.  An example of this is 

provided in [87] where the authors analyzed the performance of features extracted using 

Principal Component Analysis (PCA) [88,89], Coiflet Wavelet System ([90,91]), and Fourier 

descriptors against the block mean method in determining the location of fatigue defects in rivet 

holes in Aircraft lap-joints.  The features were used as inputs to MLPs with the output signifying 

the location of the defect left/right.  The researchers reported that all methods performed 

similarly (approximately 93% classification accuracy), but further analysis could not be made 

due to insufficient data. 

Some studies utilized the wavelet transform and multiresolution analysis (MRA) to 

decompose the EC signal and then the hard thresholding technique [92] to remove coefficients as 
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part of denoising the EC signal.  In [93] the authors utilized the Daubechies wavelet system [94] 

to denoise ECI line scan data collected from SG tube inspections.  After denoising, an amplitude 

threshold technique was used for defect detection.  Demonstration of the effectiveness of the 

method was shown through visual analysis of the effects of the algorithm on ECI scan data. 

A data fusion technique was presented in [95] that utilized PCA, Independent Component 

Analysis (ICA) [96], Wavelet transforms, and Self Organizing Maps (SOM) [97] as methods to 

produce reduced representations (features) of ECI data.  The features were then used as inputs to 

a MLP network to localize defects and provide EC inversion (width) information of circular 

defects in a metallic plate.  The method sought to provide an alternative approach to address 

shortfalls of conventional PCA.   

Ye et al. [98] used the Morlet (Gabor) Wavelet System [99,100] MRA coefficients 

obtained from EC line scans and Kernel Principal Component Analysis (KPCA) [101] to 

improve conventional PCA performance.  The study investigated the improvement provided by 

KPCA for four classifier types (K-Medoids [102], KNN, MLP, SVM).  The first experiment 

involved characterizing defects of varying depth with KCPA reducing classification error by an 

average of 3.6% over PCA. The second experiment involved classification of three corrosion 

type defects from a representative aircraft wing splice.  The KPCA approach reduced 

classification error by 4.6% over PCA. 

In [103], the authors employed KPCA to extract features and SVM and MLP networks to 

classify defects in aluminum Alloy plates of varying length and depth.  The investigation studied 

the effects of varying probe excitation frequency (50 kHz. – 850 kHz.) on classification 

accuracy.  KPCA based characterization schemes outperformed PCA schemes by an average of 

2% for the drive frequencies investigated.  However, both PCA-SVM and KPCA-SVM 
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classification schemes achieved 100% classification accuracy over a range of drive frequencies 

which may suggest that the SVM portion of the classifier was the more important element of the 

model. 

One of the confounding aspects of the literature review regarding data-centric approaches 

to quantitative EC is that numerous studies present the EC analysis approach in tandem with an 

innovative probe design. One example of this is can be found in the work of Rosado et al. who 

developed a PCB based differential probe [104] and in a later study [105] investigated fitting 

Sum of Gaussian (SoG) pair models to FEM simulated ECI line scan data (using the PCB probe). 

The Gaussian pairs were used as inputs to a MLP network trained to characterize the depth and 

width of defects. 

More recent studies have focused on Deep Learning (DL) methods [106,107].  In [108] 

the authors investigated Residual Convolutional Neural Networks (ResNet version 1, ResNet 

version 2, ResNeXTs) [109-112] that varied in dimensional depth and the number of modules 

employed in each stage of the four-stage model.  The experimental setup consisted of a stainless-

steel plate that contained rectangular notches of varied depth.  The data set was collected by 

different inspectors, manually generating ECI line scans at differing angles and directions over 

flawed and unflawed regions of the steel plate.  Training of the networks in the study took five 

days to complete, however, the ResNeXt based network of dimension depth 38 was able to attain 

a 93.58% classification accuracy determining the depth of the defects. 

2.2.2.2 Scan Image Based Approaches 

As stated previously, data-centric quantitative ECI scan image approaches process 2-D 

EC representations of the UUT surface.  Often this image representation better reveals lift-off 

and surface conditions than individual line scan signals.   
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One example of ECI scan image analysis can be found in the work of Chady et al. [113-

115].  The latest work [115] employed an EC probe that consisted of dual exciter coils in 

quadrature and a single pickup coil as part of a multi-frequency ECI system that generated 

Spectrograms of defects. EC inversion was performed to recover the 1D profile (length and 

depth) of the EDM defects created in Inconel 600 plates.  The study investigated the performance 

of various feature sets consisting of Spectrogram peak values and coefficients obtained from 

analytically fitting the signals using the SoG approach and the frequency characteristic as a 

damped exponential.  The SoG approach was used to combat in-band noise present in the probe 

response signals.  Various levels of SNR (0 – 40 dB) were studied.  Inclusion of the analytical 

coefficients as features greatly reduced inversion error (~ 40%).  

The authors in [116] investigated the effectiveness of using Kullback-Leibler Divergence 

(KLD) [117] as a means to detect and characterize ECI defects in terms of length and depth. The 

study analyzed a multi-frequency (0.8 – 6 MHz.) ECI scenario wherein a pancake style probe 

was indexed across a nickel super alloy plate that contained EDM notches of varying length and 

depth and identical width. Even though the data collection generated ECI scan images, the spatial 

information between line scans was not directly used due to aggregation of the probe response 

amplitudes to construct estimated probability density functions (pdfs) of the flawed and unflawed 

regions of the plate using only the Imaginary component of the probe response and Gaussian 

Kernel Density Estimation (KDE) [118].  KLD was compared to the first four statistical moment 

measures and visually shown to be superior in performance in detecting defects with lower 

probability of false alarms (PFA) occurrence.  In addition, the study authors used the PCA 

eigenvalues obtained from the multi-frequency probe response KLD, mean, variance, and 

maximum amplitude to discriminate flaw length and depth. 
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In a later study [119], the Jensen-Shannon Divergence (JSD) [120] was investigated 

using the same inspection setup as in [116] (but with a much larger dataset size) as a method to 

detect and localize defects.  However, the method utilized both impedance components and 

preprocessed the signals with FastICA [121] and then further decomposed using the Daubechies 

Wavelet System MRA Level 5 approximation signal coefficients as the source for estimated pdfs 

of the flawed and unflawed probe response signals.  The work compared the JSD discriminative 

efficacy against the KLD method in [116] and CUSUM [122,123] at varying levels of SNR (0 – 

20 dB) with JSD clearly outperforming the other two methods as primarily demonstrated through 

ROC curves. 

Other data-centric quantitative ECI studies have focused on quantifying uncertainty in the 

model and/or data, thereby providing greater information regarding the interpretability of the 

results. Rather than only supplying a defect detection call, a bootstrapping method [124] was 

employed in [125] which modelled subsets of the training data with replacement (features used 

were the peak-to-peak value of Real and Imaginary components in the regions of interest (ROI)) 

using Gaussian Mixture Models (GMM) [126] over numerous iterations to determine class 

conditional pdfs and then Bayes theorem was used to calculate the posterior probability pdfs for 

each class.  The estimated class conditional pdfs were combined with the test data estimated 

noise pdf to obtain a weighted posterior pdf to which the bootstrap method was again applied.  

The result was a pdf from which a classification confidence value was obtained.  The study 

analyzed 10 SG tubes containing 21 defects and verification of the technique was through visual 

analysis of ECI scan images. 

The method in [125] was later incorporated with an ensemble-based defect classification 

scheme [127],[128] based on Adaboost [129] wherein the hypothesis was modified at each 
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iteration by the class posterior probability confidence value. The test results indicated a 4.47% 

decrease in detection error rate when compared to the unmodified Adaboost algorithm. 

In addition to DL approaches processing ECI line scan data, DL approaches have also 

been used to analyze ECI scan image data.  In [130] the authors constructed a two-stage model 

consisting of a Deep Belief Network (DBN) [131] which consists of multiple stacked Restricted 

Boltzmann Machines (RBMs) [132] for feature extraction.  Next, the Least Squares Support 

Vector Machine (LSSVM) [133] was used to develop a regression model relating the extracted 

features to defect descriptions.  The study investigated ECI real component scan images of 

Titanium sheets that contained rectangular and circular EDM defects of varying length/diameter 

and depth.  Comparisons were made of the DBN-LSSVM model against similarly sized models 

using PCA, RBM, and MLPs in the initial feature extraction stage and Multiple Linear 

Regression (MLR) [134] and LSSVM in the second stage.  The DBN-LSSVM outperformed the 

other models in terms of repeatability and relative error in characterizing the scan image data in 

terms of diameter/length and depth.  An interesting result of the study was that the DBN 

performed better regardless of the second stage used.  This indicated the features extracted by the 

DBN were more discriminative.  In addition, the LSSVM outperformed the MLR by roughly one 

order of magnitude which is of indicative of its superiority in representing the nonlinear 

relationship between the features and defect dimensions. 

In [135], a Convolutional Neural Network (CNN) [136] was used to classify the depth 

and length of rectangular defects in a titanium sheet similar to that studied in [130] using the real 

component ECI scan images.  The CNN model performance was analyzed by comparison to 

DBN, Stacked Autoencoders (SAE) [137], and SVM classifiers. The CNN consistently 

outperformed the other classification models with classification accuracy > 99%.  When the 
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trained models were subject to Gaussian noise (SNR 30 – 95 dB), the classification accuracy of 

the CNN decreased to < 96% in the worst case (SNR 30 dB).  However, when the CNN was 

trained with a subset of noised ECI scan images added to the dataset the classification accuracy 

modestly improved to > 98% when SNR=50 dB.  Although the model training time was not 

directly mentioned in the paper it was inferred to be an issue as it was listed as a focus on future 

research. 

Zhu et al. [138] constructed a CNN to detect defects in ECI scan images of SG tubes.  

The algorithm used Robust PCA (RPCA) [139] as a preprocessing step to suppress background 

features and enhance ROIs.  The CNN used for the detector utilized binary cross entropy [140] 

functions for each class (defect/non-defect) to form a linear relation for the total cost model.  

This allowed the addition of a parameter (λ) to provide a greater penalty cost to errors related to 

defect classifications.  In contrast to the CNN used in [135], the study introduced an adaptive 

strategy [141] for the CNN learning rate.  In addition, the method estimated uncertainty in the 

detection result by calculating the sample mean and variance from the CNN dropout [142] during 

the testing phase.  Performance of the network was analyzed by calculating the fraction of 

defects correctly identified (FDI) and the classification (detection) accuracy for a range of λ (1 ≤

𝜆 ≤ 11) and decision thresholds θ, (0.1 ≤ 𝜃 ≤ 0.9).  The optimal FDI=0.991 and 

accuracy=0.981 was achieved when λ=1.1, and θ=0.4.  This was an interesting result in that it is 

very close to the unweighted cost function and the optimal decision threshold was very close to 

the mid-range of the decision threshold. 

2.3 Symbolic Representation of Time Series 

Much of the literature review to this point has focused on EC defect response features 

selected by the researcher or in the case of DL approaches learned by the algorithm.  In a more 
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general sense, EC defect responses can be considered as time series and there is another area of 

research that investigates the development of symbolic representations of time series which 

greatly aid data mining operations. 

According to the creators and the custodians of the University of California, Riverside 

(UCR) Time Series Archive [143], data mining of time series at least started in the 1990s with 

the work of Agrawal et al. [144].  The research is relevant in that time series are typically high 

dimensional, requiring dimensionality reduction techniques that permit effective analysis with 

ML methods.  These dimensionality reduction techniques create a symbolic representation of the 

time series under study. 

A more recent survey of the symbolic representation of time series methods categorizes 

such approaches as “Feature-based Time Series” analysis [145].  In the work of [145], two type 

distinctions are made in feature-based time series analysis in terms of how the spatial/temporal 

ROI is partitioned to obtain the features.  The feature types are referred to as global and 

subsequence.  

2.3.1 Global Feature-Based Time Series Analysis 

Global features typically utilize features extracted for analysis by considering the entire 

temporal interval of study.  Examples of such previous methods used for mapping the time series 

to a feature space (and subsequent extraction) from the quantitative EC analysis literature review 

include Discrete Fourier Transform, PDF similarity, PCA, and Lissajous signature analysis. 
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2.3.2 Subsequence Feature-Based Time Series Analysis 

In contrast to global features, subsequence features are obtained by partitioning the ROI 

in terms of spatial/temporal boundaries and extracting features from the partitioned intervals 

resulting in a symbolic representation of the time series subsequences.  

As an example, Piecewise Aggregate Approximation (PAA) [146-148] approaches first 

partition the ROI using Haar basis functions of identical time scale width that span the interval 

and then obtain the arithmetic mean for the samples in each subinterval.  It is noted that the PAA 

approach differs from the Haar wavelet transform in that the Haar wavelet transform utilizes 

differing time scales of orthogonal basis functions to decompose the signal into frequency bands.  

Thus, the Haar wavelet system and wavelet systems in general can be problematic for 

applications such as spatial/temporal comparisons (data mining) of time series.  

Piecewise Trend Approximation (PTA) [149,150] decomposes a time series based on a 

ratio measure of the difference between successive sampled values (i.e., trend ratio).  Further 

dimensionality reduction is achieved by determining subsequence trends in the time series by 

using the sign change locations in the trend ratio sequence and a predetermined trend ratio 

threshold.  The resulting segmented time series is again dimensionally reduced by calculating the 

segment trend ratio using the values from the detected segment end points. 

Other researchers provided algorithms that are based on a form of down sampling.  

Perceptually Important Points (PIP) [151] is an example of such an approach in that it utilizes a 

bisection-like segmentation algorithm to locate a predefined number of extrema within a ROI, 

starting with the sampled values at the beginning and ending of the interval. 

Along with algorithms that directly perform dimensionality reduction on time series, 

other methods attempt to reduce dimensionality by locating interesting patterns in subsequences 
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of time series.  One such example, shapelets [152] achieve dimensionality reduction by locating 

subsequences in a time series that are highly representative of the class of the time series.  Stated 

differently, provided a dataset consisting of two classes of time series examples discovered 

shapelets can be used to perform binary classification.  In the original development, the shapelet 

subsequences are obtained by sliding a window across the time series in the dataset and locating 

subsequences that minimize intraclass distance while maximining interclass distance as 

measured by information gain of the partitioned dataset.  

Discovery of shapelets due to the sliding window technique can be excessively time 

consuming.  Further developments in the field have sought to decrease the discovery process.  

Abdullah et al. [153] utilize intelligent caching and pruning of the discovery space.  The authors 

in [154] reduce shapelet discovery time by learning subsequences which optimize a classification 

objective function.  In [155] the authors reduce discovery time by utilizing the generalized 

eigenvector method [156]. 

Motif [157-160] discovery is another time series analysis technique that locates common 

subsequences in time series with a goal of summarizing the time series in terms of the common 

patterns.  The algorithm requires a range parameter to ensure that trivial matches which are close 

to the first detection of a Motif subsequence do not adversely affect the results.   

By contrast to motifs, discords [161-163] locate the most unusual or anomalous 

subsequences in time series.  Locating discord subsequences in a time series is accomplished by 

using a sliding window of predetermined length and calculating from all possible time series 

subsequences the subsequence that has the largest not trivial match distance.  As with shapelets, 

discovery of motifs and discords can be time consuming tasks.  Some researchers have 

investigated methods to reduce the time necessary for the discovery process.  An example of 
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such a method is provided in [164] that utilizes prior subsequence frequency information and 

Markov models in the detection of unusual subsequences. 

The literature review of EC analysis methods revealed few examples of data-centric 

methods that utilized subsequence-based features as previously mentioned.  Wavelet-based 

approaches used in EC analysis methods provide the ability for time-frequency series analysis, 

but have been used for defect response denoising in some applications.  In other analysis 

methods, a subset of features extracted from the wavelet decomposition procedure have been 

used for classification (e.g., defect type) and inversion applications.  Few EC analysis studies 

which have used PNNs for classification of defect types appear to have used the time series 

defect response without dimensionality reduction of the defect signatures.  

2.3.3 Feature-Based Time Series Similarity Search 

A central enabling concept for feature-based time series analysis are measures of distance 

or similarity between sequences.  One feature-based time series analysis technique not discussed 

to this point, but directly related to similarity measures is similarity search (also termed indexing 

or template matching [165]).  Indexing applications are employed when the analyst needs to 

determine the prevalence of a template sequence in a time series dataset.  Indexing queries return 

sequences in the dataset that match the template in accordance with a predefined query criterion. 

There exists a considerable amount of research literature regarding indexing techniques 

for symbolic representations of time series.  Examples of such works can be categorized in terms 

of the similarity measure employed. 

Dynamic Time Warping (DTW) [166-169] approaches attempt to account for the fact that 

frequently, time series sequences may exhibit high similarity but are delayed in time relative to 
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one another and thus not aligned.  DTW attempts to warp the time axis which permits sequence 

alignment according to a desired minimum distance criterion. 

Tree Data Structure [170-177] approaches to sequence similarity construct hierarchical 

models of regions in the feature space which serve to localize similar features.  The models can 

then be represented using tree data structures to efficiently find sequences that match a specified 

template. 

Other approaches to similarity search of symbolic representations of time series are based 

on approaches commonly used in text-based similarity searches.  

Longest Common Subsequence (LCSS) [178-183] is a method based upon dynamic 

programming that identifies the longest subsequence between an unknown time series 

representation and the template.  Such methods typically allow omissions between sequence 

elements being compared and similarity is measured by the number of elements in the LCSS.  

Edit Distance [184-187] is another similarity search method that considers the symbolic 

represented time series as strings from a predefined alphabet and calculates the number of edit 

operations necessary to make the sequences consistent.  In such methods a cost function must be 

defined for insertion, deletion, and substitution operations and similarity is judged by a minimal 

threshold criterion. 

Lastly, some approaches to similarity search in symbolically represented time series 

employ methods based on 𝑙𝑝 norms [188,189].  These approaches determine similarity by 

calculating the 𝑙𝑝 norm between the two time series representations.  One very common measure 

used is the Euclidean distance (𝑙2 norm).  
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CHAPTER III 

ANALYSIS OF PREVIOUS QUANTITIATIVE EC RESEARCH 

The literature review revealed a number of gaps in existing knowledge some of which 

provide motivating factors for the dissertation hypothesis.  The factors are discussed in the 

following sections of this chapter. 

3.1 Issues with Physics-Based Model Approaches 

3.1.1 Simulation Issues 

As indicated in the literature review, EC inversion physics-based model approaches 

although rigorously grounded in scientific models suffer from numerous issues.  One of the 

issues mentioned frequently in the literature is that the problems are not well-posed in the 

Hadamard sense (e.g. [43,190]).  In addition, some forward model validation studies (e.g. [47]) 

indicated discrepancy between the validation and forward model simulation.  Other studies (e.g. 

[49,50]), addressed methods to handle various noise sources that can have a detrimental effect on 

the inversion accuracy.  Studies such as [191] indicate the need to consider the influence of 

multiple cracks in close proximity to one another during inversion analysis as these can influence 

the shape of the defect response. 

3.1.2 EC Probe Variability 

Another issue is the need to account for all relevant sources of the EC probe geometry in 

the simulation.  An example of this can be readily demonstrated in the case of EC simulation 
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analysis that utilize D-coil type probes.  There are a number of factors in the probe construction 

(e.g., coil set back, orientation of the coil within the shoe) that can significantly influence the 

estimated probe response [192] and must be accounted for to attain more accurate inversion 

results.  

3.2 Issues with Data-Centric Approaches 

3.2.1 Dimensionality Considerations 

Data-centric approaches to EC problems typically involve hand selection of features or in 

the case of DL features learned by the algorithm.  Largely, these approaches exhibit one common 

characteristic, dimensionality reduction in the pre-processing stage.  As pointed out in [193], data 

pre-processing can have an immense effect on the performance of a ML based system.  Properly 

reducing the number of inputs to a ML algorithm can have the effect of providing a better 

representation of the pdf for the input features.  This is readily demonstrated in EC scan image-

based approaches of [116] and [119] where the ECI data was aggregated and used to develop 

estimated pdfs for the defect/non defect regions at the expense of losing spatial/temporal 

representations of the data.  Dimensionality reduction allows the ML algorithm to avoid the 

commonly known pitfall of the “curse of dimensionality” [194]. 

In addition to dimensionality reduction, in the case of ML classifier algorithms (which 

are many times used in data-centric EC inversion approaches), input features that are highly 

discriminative can greatly increase the accuracy of the classifier.  An example of this can be seen 

in [195], where the authors mention that data-centric analysis approaches that rely solely on ECI 

Lissajous responses for features in the analysis of defects from voids or non-metallic particles 

could be problematic due to the close similarities among the responses for different defect 

classes. 
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3.2.2 Noise Effects 

EC line scan signals are representative of a nonstationary process [196] that is affected by 

nonlinear dynamics (e.g., temperature, material surface condition, defects, etc.).  The 

significance of this fact is that the time-frequency aspect of the phenomena usually must be 

considered in the analysis to gain greater understanding.  Previous Spectrogram and wavelet 

decomposition ECI analysis methods can facilitate time-frequency analysis; however, in-band 

noise in the defect response signature which cannot be effectively removed can present 

problems.  Empirical Mode Decomposition (EMD) [197,198] which decomposes a signal using 

envelope information into intrinsic mode functions representative of frequency bands inherent in 

the signal, have been employed in EC analysis of SG tube defects [199] and defect detection 

using Pulsed Eddy Current (PEC) [200].  However, EMD does suffer from issues such signal 

spikes (noise) and other issues as described in [201].  In these aforementioned cases, ML models 

should be verified at regular intervals to ensure that nonstationary effects of the phenomena are 

not adversely affecting the ML model. 

Noise removal is another process that can have detrimental effect on the accuracy of data-

centric EC analysis approaches.  As indicated in the literature review, varied wavelet systems 

have been used in the analysis of ECI data.  In [93], a hard thresholding technique was used to 

remove noise from the EC response.  Such approaches can be quite effective provided that the 

noise is not in the frequency band of the EC signal, however, as pointed out in [115] in some 

cases complete noise removal is not possible.  Care must be taken using the reconstructed EC 

signal to extract features for a ML algorithm as artifacts from the wavelet basis functions can be 

present that can negatively affect amplitude-based features in the defect response (e.g. [202]). 
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Other noise abatement algorithms such as median filtering [203], can also negatively 

impact EC line scan ML approaches that extract amplitude-based features if the window is not 

properly sized.  Some researchers (e.g. [204]), have attempted to fit the noise using analytical 

based models (e.g., polynomial surfaces) in ECI scan image approaches to improve the 

detectability of defect signatures by removing low frequency trends in the image.  Care must be 

taken when using these approaches to quantify any distortion to the remaining defect signature. 

3.2.3 Training Time 

Lastly, as indicated in [108] and alluded in [135], DL networks can exhibit fairly long 

training times in a tradeoff for robustness of the model as indicated in [108].  It is possible that 

future research in feature representations could provide information to reduce training times in 

DL methods by providing more focused feature learning algorithms for these methods. 

3.3 Lack of Research in Robust Automated Defect Detection and Feature Extraction 

Much of the existing EC research focuses on techniques that improve physics-based 

model performance in both forward and inverse problems.  Data-centric EC analysis approaches 

largely focus on algorithm development and defect description with little discussion on defect 

detection and or feature extraction.  For instance, in [115],[116],[119] which are EC scan image-

based approaches, suspect defect regions appear to be inspector selected or based upon amplitude 

thresholding with little discussion of the method used.  Despite the vast literature concerning 

data-centric EC analysis techniques, opportunities do exist for automated EC line scan defect 

detection and feature extraction techniques that are resilient to decreased SNR situations which 

are not typically investigated in laboratory scenarios.  In addition, such detection techniques 

should provide ample response information from which metrics can be obtained to both assess 
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the confidence in the detection result and to build response quality models.  Lastly, such 

detection techniques should provide the ability to compare defect responses and analysis 

methods which is another lesser studied area discovered from the literature review. 

3.4 Lack of Explainability/Interpretability in Many Quantitative EC Models 

One common observation made in data-centric and physics-based EC analysis 

approaches was the lack of uncertainty information provided with the output of the analysis 

model.  More recent research (e.g.  [49],[50],[125]) has begun to focus on the issue.  On a larger 

scale, ML based approaches are often seen as black box models and research efforts have 

focused on Explainability and Interpretability (Explainable Artificial Intelligence – XAI) of the 

black box models typically to aid human understanding [205-210].  At a basic level, Explainable 

ML approaches create explanation models that attempt to explain the validity of the black box 

model result to the human user.  These approaches can have issues such as how the automation 

model is validated in [211] or from the lack of constraints in the solution space that correspond 

to domain knowledge as discussed in [212].  In [213], the authors mention that one approach to 

the problem is to construct “simple models with clear internals” (e.g. [214]) as a means to 

increase interpretability of the ML model.   

Many ECI scenarios are used to determine the operational state of the UUT as a precursor 

to a decision of its suitability for continued service.  Therefore, it is critical that data-centric 

models used for this purpose possess highly interpretable and explainable characteristics.  In 

[215], the authors stress the need to view AI or ML solutions within the context of Information 

Augmentation (IA) [216-225] for the analyst or inspector. 
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In either approach, possessing numerous ML models that tackle the problem in differing 

ways may be one way to increase the analyst’s understanding of the phenomenon under study 

3.5 Dissertation Hypothesis 

Considering the motivating factors discussed, this dissertation will attempt to answer the 

following hypothesis: 

Is it possible to improve highly interpretable data-centric EC model(s) that can 

detect and quantify in a novel and meaningful way various defect response signatures 

obtained by a D-coil based ECI system for the purposes of better enabling data mining 

functions? 

Central to the hypothesis statement is the concept of interpretability.  In the context of 

this dissertation, interpretability will be defined as possessing the following narrowly defined 

attributes: 

• The data-centric models must possess IA attributes in that they facilitate efficient 

querying of past defect signatures which is a common data mining function. 

• Defect response alternative representations possess simple to understand features 

and concepts. 

• Defect response alternative representations facilitate the ability to identify 

relevant anomalous features in the defect signature. 

3.5.1 Method Outline 

The method proposed to answer the hypothesis will be composed in two parts and will 

focus on dimensionally reduced SoG representations of D-Coil defect responses.  It will be 

demonstrated that such representations can significantly boost the performance of interpretable 

ML classification and function approximator designs.  Description of the constituent methods 

and their rationale are provided in the following sections. 
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3.5.1.1 Automated SoG Surrogate Modeling of D-Coil EC Line Scan Data 

In many quantitative EC research approaches, the published probe response signals have 

a Gaussian-like appearance (e.g. [226-236]).  The Gaussian property of defect responses has 

been exploited in previous research using a SoG approach as indicated in the literature review.  

Specifically, the SoG approach has been used to characterize EC defects in terms of position, 

width, and depth using collections of Gaussian pairs and an artificial neural network [105].  In 

another EC analysis study, the SoG approach was utilized to combat in-band noise in the defect 

response [115].  However, these approaches assumed prior knowledge of the number of 

Gaussian elements present in the defect signature.   

As indicated in Figure 1.4, typical D-coil EC line scan probe response signals to have a 

Gaussian-like appearance, but they vary in the number of Gaussian-like elements and are often 

asymmetric in appearance.  Therefore, an automated approach to approximation of D-Coil defect 

response signatures via SoG elements must be able to reliably determine an indeterminate 

number of SoG elements. 

Numerous Gaussian curve fitting approaches utilize the fact that the exponential term of 

the Gaussian function is quadratic.  Using this feature, the curve fitting problem is reduced to a 

quadratic line fit by taking the logarithm of both sides of the Gaussian equation [237-240]. 

Implicit in the efficacy of these approaches is that the ROI is sufficiently isolated and not 

strongly influenced by other Gaussian signals in the vicinity and that sufficient data points exist 

in the ROI to reliably determine a candidate fit. 

However, the number of data points that represent an EC defect signature can be rather 

small, corrupted by colored noise, and in the immediate vicinity of other Gaussian-like signals of 

interest.  This can present problems for algorithms that utilize quadratic line fitting.   
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Other approaches to curve approximation utilize a SoG approach with one notable 

example being a technique that transforms the original signal into a scale-space representation 

[241] and then processes the transformed signal to obtain the initial Gaussian parameters which 

are then optimized via the Marquardt algorithm [242]. 

Typical D-Coil defect response signatures, due to probe geometry and scan speed for 

small defects typically only require a small range of σ (width) values of interest for analysis.  

Scale-space filtering approaches could possibly yield SoG fitted parameters that are outside the 

realm of interest for the analyst.   

The presented algorithm makes no assumption as to the number of Gaussian-like 

components in the D-Coil defect signature, addresses the asymmetric nature of the defect 

response signatures, and provides the analyst tunable parameters along with a method to capture 

SoG features in the defect response signals based on probe geometry and scan speed. 

Central to the presented method is the application of MM-based filtering.  MM based 

operations are not just limited to single frequency EC analysis, but are often used in other EC 

analysis methods such as PEC (e.g. [243]).  Of the MM filtering-based EC filtering techniques 

surveyed, an interesting trend was observed: non-binary MM approaches were used when 

investigating an individual ECI scan whereas binary MM approaches were used when filtering 

C-scan EC images.  However, in both cases the filtering kernel used was based on a model of the 

entire EC defect signature.  The presented algorithm attempts to decompose the defect response 

by utilizing only a MM filtering kernel modelled on a hypothesized portion of the EC defect 

signature as a means to build a complete defect response signature model. 

As indicated in the literature review, in many applications an EC defect signature feature 

like peak amplitude is used to characterize the defect.  The proposed algorithm provides greater 
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information about the defect signature that can greatly improve the reliability and precision of 

the characterization processes that rely on this feature. 

The proposed method employed in this study draws upon the Parzen-Rosenblatt method 

[244,245] often utilized in KDE but in the present case it is used to create two 2-D Gaussian 

image matrices of the positive and negative partitioned 1-D D-coil EC line scan signal.  The 

resulting image matrices are then binarized and subject to binary MM operations which were 

used to further isolate and detect the SoG features in the signal.  This was accomplished by 

selecting a structuring element (SE) and expected width parameter that places a lower and upper 

bound on the width of a detected SoG feature.  Once the initial candidate SoG parameters 

(amplitude, mean, and standard deviation) are obtained, they are subject to a two-phase 

constrained optimization procedure using the interior point method. 

Significant time reduction can be realized in the optimization fitting procedure methods 

and similarly the training procedure in Neural Network methods by restricting the solution 

universe to the area of interest.  In the case of the presented algorithm, the parameters optimized 

are constrained using range information obtained from the detection portion of the algorithm. 

The adaptive constraints employed ensure that the fitted SoG features are within the solution 

universe expected by the analyst.  The constrained optimization procedure employed utilizes a 

two-pass approach.  The first pass fits the SoG parameters to each detected Gaussian-like 

signature individually, then another pass is executed using all the parameters from the first pass 

and fitting the entire response holistically.  The second pass was performed to seek a better fit to 

the defect response signature by considering mixtures of adjacent SoG features in the 

approximation.  The output of the optimization procedure is a set of SoG parameters (amplitude, 
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mean, variance) that represent the defect response signature and achieve significant 

dimensionality reduction. 

3.5.1.2 Symbolic Representation of Defect Responses via SoG Features 

As indicated in the literature review, previous research regarding analysis of symbolic 

representations of time series are largely general-purpose algorithms in that they do not directly 

exploit known properties of the signal characteristics.  In many circumstances this is due to 

consideration of the speed of the algorithm due to the time cost of the search procedures.  In 

many instances attempts are made to learn the signal properties.  To study the benefit of utilizing 

the Gaussian properties in defect responses two case studies were investigated. 

In the first case study, a collection of Gaussian features was created by amalgamating 

normalized SoG features extracted from numerous D-coil defect response signatures.  Clustering 

methods were utilized to determine classes of the SoG elements based on feature amplitude and 

width.  The resulting cluster information was then used as part of a novel enhancement to 

methods that utilize PAA which boosts its classification accuracy 

 In the second case study, the SoG representation of the D-Coil defect responses were 

used as inputs to processes that created symbolic representations in an effort to boost the 

classification accuracy for an interpretable ML classifier often utilized in the EC analysis 

literature, the PNN. 
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CHAPTER IV 

DATA SOURCE DESCRIPTIONS 

The datasets used for this study were collected using the USAF ECIS during various 

probe calibration operations on differing materials and equipment configurations.  

4.1 Data Collection Procedure 

Immediately prior to an ECIS inspection, the probe undergoes a calibration procedure to 

determine the optimal response of the probe as measured by the extrema amplitude extents in the 

vertical channel.  The procedure entails an automated raster scan over an EDM notch in 

predefined index increments for a specified number of individual line scans.   

At the end of the calibration response search procedure, the probe is robotically moved 

back to the index where the maximal response was detected and the probe drive gain is 

automatedly adjusted until the extrema response amplitude attains a predetermined acceptable 

range. 

Table 4.1 provides a summary of the ECI parameters used for collection and the UUT 

material of the datasets and Figure 4.1 provides a simplified diagram of the inspection setup. 
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Table 4.1 Study Dataset Summary 

Dataset 

ID 

Nominal 

Coil 

Diameter 

(In.) 

Material Coil/Notch 

Orientation 

Index 

Distance 

(In.) 

No. Line 

Scans/Sequence 

 

No. 

Samples 

DS1 0.040 Inconel Transverse 0.005 25 50 

DS2 0.020 Titanium Transverse 0.010 10 50 

DS3 0.040 Inconel Transverse 0.005 25 2375 

 

 

Figure 4.1 Simplified Diagram of ECI Setup 

The centerline of the D-coil is transverse to the EDM notch on the UUT. 

As indicated in Figure 4.1 at each line scan, the volume of the EDM defect region in the 

probe reception field varies.  It is also noted that the diagram does not reflect possible differences 

in coil orientation due to probe manufacture or system alignment. 

4.1 DS1 Dataset 

DS1 consists of data from two separate calibration sequences and was collected using a 

test frequency of 2 MHz (which is common to the ECIS) at a scan rate of 5 in./s.  An example of 

the line scans in DS1 is provided in Figure 4.2. 
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Figure 4.2 DS1 Example Line Scans 

 

Referencing Figure 4.2, the ROI contained one EDM notch (dim.: 0.010 (l) x 0.004 (w) x 

0.006(d) in.) in all instances.  The defect response is located in the region (0.01 ≤ 𝑡 ≤ 0.06 𝑠.) in 

all cases.  Noise was estimated in an area known to not have a defect which was the time interval 

( 0.07 ≤ 𝑡 ≤ 0.1 𝑠. ). 

4.2 DS2 Dataset 

DS2 consists of data from seven separate calibration sequences in a manner similar to 

that described for DS1.  However, DS2 was collected with a test frequency of 6 MHz (due to the 

effect of increased surface noise of titanium at lower frequencies via the skin depth phenomenon) 

at a scan rate of 0.83 in./s.  An example of the line scans in DS2 is provided in Figure 4.3. 
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Figure 4.3 DS2 Example Line Scans 

 

Referencing Figure 4.3, the ROI contained two EDM notches (dim.:0.010 (l) x 0.004 (w) 

x 0.006(d), dim.: 0.010 (l) x 0.004 (w) x 0.009(d) in.) in all instances.  The defect response was 

located in the intervals (0.1s ≤ t ≤ 0.3s, 0.7s ≤ t ≤ 0.9s) in all cases.  Noise was estimated utilizing 

the time interval between the two defects ( 0.3 < 𝑡 ≤ 0.6 𝑠. ). 

4.3 DS3 Dataset 

After the initial analysis of the SoG features obtained from DS1 and DS2, the calibration 

record sources for DS1were expanded in number in an effort to capture greater possible 

morphologies that may be present in the defect responses and to further verify the robustness of 

the proposed methods.  In addition, for each line scan, the estimated noise record was expanded 
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to 1000 datapoints and located immediately prior to the ROI to better investigate the Signal-to-

Noise (SNR) of the estimated noise, the actual signal, and the SoG representations.   

DS1 and DS2 were utilized to study the initial effectiveness of the SoG features in 

approximating the defect response.  The DS3 dataset was utilized primarily in the study of 

symbolic representation of defect responses via SoG features. 
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CHAPTER V 

FEATURE DETECTION AND EXTRACTION ALGORITHM 

5.1 SoG Feature Detection and Extraction (SoGFDE) Outline  

A diagram of the SoGFDE algorithm [246] is provided in Figure. 5.1 with a detailed 

description of the algorithm stages following. 

 

Figure 5.1 SoGFDE Process Diagram. 

Referencing the block diagram, the input defect response vector d, is separated into positive and 

negative portions.  The resulting vectors are then subject to further feature detection and 

extraction operations independently until the Feature Modeling step. 
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5.2 Gaussian Image Generation and Binarization 

Table 5.1 provides pseudocode for the Gaussian image generation and binarization 

process. 

Table 5.1 Gaussian Image Generation and Binarization Algorithm 

Algorithm: BinarizeDefectResponse 

Input: 

𝑆𝑎𝑚𝑝𝑙𝑒𝑑 𝑑𝑒𝑓𝑒𝑐𝑡 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐝 = [𝑑1, 𝑑1, … , 𝑑𝑛]
𝑻 

𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑖𝑛𝑠𝑡𝑎𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐭𝒔 = [𝑡1 = 0, 𝑡2, … , 𝑡𝑛]
𝑻 

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑃𝑒𝑎𝑘 𝑊𝑖𝑑𝑡ℎ: 𝜎𝑒  

𝐵𝑖𝑛𝑎𝑟𝑦 𝐼𝑚𝑎𝑔𝑒 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑: 𝛼 

Output: 

𝐵𝑖𝑛𝑎𝑟𝑦 𝐼𝑚𝑎𝑔𝑒 𝑀𝑎𝑡𝑟𝑖𝑐𝑒𝑠: 𝐁+, 𝐁− 

Step Description 

1. Partition s such that  
𝐝 =  𝐝+ − 𝐝− 

Where  

𝑑𝑖
+ = {

𝑑𝑖,           𝑑𝑖 > 0 
0,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝑑𝑖
− = {

|𝑑𝑖|,           𝑑𝑖 < 0 
0,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

1 ≤ 𝑖 ≤ 𝑛, 𝑛 ∈ ℤ 

2. Find the maximum values in each partitioned signal: 

𝑑𝑚𝑎𝑥
+ = max(𝐝+) , 𝑑𝑚𝑎𝑥

− = max(𝐝−) 
3. Normalize the partitioned signals  

𝐝𝑛
+ = 

𝐝+

𝑑𝑚𝑎𝑥
+ ,         𝐝𝑛

− = 
𝐝−

𝑑𝑚𝑎𝑥−
  

4. For each partitioned signal vector, form a Gaussian Image Matrix (e.g., for 

positive part)  

𝐠𝑖
+ = 𝑑𝑖

+ exp (−
(𝐭𝐬 − 𝑡i)

2

𝜎𝑒2
) ,   1 ≤ 𝑖 ≤ 𝑛 

𝐆+ = [𝐠1
+ … 𝐠𝑛

+] 
5. Create the partitioned vector Binary Image Matrices such that 

𝐁+(𝑖, 𝑗) = {
1, 𝐆+(𝑖, 𝑗)  ≥ 𝛼
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝐁−(𝑖, 𝑗) = {
1, 𝐆−(𝑖, 𝑗)  ≥ 𝛼
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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As indicated in Table 5.1, the original sampled defect response signal is partitioned into 

positive and negatives values (step 1) with each partitioned signal normalized onto the interval 

[0,1] (steps 2,3). 

Next, for each partitioned signal, a 2-D signal image (dimension n x n) is created by 

using the spatial/temporal location in the ROI and normalized amplitude of each signal data point 

as the mean and amplitude of a Gaussian function of prespecified standard deviation (𝜎). The 

fitted functions are arranged in columnar format (step 4).  With this arrangement, the original 

signal values are located along the main diagonal of the constructed signal image but stretched in 

time.  Selection of the known standard deviation is not critical, however, if the value is too large 

it will increase the number of calculations necessary for the MM filtering portion of the 

algorithm and increase the number of sample points considered for analysis in the neighborhood 

of each 𝑑𝑖 value. 

Lastly, a thresholding operation is performed on the normalized Gaussian signal image 

such that values above a pre-specified binary image threshold (𝛼) referenced to the maximum 

amplitude value in the window, are set to unity, and values below the threshold value set to zero.  

The process creates a simplified binary image of the 1-D signal in 2-D which can be viewed as 

indicative of a top-down view of the original signal.  Selection of the binary image threshold in 

1-D can be interpreted as related to the SNR measure.  In terms of the binary image, it reveals 

the neighborhood data points around the peak in the Field of View (FoV) by the algorithm. 

5.2.1 Selection of Expected Peak Width  

Selection of 𝜎𝑒, should reflect knowledge of the ECI configuration.  As stated earlier for 

EC line scans, the probe is scanned over the ROI and due to the differential nature of the probe 

coils and the speed of the scanning procedure, the coil closest to the defect will detect the defect 



 

47 

presence before the trailing coil.  This knowledge directly affects the peak width of the defect 

response [247].  Therefore, for defects that are small compared to the coil diameter, 𝜎𝑒 was 

calculated as: 

Let 𝑑𝑐 = 𝑝𝑟𝑜𝑏𝑒 𝑐𝑜𝑖𝑙 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 (𝑖𝑛. ) and 𝑣𝑠 = 𝑠𝑐𝑎𝑛 𝑟𝑎𝑡𝑒 (
 𝑖𝑛.

𝑠.⁄ ) 

 

𝜎𝑒 =
0.5𝑑𝑐
𝑣𝑠

 (5.1) 

 

Notwithstanding, the algorithm presented is general enough in nature that 𝜎𝑒 may be 

selected based upon other analysis methods. 

5.2.2 Selection Methods for Binary Image Threshold 

The value of 𝛼 is selected to determine the neighborhood size around a detected peak or 

equivalently the number of data points to be considered in the detection and feature extraction 

procedure.  If the value is too small, unwanted noise will be included in the binary Gaussian 

image.  Conversely, if the value is too large, useful portions of the peak neighborhood are 

excluded from analysis.  This study investigated two methods for the calculation of 𝛼.  The first 

determined the parameter by considering a dataset of line scans to determine a global value for 

the parameter.  By contrast, another method was employed that calculated 𝛼 by only considering 

an individual line scan to determine a local value for the parameter.  Descriptions of the methods 

employed follow.  
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5.2.2.1 Global Method 

Initial analysis of the performance of the SoGFDE algorithm (for DS1 and DS2) 

employed a global scheme to determine the value for 𝛼.  The method utilizes the fact that the 

datasets in the study have defects that occur in known regions (ref. Chapter 4).  Stated formally, 

a matrix D was defined for a dataset 𝔇 such that each row 𝐝𝑖of D contains the absolute values of 

the line scan record: 

[𝐃]𝑖 = |𝐝𝑖|, ∀ 𝐝𝑖 ∈ 𝔇    

 

Next, submatrices are extracted such that, 

𝐃𝑖,𝐷 = [𝐃]𝑖,𝑑𝑒𝑓𝑒𝑐𝑡_𝑟𝑒𝑔𝑖𝑜𝑛, 𝐃𝑖,𝑁 = [𝐃]𝑖,𝑛𝑜𝑖𝑠𝑒_𝑟𝑒𝑔𝑖𝑜𝑛   

 

Defining the operator: 𝐃̅ as the mean of the elements of the matrix D, then  

 

𝛼 =
𝐃𝑁̅̅ ̅̅

𝐃𝐷̅̅ ̅̅
 (5.2) 

 

 

5.2.2.2 Local Method 

In the analysis of DS3, the method to determine alpha in equation 5.2 was reformulated 

to provide the estimate of 𝛼 by considering the number of data points to be used in the estimate.  

This approach provided the mechanism to allow a range of 𝛼 values to be investigated that can 

adapt per each line scan.  Details of the methods employed are provided in the algorithm listed in 

Table 5.2. 
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Table 5.2 Local Estimation of Binary Image Threshold 

Algorithm: EstimateAlpha 

Input: 

𝑆𝑎𝑚𝑝𝑙𝑒𝑑 𝑑𝑒𝑓𝑒𝑐𝑡 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐝 = [𝑑1, 𝑑1, … , 𝑑𝑛]
𝑻 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 𝑝𝑜𝑖𝑛𝑡𝑠 𝑓𝑜𝑟 𝛼 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒: 𝑚 

𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 𝑏𝑖𝑛 𝑤𝑖𝑑𝑡ℎ: 𝛾 

Output:  

𝐵𝑖𝑛𝑎𝑟𝑦 𝐼𝑚𝑎𝑔𝑒 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑: 𝛼 

Step Description 

1. Partition s such that  
𝐝 =  𝐝+ − 𝐝− 

Where  

𝑑𝑖
+ = {

𝑑𝑖 ,           𝑑𝑖 > 0 
0,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝑑𝑖
− = {

|𝑑𝑖|,           𝑑𝑖 < 0 
0,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

1 ≤ 𝑖 ≤ 𝑛, 𝑛 ∈ ℤ 

2. Find the maximum values in each partitioned signal: 

𝑑𝑚𝑎𝑥
+ = max(𝐝+) , 𝑑𝑚𝑎𝑥

− = max(𝐝−) 
3. Normalize the partitioned signals  

𝐝𝑛
+ = 

𝐝+

𝑑𝑚𝑎𝑥
+ ,         𝐝𝑛

− = 
𝐝−

𝑑𝑚𝑎𝑥−
  

4. Concatenate the normalized partitioned signals  

𝐝𝑛 = [𝐝𝑛
+ | 𝐝𝑛

−] 
5. 𝐛 = {1,… , 3𝛾, 2𝛾, 𝛾}   , 0 ≤ 𝛾 ≤ 1 

6. 𝐡 = 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚(𝐝𝑛, 𝐛) 
7. 𝐜ℎ = 𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒𝑆𝑢𝑚(𝐡) 
8. 𝑖𝑚𝑖𝑛 = 𝐹𝑖𝑛𝑑𝑀𝑖𝑛𝐼𝑛𝑑𝑒𝑥(𝐜ℎ, 𝑚) 
9. 𝛼 = 𝐛[𝑖𝑚𝑖𝑛] 
 

Table 5.2 describes an algorithm which utilizes the number of sample points to include in 

the estimate as an input parameter.  The sampled input response signal is firstly normalized onto 

the interval [0,1] separately for the positive and negative portions to preserve the zero mean 

aspect of the input signal.  Next, a histogram is constructed over the 𝛼 values investigated.  The 

histogram bin values are supplied in reverse order so the largest amplitude values in the input 

signal are at the front of the histogram counts vector h (steps 5,6).  Arrangement of the 

histogram counts in this manner permits the cumulative sum of the histogram counts (step 7) to 
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be constructed such that the appropriate alpha value can be obtained via a left right search of the 

cumulative sum vector (step 8,9). 

5.3 MM Filtering 

Once the binary signal images are created, the images are subjected to the binary erosion and 

dilation MM operators using a structural element that consists of a binarized Gaussian signal image 

of smaller width than the original signal. The pseudocode for the filtering operation is provided in 

Table 5.3. 

Table 5.3 MM Filtering Algorithm 

Algorithm:DenoiseImages 

Input: 

𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑖𝑛𝑠𝑡𝑎𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐭𝒔 = [𝑡1 = 0, 𝑡2, … , 𝑡𝑛]
𝑇 

𝐵𝑖𝑛𝑎𝑟𝑦 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝐼𝑚𝑎𝑔𝑒 𝑀𝑎𝑡𝑟𝑖𝑥: 𝐁𝑛x𝑛 

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑃𝑒𝑎𝑘 𝑊𝑖𝑑𝑡ℎ: 𝜎𝑒  

𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑖𝑛𝑔 𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑊𝑖𝑑𝑡ℎ 𝐷𝑒𝑙𝑡𝑎: ∆ 

𝑆𝐸 𝐵𝑖𝑛𝑎𝑟𝑦 𝐼𝑚𝑎𝑔𝑒 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑: 𝛽 

Output: 

𝐷𝑒𝑛𝑜𝑖𝑠𝑒𝑑 𝐷𝑒𝑓𝑒𝑐𝑡 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝐵𝑖𝑛𝑎𝑟𝑦 𝐼𝑚𝑎𝑔𝑒𝑠: 𝐁𝑑
+, 𝐁𝑑

− 

Step Description 

1  Define Structuring Element (SE) width 
𝜎𝑆𝐸 = 𝜎𝑒 − ∆ 

2 Form SE matrix from known Gaussian signal 

 

𝐟𝑖 = exp

(

 
 
−

(𝐭𝐬 − 𝑡𝒊,𝒏−𝟏
𝟐

)
2

𝜎𝑆𝐸
2

)

 
 
, 

 

 𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑛 

 

𝐅 = [𝐟1 … 𝐟𝑛] 
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Table 5.3 (continued) 

Step Description 

3 Create the associated Binary SE matrix and obtain submatrix 

containing the SE as the minimum bounding rectangle (MBR). 

𝐁𝑆𝐸(𝑖, 𝑗) = {
1, 𝐅(𝑖, 𝑗)  ≥ 𝛽
0 𝑜𝑡ℎ𝑒𝑟𝑖𝑤𝑖𝑠𝑒

 

𝐒𝐄 = 𝑀𝐵𝑅(𝐁𝑆𝐸) 
4  Perform the MM open “∘“ (erode “⊖ " and dilation “⊕ ") operation on 

the signal Binary Gaussian Image Matrices: 

𝐁𝑑
+ = 𝐁𝑆𝐸 ∘ 𝐁

+ = (𝐁𝑆𝐸⊖𝐁+) ⊕ 𝐁+        
𝐁𝑑
− = 𝐁𝑆𝐸 ∘ 𝐁

− = (𝐁𝑆𝐸⊖𝐁−) ⊕ 𝐁−        
 

Referencing Table 5.3, a Gaussian shaped disc structuring element is created (steps 1-3) 

and utilized by the MM operations (step 4) to remove or reduce non-Gaussian-like peaks from 

the binary image or equivalently the ROI. 

5.4 Initial Feature Detection 

After the binary signal images are processed by the MM operations, a simplified variant of the 

K-means algorithm was applied to the resulting images to determine the location and number of 

the initial Gaussian peak centers. Table 5.4 provides pseudocode for the initial peak determination 

portion of the algorithm. 

Table 5.4 Initial Peak Determination Algorithm 

Algorithm:  FindInitialPeaks 

Input: 

𝐵𝑖𝑛𝑎𝑟𝑦 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝐼𝑚𝑎𝑔𝑒 𝑀𝑎𝑡𝑟𝑖𝑥(𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑): 𝐁𝑛x𝑛 

Output: 

𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝐶𝑒𝑛𝑡𝑒𝑟𝑠: 𝐩𝑗,min 

𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝐶𝑒𝑛𝑡𝑒𝑟𝑠: 𝑟𝑒𝑔𝑖𝑜𝑛_𝑙𝑜𝑐𝑠 
Step Description 

1. Find the indices of the columns in B where change of state occurs and count and 

identify the possible peak regions 

𝐛 = 𝑑𝑖𝑎𝑔(𝐁) 
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Table 5.4 (continued) 

Step Description 

1.  𝐱 = 𝑎𝑏𝑠(𝑑𝑖𝑓𝑓(𝐛)) 

𝐢 = 𝑓𝑖𝑛𝑑_𝑖𝑛𝑑𝑖𝑐𝑒𝑠(𝐱 == 1) 
 

𝑤ℎ𝑒𝑟𝑒 𝑞 = 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑖𝑛𝑑𝑖𝑐𝑖𝑒𝑠 𝑖𝑛 𝐢 
 𝑖1 = 1, 𝑖𝑞+1 = 𝑛 

 

𝐢 𝑖𝑠 𝑎 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 (𝑞 + 2,1) 
 
[𝑛𝑢𝑚_𝑟𝑒𝑔𝑖𝑜𝑛𝑠, 𝑟𝑒𝑔𝑖𝑜𝑛_𝑙𝑜𝑐𝑠] = 𝐶𝑜𝑢𝑛𝑡𝑃𝑒𝑎𝑘𝑅𝑒𝑔𝑖𝑜𝑛𝑠(𝐛, 𝐢) 
 

2. For each of the possible cluster regions in the image B, find the cluster center. 

Let m represent the number of column indices in the jth cluster.  Define the 

candidate cluster centers along the main diagonal of the region: 

 

𝐩𝑙 = (𝑙, 𝑙), 𝑤ℎ𝑒𝑟𝑒 𝑖𝑗(1) ≤ 𝑙 ≤ 𝑖𝑗(𝑚), 𝑙 ∈ ℤ  

let 

[𝐫𝑗,𝐜𝑗] = 𝑓𝑖𝑛𝑑(𝐁(: , 𝑖𝑗(1): 𝑖𝑗(𝑚)) == 1) 

Represent the indices of the active pixels in cluster j. 

 

Calculate the sum of the Euclidean distances for each active pixel to each 

candidate cluster center 

𝐝𝑙 =∑√(𝑟𝑘 − 𝑙)2 + (𝑐𝑘 − 𝑙)2
𝑚

𝑘=1

 

 

3. Obtain the initial cluster center for the jth region as the index of the minimum of 

the summed distances vector 𝐝𝑙 (𝐩𝑗,min) in step 2 and the region location extents 

𝑟𝑒𝑔𝑖𝑜𝑛_𝑙𝑜𝑐𝑠.  
 

Referencing the pseudocode listing in Table 5.4, if detected peaks are present in the input 

filtered binary Gaussian image matrix, they will be located along the main diagonal of the image.  

Using this information, step 1 in the listing locates the state transitions along the main diagonal 

of the filtered binary Gaussian image matrix.  This information is used to locate the regions in 

the image that contain detected Gaussian peaks.  
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Step 2, utilizes the indices of the detected regions that correspond to the clusters 

identified in step 1 and then calculates the Euclidean distance to each possible cluster center.  

The initial guess at the cluster centers are the indices along the main diagonal for a given region.   

Lastly, in step 3 for a given cluster region, the columnar index along the main diagonal 

that has the minimum summed Euclidean distance is selected as the initial guess for the peak 

center.   

In early testing of the Initial Feature Determination Algorithm the K-Means algorithm 

was investigated and misclassification of cluster centers occurred frequently.  As a result, the 

presented algorithm was developed that is much like K-means but is simplified in the fact it 

utilizes known features of the construction of the filtered binary Gaussian image matrix to 

eliminate cluster misclassification errors. 

By partitioning the original signal into positive and negative portions, adequate 

separation in the point clusters is obtained that greatly reduces cluster misclassification (and 

consequent inaccurate peak center calculations).   

The initial peak centers are used as an initial guess for the Gaussian μ parameter for a 

given peak and the region boundary vector 𝐢 as identified in Table 5.4, was used to determine the 

width of the cluster which is representative of peak width or standard deviation parameter σ. 

The results of application of the simplified variant of the K-Means algorithm are a set of 

cluster centers (spatial or temporal locations) and widths that along with the associated amplitude 

values will comprise the initial means, standard deviations, and amplitudes for the signal 

fitting/feature modelling portion of the algorithm. 
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5.5 Feature Modelling 

After obtaining the initial estimated SoG parameters from the Binary Gaussian Images, 

the nonlinear constrained optimization [248,249] algorithm ‘fmincon’ in MATLAB was used in a 

two-phase process to determine the estimated optimal model of the SoG approximation 

parameters to the original signal. 

During the first phase, each SoG parameter feature set was independently modelled to the 

respective portion of the original partitioned signal using the cluster centers and region width 

information obtained by the initial feature detection algorithm as constraints for the 𝜇 and 𝜎 

parameters.  Amplitude constraints were constructed by using the extrema values of the original 

defect response within a given cluster region.   

The second phase estimation process used the fitted SoG parameter features from the first 

phase and fitted the entire SoG parameter feature set to the original signal.  Both optimization 

phases used the Summed Squared Error (SSE) metric as the objective function. The second 

phase optimization can be stated mathematically as follows: 

 

Assuming the SoGFDE algorithm detected p peaks: 

Given: 

𝑃𝑒𝑎𝑘 𝑚𝑒𝑎𝑛𝑠: 𝛍 = [𝜇1, 𝜇2, … , 𝜇𝑝]
𝑇
 

𝑃𝑒𝑎𝑘 𝑤𝑖𝑑𝑡ℎ𝑠: 𝛔 = [𝜎1, 𝜎2, … , 𝜎𝑝]
𝑇
 

𝑃𝑒𝑎𝑘 𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒𝑠: 𝐚 = [𝑎1 = 𝑑(𝜇1), 𝑎2, … , 𝑎𝑝]
𝑇
 

𝑂𝑟𝑖𝑔𝑛𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐝 = [𝑑1, … , 𝑑𝑛]
𝑇 

𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑖𝑛𝑠𝑡𝑎𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐭𝒔 = [𝑡1 = 0, 𝑡2, … , 𝑡𝑛]
𝑇 
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The SoG response is calculated as: 

 

𝐟𝑒𝑠𝑡 =∑𝑎𝑖 exp (−
(𝐭𝐬 − 𝜇𝑖)

2

𝜎𝑖
2 )

𝑝

𝑖=1

 (5.3) 

 

The objective function used to optimize each of the Gaussian mixtures is then: 

 

𝑆𝑆𝐸 =∑(𝐝− 𝐟𝑒𝑠𝑡)
2

𝑛

𝑖=1

, 𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑛 (5.4) 

 

5.6 Residual SoGFDE 

For some defect responses, the initial pass of the SoGFDE algorithm misses content and 

requires a second pass on the residual signal.  An example of the phenomenon from the DS3 

dataset is provided in Figure 5.2. 
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Figure 5.2 Two-Pass SoG Feature Extraction Example 

From the top left (a) results of the initial pass of the extraction algorithm does not capture the 

peak between the minimum and maximum response, (b) SoG feature extraction on the residual 

defect response signal, (c) the final defect response (RMSE =3.6264 mV and residual error vs. 

estimated noise SNR= 0.2076 dB). 

To investigate the behavior of the SoGFDE algorithm parameters for the defect responses 

in DS3, an iterative search method was employed to determine the optimal alpha threshold 

parameter for each defect response in terms of minimal RMSE when compared to the original 

response.  Pseudocode for the approach is provided in Table 5.5. 
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Table 5.5 SoGFDE Minimum RMSE Search Algorithm. 

Algorithm: TwoPassSoGFeatureExtraction 

Input: 

𝑆𝑎𝑚𝑝𝑙𝑒𝑑 𝑑𝑒𝑓𝑒𝑐𝑡 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐝 = [𝑑1, 𝑑2, … , 𝑑𝑛]
𝑻 

𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑖𝑛𝑠𝑡𝑎𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐭𝒔 = [𝑡1 = 0, 𝑡2, … , 𝑡𝑛]
𝑇 

𝑉𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 𝑝𝑜𝑖𝑛𝑡𝑠 𝑟𝑎𝑛𝑔𝑒 𝑓𝑜𝑟 𝛼 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒: 𝐦 = [𝑚1, 𝑚2, … ,𝑚𝑘]
𝑇 

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑃𝑒𝑎𝑘 𝑊𝑖𝑑𝑡ℎ: 𝜎𝑒  

𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑖𝑛𝑔 𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑊𝑖𝑑𝑡ℎ 𝐷𝑒𝑙𝑡𝑎: ∆ 

𝐵𝑖𝑛𝑎𝑟𝑦 𝐼𝑚𝑎𝑔𝑒 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑: 𝛼 

𝑆𝐸 𝐵𝑖𝑛𝑎𝑟𝑦 𝐼𝑚𝑎𝑔𝑒 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑: 𝛽 

Output:  

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑛𝑑 𝐹𝑖𝑛𝑎𝑙 𝑆𝑜𝐺 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛: 
𝐶𝑜𝑙𝑢𝑚𝑛𝑤𝑖𝑠𝑒 𝑚𝑎𝑡𝑟𝑖𝑥 𝑜𝑓 𝑓𝑖𝑡𝑡𝑒𝑑 𝑆𝑜𝐺 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 (𝐴, 𝜇, 𝜎):  𝐏min(𝟑𝐱𝐩) 

𝑆𝑜𝐺 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑑𝑒𝑓𝑒𝑐𝑡 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒: 𝐟 = [𝑓1, 𝑓2, … , 𝑓𝑛]
𝑻 

𝐵𝑖𝑛𝑎𝑟𝑦 𝐼𝑚𝑎𝑔𝑒 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (𝑟𝑒𝑠𝑢𝑙𝑡𝑖𝑛𝑔 𝑖𝑛 𝑚𝑖𝑛𝑖𝑚𝑎𝑙 𝑅𝑀𝑆𝐸):  𝛼𝑚𝑖𝑛 

1. Foreach (𝐦)   
{ 

2.      𝛼 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝐴𝑙𝑝ℎ𝑎(𝐝,𝑚𝑖) 
3.      𝐏𝑖𝑛𝑖𝑡𝑖𝑎𝑙(i) = 𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑆𝑜𝐺𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝐝, 𝐭𝒔, 𝛼, 𝛽, ∆, 𝜎𝑒) 
4.      𝐟𝑖𝑛𝑖𝑡𝑖𝑎l(i) = 𝐺𝑒𝑛𝑆𝑜𝐺𝐶𝑢𝑟𝑣𝑒(𝐭𝒔, 𝐏𝑖𝑛𝑖𝑡𝑖𝑎𝑙) 
5.      𝑒𝑟𝑟𝑜𝑟𝑖𝑛𝑖𝑡(𝑖) = 𝑅𝑚𝑠𝑒(𝐝, 𝐟𝑖𝑛𝑖𝑡𝑖𝑎l)   

} 

6. min(𝑒𝑟𝑟𝑜𝑟𝑖𝑛𝑖𝑡) → 𝐏𝑖, 𝐟𝑖, 𝛼𝑖 
  

7. Foreach (𝐦)   
{ 

8.      𝐫 = 𝐝 − 𝐟𝑖 
9.      𝛼 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝐴𝑙𝑝ℎ𝑎(𝐫,𝑚𝑓) 

10.      𝐏𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(i) = 𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑆𝑜𝐺𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝐫, 𝐭𝒔, 𝛼, 𝛽, ∆, 𝜎𝑒) 
11.      𝐏𝑓𝑖𝑛𝑎𝑙(i) = 𝑀𝑒𝑟𝑔𝑒𝑆𝑜𝐺𝑃𝑎𝑟𝑎𝑚𝑠(𝐏𝑖, 𝐏𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(i)) 

12.      𝐟final(i) = 𝐺𝑒𝑛𝑆𝑜𝐺𝐶𝑢𝑟𝑣𝑒 (𝐭𝒔, 𝐏𝑓𝑖𝑛𝑎𝑙(i)) 

13.      𝑒𝑟𝑟𝑜𝑟𝑓𝑖𝑛𝑎𝑙(𝑖) = 𝑅𝑚𝑠𝑒(𝐝, 𝐟𝑓𝑖𝑛𝑎𝑙)   

} 

14. min(𝑒𝑟𝑟𝑜𝑟𝑓𝑖𝑛𝑎𝑙) → 𝐏𝑓 , 𝐟𝑓 , 𝛼𝑓 

 

Referencing Table 5.5, 𝛼 is estimated using the Local Method described in section 

5.2.3.2 (steps 2 and 9).  Steps 1 through 5 iterate using each 𝛼 value calculated from the supplied 

defect response and number of data points considered (m) approximating the defect response 
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with the SoGFDE algorithm.  At the end of the initial pass the 𝛼 value and associated SoG 

parameters and estimated response resulting in minimal RMSE when compared to the original 

defect response are determined (step 6).  The aforementioned process is repeated again (steps 7 

through 14) on the defect response residual determined as indicated in step 8. 

It is noted that this estimating procedure is made possible by preserving the zero mean 

aspect of the supplied defect response and the additive nature of the SoG representation. 

5.7 Analysis Methods 

The analysis methods employed in the study of DS1 and DS2 were selected to 

demonstrate the SoGFDE method performance for approximating the entirety of the response 

and the response extrema.  In addition, an implementation of the Radial Basis Function Neural 

Network (RBFNN) from MATLAB via the command ‘newrb’ was used to compare the SoGFDE 

based estimates to a similar established method.  Descriptions of the analysis metrics and 

methods follow. 

5.7.1 SoG Approximation Analysis Methods 

Definitions of the analysis metrics employed in the study of the datasets in this study are 

provided in Table 5.6. 

Table 5.6 SoGFDE Approximation Analysis Metrics 

Metric Formula 

Maximum Amplitude Δ 𝑚𝑎𝑥(𝐝defect) −𝑚𝑎𝑥(𝐟defect) 

Minimum Amplitude Δ 𝑚𝑖𝑛(𝐝defect) −𝑚𝑖𝑛(𝐟defect) 

Defect Response RMSE 

(l samples) √∑ (𝐝𝒅𝒆𝒇𝒆𝒄𝒕 − 𝐟𝑑𝑒𝑓𝑒𝑐𝑡)
2𝑙

𝑖=1

𝑙
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Table 5.6 (continued) 

Metric Formula 

Estimated Noise RMS 

(m samples) √
∑ (𝐝𝒏𝒐𝒊𝒔𝒆)2
𝑚
𝑖=1

𝑚
        

SoG Approximation 

RMSE 

(n samples) 
√
∑ (𝐝 − 𝐟)2𝑛
𝑖=1

𝑛
        

SoG Residual to Noise 

SNR 

(n samples) 
20𝑙𝑜𝑔 (√

∑ (𝐝 − 𝐟)2𝑛
𝑖=1

∑ 𝐧2𝑛
𝑖=1

) 

 

Defect Response RMSE and Estimated Noise RMS analysis metrics are taken over the 

subintervals 𝐝𝑑𝑒𝑓𝑒𝑐𝑡, 𝐝𝑛𝑜𝑖𝑠𝑒 (see Chapter 4) from the original signal and the SoG approximation 

(f).  The noise estimate record is identified as n. 

5.7.2 SoG Representation Comparison to RBFNN  

The SoGFDE method proposed in this dissertation is similar in some aspects to previous 

approaches to the RBFNN [251] used for function approximation.  However, many 

implementations of the RBFNN treat the RBF neuron sigma parameter as a constant for all 

neurons as this is a condition for satisfying the universal approximation property [252].  Other 

researchers have noted that the universal approximation property can have drawbacks in that the 

number of “building blocks” (in the present case Gaussian functions) can be unbounded to attain 

the desired accuracy [253]; a property which can introduce interpretability issues.  To 

demonstrate the effectiveness of the SoGFDE algorithm and to highlight the differences in 

approximation of D-Coil defect responses, it was compared to the MATLAB implementation of 

RBFNN (‘newrb’).  To aid in the discussion of the comparison results a brief discussion of the 

relevant implementation details for the RBFNN follow. 

The MATLAB RBFNN implementation creates RBF neurons centered at each sampling 

instant of constant spread (σ) that span the entire of the ROI.  The RBFNN is a two-layer 
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network consisting of a hidden layer of RBF neurons along with associated weights and bias and 

connected to a purelin layer that provides the sum of the RBF contributions to the approximation.  

At each iteration of the approximation process, the RBF neuron with the largest error is selected 

and the associated weights and bias are adjusted to minimize the Mean Square Error (MSE).  The 

maximum number of RBF neurons is specified as input to the function.  The design of the 

RBFNN for function approximation can be stated mathematically as follows:  

Let 𝐪[𝐭], 𝐭 = [𝑡1 = 0, 𝑡2, … , 𝑡𝑛]
𝑻 define an approximation to a supplied function 𝐝[𝐭]. 

The approximation can then be written as the linear summation of a collection of 

weighted kernel functions: 

 

𝐪[𝐭] =∑𝑤𝑖𝐾 (
𝐭 − 𝑧𝑖
𝑠𝑖
)

𝑀

𝑖=1

=∑𝑤𝑖𝐪𝐾,𝑖

𝑀

𝑖=1

 (5.5) 

 

In the present case, the kernel functions are a linear collection of Gaussian functions: 

 

𝐪[𝐭] =∑𝐴𝑖𝑒𝑥𝑝 (
(𝐭 − 𝜇𝑖)

2

𝜎𝑖
2 )

𝑀

𝑖=1

 (5.6) 

 

Referencing Equation 5.6 in the case of Gaussian function kernels, there are three 

variables that can be adjusted for approximation: 𝐴𝑖 , 𝜇𝑖, 𝜎𝑖.  

The MATLAB implementation of the RBFNN for function approximation defines kernel 

nodes centers at each point of the input vector (𝜇𝑖), therefore referencing Equation 5.6, M=n.  In 

addition, for each kernel node 𝜎𝑖 = 𝜎.  At each iteration, the kernel node with the largest MSE is 

identified and added to a collection of kernel functions that are subject to solution of a linear set 
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of equations from which the updated 𝐴𝑖 is obtained in terms of weights and a bias term.  Stated 

mathematically for the ith iteration, the set of identified kernel functions is: 

𝐐𝐾,𝑖 = [𝐪𝐾𝟏, 𝐪𝐾𝟐, … , 𝐪𝐾𝒊]
𝑻
 

From which the updated 𝐴𝑖 values are calculated as 

𝐖i = [
𝐐𝐾,𝑖
𝟏
]                 

Where 𝟏 a row vector of 1’s of the same dimensions as [𝐪𝐾𝒊]
𝑇
 

[𝐚, 𝑏]𝐖𝑖 = 𝐝                

[𝐚, 𝑏]𝐖𝑖𝐖𝑖
−1 = 𝐝𝐖𝑖

−1 

 

[𝐚, 𝑏] = 𝐝𝐖𝑖
−1 (5.7) 

 

From the estimate in Equation 5.7, the amplitude or weight for the pth RBF kernel node is 

then: 

 

𝐴𝑝 = 𝑎𝑝 + 𝑏, 1 ≤ 𝑝 ≤ 𝑖 (5.8) 

To further analyze the estimation performance of the SoGFDE algorithm, the 

aforementioned MATLAB RBFNN implementation was utilized for comparison of the 

approximated response to the original in terms of the defect response RMSE.   

To ensure fair comparison, the RBFNN implementation was constrained in terms of the 

maximum number of neurons to the number of SoG elements found using the SoGFDE 

approximation method. 

.
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CHAPTER VI 

SOGFDE APPROXIMATION RESULTS 

This chapter investigates the estimation performance of the SoGFDE algorithm visually 

and in terms of the analysis methods discussed in section 5.7.  In addition, the dual (residual) 

pass SoGFDE approximation is investigated and the resulting RMSE compared to the original 

response and estimated noise records.  Lastly, the SoGFDE method is compared to a similar 

common implementation RBFNN used in function approximation. 

6.1 SoGFDE Initial Pass Results 

The following subsections in this section present the results from only an initial pass of 

the SoGFDE algorithm over the line scan records in DS1 and DS2.  However, prior to presenting 

these results a visual analysis of the algorithm is conducted for a line scan from the DS2 dataset. 

6.1.1 Visual Analysis of SoGFDE Algorithm 

Figures 6.1 through 6.3 provide an example of the results obtained from the SoGFDE 

algorithm for a record from the DS2 data set. 
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Figure 6.1 Example Gaussian Image Matrix (scaled color) 

 

Referencing Figure 6.1, the top plot and bottom images show two EDM defect responses 

present in the ROI from DS2. The Gaussian image matrices are shown as scaled color images for 

the 𝐝+ and 𝐝−partitioned exemplar signal.  As indicated in the Gaussian images, defect 

responses lie along the main diagonal and dilated in time.  Noise largely appears as vertical lines 

with little lateral (horizontal) extent in the images.  The peaks of the two defect responses are 

clearly visible. 

Next, the images in Figure 6.1 were subject to the binarization process described in Table 

5.1.   
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Figure 6.2 Binary Gaussian Image of Exemplar Signal 

 

Referencing Figure 6.2, the binarization process removes much of the undesired noise in 

the defect response.  In addition, processing the partitioned signals separately provides greater 

separation of the SoG features.  Next, the binarized images in Figure 6.2 were subject to MM 

filtering and the results are indicated in Figure 6.3  
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Figure 6.3 MM Filtered Exemplar Signal 

 

As indicated in Figure 6.3, the MM filtering clearly isolates the SoG features in the defect 

response.  The SE used to denoise the exemplar signal shown in Figure 6.3 is provided in Figure 

6.4. 
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Figure 6.4 SoGFDE MM Filtering Gaussian Structuring Element. 

Top image (a) is of the normalized Gaussian structuring element.  Image (b) is the structuring 

element after binarization. 

The images in Figure 6.3 were then used as input to the Initial Feature Detection and 

Modelling stages of the algorithm.  Figure 6.5 presents the approximation results compared to 

the original response in terms of the Defect Response RMSE measure. 
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Figure 6.5 SoGFDE Approximation Results for DS2 Exemplar Signal 

 

As indicated Figure 6.5 the SoG approximation is in close agreement with the original 

defect response with an RMSE=2.9597 mV which is lower than the estimated noise region 

RMS=10.6643 mV by a factor of 3.6. 

6.1.2 Algorithm Parameters for DS1 and DS2 

Utilizing the parameter estimation procedures described in Sections 5.2.2 and 5.2.3.1 the 

SoGFDE algorithm parameters were calculated for DS1 and DS2 and are listed in Table 6.1. 
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Table 6.1 Algorithm Parameters Used for Analysis of DS1 and DS2 

Parameter 

DS1 DS2 

Value Value 

𝛼 0.0672 0.1388 

𝜎𝑒 0.004 0.024 

∆ 0.002 0.012 

𝛽 0.9 0.9 

 

Analysis of the DS1 and DS2 datasets using the SoG approximation analysis methods 

follow. 

6.1.3 DS1 Results 

Figures 6.6 through 6.8 show results of the SoGFDE algorithm approximation results for 

the records in DS1. 

 

Figure 6.6 DS1 SoG Approximation RMSE Histogram. 

The red dashed vertical line in the plot denotes the 75th percentile value for the RMSE histogram 



 

69 

As shown in Figure 6.6, 75% of the records had a RMSE less than 11.978 mV.  Figures 

6.7 and 6.8 show the minimum and maximum RMSE cases for DS1. 

 

Figure 6.7 DS1 SoG Approximation RMSE Minimum Case. 

 

As shown in Figure 6.7, the algorithm detected all five features in the defect response 

RMSE differs from the estimated noise RMS by 0.6037 mV. 
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Figure 6.8 DS1 SoG Approximation RMSE Maximum Case. 

 

Referencing Figure 6.8, The algorithm detected four defect features.  However, there are 

possible discrepancies in the response maximum and minimum peaks that simple peak analysis 

algorithms may not detect (note interval  0.025 ≤ 𝑡 ≤ 0.045).  The noted discrepancies 

however, are detectable by minimum and maximum amplitude ∆ metrics when compared to the 

results of Figure 6.6.  In addition, there is a much larger difference between the Defect Response 

RMSE when compared to the Estimated Noise RMS (22.3440 mV-5.7071 mV=16.6369 mV) 

providing further indication of possible anomalies in the defect response. 

6.1.4 DS2 Results 

Figures 6.9 through 6.11 show the SoGFDE algorithm approximation results for the 

records in DS2. 



 

71 

 

Figure 6.9 DS2 SoG Approximation RMSE Histogram. 

The red dashed vertical line in the plot denotes the 75th percentile value for the RMSE histogram. 

Referencing Figure 6.9, the SoG approximation RMSE for records in DS2 is noticeably 

lower than that for DS1 as indicated by the lower 75th percentile value.  This result indicates that 

the records in DS2 are more Gaussian-like in appearance than the records in DS1.  Similar to the 

results presented for DS1, Figures 6.10 and 6.11 show the minimum and maximum RMSE cases 

for DS2.  
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Figure 6.10 DS2 SoG Approximation RMSE Minimum Case. 

 

 

Figure 6.11 DS2 SoG Approximation RMSE Maximum Case. 
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Figures 6.10 and 6.11 indicate an inversion in the probe response signature for the two 

EDM notches in the ROI that could be easily detected by comparing the SoG representation 𝐴 

and 𝜇 parameters between the two feature sets.  In addition, Figure 6.11 indicates larger Defect 

Response RMSE and Estimated Noise RMS when compared to Figure 6.10.  This information 

coupled with the difference in extrema peak ∆’s indicates a difference in the noise magnitude 

between the two responses and provides quantifiable information regarding the difference.  

However, in the case of Figure 6.11, the Defect Response RMSE is lower than the Estimated 

Noise RMS by 1.1493 mV. 

6.1.5 Results Discussion for DS1 and DS2 

Collectively, the results of sections 6.1.3 and 6.1.4 indicate that with very basic analysis 

metrics SoG approximation models can be used effectively to compare D-Coil defect response 

signals, uncover anomalies, and to gain a greater understanding of the datasets studied.  

It is noted that the SoG approximation RMSE range for DS2 was approximately 1.77 

times lower than that of DS1. This is an interesting result considering that DS2 contained two 

defect responses in the ROI compared to one in the DS1 ROI.  This is also indicative that the 

SoG representation provides a better approximation for the Titanium defect records than the 

Inconel records.  In addition, the results of Figures 6.10 and 6.11 provide quantitative evidence 

that the defect responses in DS2 are more Gaussian-like in their appearance; a fact that could 

possibly be used to construct more informed detection algorithms regarding D-Coil responses to 

defects in Titanium materials.   

Lastly, as indicated in Figures 6.8, 6.10, and 6.11 for both datasets, there were lower 

amplitude peak features in both datasets that were not detected by performing a single pass of the 

SoGFDE algorithm. 
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6.2 Residual SoGFDE Results 

The following subsections detail the results of initial and residual passes of the SoGFDE 

algorithm over the DS3 dataset. 

6.2.1 DS3 Results 

The SoGFDE algorithm parameters for the analysis of DS1 and DS2 were determined 

using known defect/non-defect regions of the ROI across the entirety of the datasets.  As 

discussed in sections 4.3 and 5.6 an alternate method was employed to enable a more accurate 

and robust SoG approximation of defect responses in terms of lower RMSE.  The following 

discusses the parameters used and the results obtained. 

6.2.1.1 Algorithm Parameters for DS3  

Table 6.2. lists the parameters used for the initial and residual SoGFDE process described 

in section 5.6 for the defect responses in DS3. 

Table 6.2 DS3 Initial and Residual Pass SoGFDE Algorithm Parameters 

Parameter Initial Pass 

Value 

Residual Pass 

Value 

𝑚 {400,500,… ,900} {500,600, . .900} 
𝜎𝑒 0.006 0.004 

∆ 0.004 0.003 

𝛽 0.9 0.9 

𝛾 0.025 0.025 

 

As indicated in Table 6.2, the values for 𝜎𝑒 and  ∆ were widened when compared to Table 

6.1 to account for tolerance in the probe diameter and to enable capture of smaller width peaks 

that may be present in the defect response.  
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6.2.1.2 SoG Approximation RMSE Results 

Using the parameters listed in Table 6.2 the SoGFDE initial and residual feature detection 

process was executed.  For each record in DS3, the SoG Approximation RMSE was obtained for 

the initial and residual passes.  The resulting histograms are provided in Figures 6.12 and 6.13. 

 

Figure 6.12 DS3 Initial Pass SoG Approximation RMSE Histogram. 

The red vertical line in the plot denotes the 99th percentile value for the RMSE histogram.  
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Figure 6.13 DS3 Residual Pass SoG Approximation RMSE Histogram.  

The red vertical line in the plot denotes the 99th percentile value for the RMSE histogram. 

As indicated in Figures 6.12 and 6.13, performing a second pass of the SoGFDE 

algorithm on the residual defect response resulted in a factor 2.84 reduction in the 

Approximation RMSE for the worst case (maximum RMSE) and a factor 2.49 reduction when 

considering the 99th percentiles of the RMSE values for the records in DS3.  Figure 6.14 

provides a plot of the SoG approximation for the maximum RMSE in the DS3 dataset.  
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Figure 6.14 DS3 Residual Pass SoG Approximation RMSE Maximum Case. 

 

As indicated in Figure 6.14, even for the worst case SoG approximation RMSE, the 

SoGFDE algorithm correctly identified the five (5) features present in the defect response with 

the noise in the interval: 0.06 ≤ 𝑡 ≤ 0.1 ignored. 

6.2.1.3 SoG Residual to Estimated Noise SNR Results 

In addition to calculating the SoG approximation RMSE for the records in DS3, the 

SoGFDE final residual errors were compared to the noise estimate records.  A histogram of the 

results is provided in Figure 6.15.  
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Figure 6.15 DS3 SoG Residual to Estimated Noise SNR Histogram. 

The red vertical line in the plot denotes the 99th percentile value for the SNR histogram. 

 

The histogram in Figure 6.15 indicates that 99% of the SoGFDE final residuals for the 

records in DS3 are less than 2.11:1 SNR.  For context, a commonly used minimum SNR listed 

for EC detection purposes is 3:1 [250].  Using this information, the SoGFDE final residuals for 

DS3 only contained four (4) records where the SoG final residual would have an SNR large 

enough to meet the minimal requirements for defect detection.  To illustrate the nature of the 

error between the SoGFDE final residual and the associated noise estimate record, an example of 

the worst case SoG Residual to Noise Estimate SNR is provided in Figure 6.16.  
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Figure 6.16 DS3 SoG Residual to Estimated Noise SNR Maximum Case. 

 

 Referencing Figure 6.16, the SoG approximation closely matches the original response 

through the defect interval ( 0.0 ≤ 𝑡 ≤ 0.065 𝑠. ) and does not capture signal content outside the 

interval.  This is further evidenced by the lower comparison plot of the SoG approximation 

residual to the associated noise record where the largest discrepancies are seen in the region 

outside the area of the defect ( 0.065 < 𝑡 ≤ 0.1 𝑠. ) 

6.2.1.4 Binary Image Threshold Results 

As discussed in section 5.6, during the execution of the SoGFDE Residual Feature 

detection algorithm the 𝛼 threshold that resulted in minimal SoG approximation RSME for the 

initial and residual was obtained.  A histogram of the results is provided in Figure 6.17. 
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Figure 6.17 DS3 Initial and Residual α Threshold Histograms. 

The blue and orange dashed vertical lines in the plot denote the 75th percentile values for the 

initial and final (respectively) binary image threshold histograms.  

 

As indicated in Figure 6.17, for the range of α values investigated, the histograms show 

close similarity for the α parameter for both the initial and residual pass of the algorithm with the 

final α indicating a slightly decreased range (variance) of values referenced by the lower 75th 

percentile value.  The results indicate that the SoGFDE algorithm is detecting and approximating 

elements that are relevant to the defect response and largely ignoring the noise in the ROI. 

6.2.1.5 Comparison to RBFNN Approximation 

To investigate the comparative performance of the SoGFDE algorithm against the 

existing MATLAB RBFNN method a subset of 475 records (consisting of the first five line scans 

from each calibration sequence) in the DS3 dataset were selected.  The RBFNN width parameter 
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(σ) was varied through a range of values and at each value the dataset records were 

approximated.  A summary of the relevant RBFNN parameters are listed in Table 6.3. 

Table 6.3 RBFNN Parameters used for SoGFDE Comparison 

Parameter Description Value(s) 

MSE Error Goal 0 

Number of Added  

Neurons per Iteration 

1 

Maximum No. Neurons ≤ SoGFDE estimated parameters 

σ [0.0005,0.001,0.002,0.003,0.004] 

Sigma width parameters were selected to be consistent with the widths considered in the 

SoGFDE approximation.  In addition, the maximum number of RBF neurons were limited in 

upper bound to the number of parameters utilized in the SoGFDE estimate to ensure fair 

comparisons. 

The results of the experiment are provided in Table 6.4 and Figure 6.17.   

Table 6.4 RMSE Comparison Statistics for RBFNN and SoGFDE for DS3 Subset 

 Approximation RMSE 

Approximation 

Method 

RBF  

σ 

Min. Mean Max Variance 

RBFNN 0.0005 3.325 13.160 43.014 52.984 

0.001 3.594 9.359 30.318 22.644 

0.002 3.399 7.670 133.080 44.424 

0.003 3.263 19.648 1287.876 7009.378 

0.004 3.210 54.176 4903.559 102832.086 

SoGFDE 2.791 5.679 14.601 3.364 

Lowest RMSE values annotated in bold font.  All RMSE values are in units of mV. 

As indicated in Table 6.4, the SoGFDE method consistently outperformed the RBFNN 

method for the neuron width values investigated.  An example of one of the common pitfalls of 

utilizing the RBFNN to estimate D-coil defect signals is provided in Figure 6.18. 
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Figure 6.18 RBFNN vs. SoGFDE Approximation Example 

 

As shown in Figure 6.18. the SoGFDE approximation better estimates both the extrema 

extents of the defect response to include the inflection points that occur between the extents.  The 

constant σ width values of the RBFNN limits its estimative ability.  The SoGFDE estimation is 

more selective in the sense that it ignores the non-defect portions of the signal (i.e., 0 ≤ t ≤ 0.01, 

0.07 ≤ t ≤ 0.1).  This point is an example of another shortfall of the RBFNN estimation in that it 

assumes all data points in the investigated interval are ranked in importance based on the largest 

remaining contribution to MSE and then attempts to determine the RBF weights (amplitudes) as 

a linear solution to a set of equations without further constraints.  One manifestation of the lack 

of additional constraints can typically be observed as the large RMSE variance values evidenced 

in Table 6.4 which clearly indicate RBF kernel node parameters that are outside the solution 

space of interest. 
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Lastly, it should be noted that in contrast to the RBFNN algorithm, the SoGFDE method 

attempts to fit possible “meaningful” features in the defect response (which are determined as the 

input parameters to the algorithm), and optimizes all three Gaussian parameters (i.e., 𝐴, 𝜇, 𝜎) as 

part of a constrained procedure instead of fitting the Gaussian feature amplitude to an interval.  

6.2.2 Results Discussion for DS3 

The dual pass SoGFDE algorithm described provides the ability to obtain a smoothed 

approximation of D-Coil defect responses.  In addition, once the SoG features have been 

extracted (or fit) to the defect response, the resulting parameters provide a dimensionally reduced 

representation.  The reduced representation is better able to approximate the defect response 

when compared to the existing RBFNN method in terms of reduced RMSE and SoG features that 

better focus upon the elements of interest to the analyst in the response. 

In addition to the approximation of the defect response, the resulting SoG features can be 

used to create and improve the performance of interpretable ML classifiers as will be discussed 

in the next two chapters of this dissertation. 
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CHAPTER VII 

SOG FEATURE ASSISTED SAX CLASSIFIERS 

7.1 Introduction 

As indicated in the literature review, the PAA symbolic representation of time series is a 

dimensionality reduction method that has been used in numerous applications.  Symbolic 

Aggregate Approximation (SAX) [147] is an extension to PAA that permits further 

dimensionality reduction and has been used as a basis for time series classification.  The 

following describes a method based on SoG feature representations that can boost the accuracy 

of the SAX method when used in the classification of D-Coil defect responses.  However, prior 

to introduction of the method, description of previous methods upon which it is based and the 

techniques used to validate the performance are discussed. 

7.2 Methodology 

7.2.1 PAA 

The PAA method achieves dimensionality reduction of a time series by segmenting the 

ROI in the time series and using the segment mean as the representative value.  Given a time 

series 𝐝 = [𝑑1, 𝑑2, … , 𝑑𝑛]
𝑇, and segment length M, the PAA is then calculated as 

 

𝑥̅𝑖 =
𝑀

𝑛
∑ [𝑑𝑛

𝑀
(𝑖−1)+1

, … , 𝑑𝑛
𝑀
𝑖
]

𝑛
𝑀
𝑖

𝑗=
𝑛
𝑀
(𝑖−1)+1

 (7.1) 
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7.2.2 SAX 

The SAX method provides a symbolic representation of time series which is an extension 

of PAA.  The method achieves further dimensionality reduction by first performing Z-score 

normalization on the time series ROI, calculating the segment PAA values then substituting a 

symbolic code for the segment mean value.  The symbolic code is obtained from a predetermined 

table of mean value discretization intervals which are constructed based on the observation that 

for many types of normalized time- series segments, the values follow a Gaussian distribution.  

Utilizing this observation, the symbolic code discretization levels are obtained by partitioning the 

PAA value Gaussian distribution into equiprobable intervals.  The number of symbolic intervals 

defines the number of symbols in the SAX alphabet for a given instance of the method. 

Although SAX is very effective in numerous settings it does have limitations.  

Researchers have developed enhancements to SAX that address the fact that the method does not 

adequately discern the series slope or shape in the segment window [254-257] for some 

applications.  Regarding these approaches, some incorporate modifications that could cause 

issues where interpretability is a concern [258],[259] by altering times series features.  Another 

issue with SAX is the inability to vary the segment window size in the ROI to which researchers 

have developed enhancement techniques to address the concern [260-265].  Lastly, some 

researchers have implemented clustering schemes to further optimize the breakpoint intervals 

[266]. 

Some of the SAX drawbacks can be observed when the method is used to analyze EC 

defect response signals.  Many approaches to quantitative EC analysis utilize the response peak 

values [267],[81] to relate a given defect response to its physical characteristics (e.g., depth or 

length).  Due to the nonstationary nature of such signals, statistics such as the mean value for a 
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specified analysis segment can incorrectly provide an estimation of the defect peak amplitude.  

This problem is compounded when utilizing the SAX representation as Figure 7.1 illustrates. 

 

Figure 7.1 SAX Representation of D-Coil Defect Response 

Segments in the plot are color coded and are annotated with the appropriate SAX symbol.  

Referencing Figure 7.1, it is noted that the peak amplitude information in the defect 

response is not correctly reflected in the SAX representation.  Positive peaks associated with the 

segments “o” and “n” are opposite in relative value when compared to the actual relative 

amplitude values due to the drastic change in the response shape within the segment, whereas, 

the two negative peaks although of different amplitude are both assigned the SAX symbol “b”.  

The segment size was selected to ensure in all cases in the ROI the defect response peaks were 

well represented in the analyzed PAA segments.  

One of the reasons for the errors in peak representations in Figure 7.1 relates to how the 

values in a given segment are discretized.  The equiprobable Gaussian distribution regions 
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criterion for discretization in the SAX method results in finer detail in the representation 

captured as the PAA value tends to zero and larger values are discretized using wider intervals 

and therefore are assigned the same value.  Thus, the discretization method of SAX can create 

dimensionally reduced symbolic representations of D-coil defect signatures that do not 

accurately capture the peak content of the response and for quantitative EC analysis that focuses 

on the extrema in the defect response amplitude, interpretability of the representation can be a 

concern. 

7.2.3 Extended SAX (ESAX) 

In an effort overcome some of the limitations of SAX, researchers have investigated 

methods that provide more information for a given time series segment.  One example, the 

ESAX method [148] extends the SAX method by adding the segment extrema amplitudes in 

addition to the PAA value.  Symbol assignment for the method utilizes the SAX breakpoints and 

enforces an order of the segment symbols based on the position of occurrence in the segment 

with the assumption that the segment mean value occurs at the midpoint of the segment.   

To address the aforementioned issues with SAX, a novel enhancement to the method 

based on the SoG features of the defect response is presented. 

7.2.4 SoG Feature-Based SAX (SoG-SAX) 

The SoG-SAX method presented consists of two components: feature discretization and 

symbol assignment.  Feature discretization is accomplished by performing clustering using the 

SoG parameter matrices for a collection of defect responses to determine the symbolic code 

breakpoints not in terms of the segment mean value as in SAX, but the segment extrema values 

in the SoG estimate of the D-coil defect response.  Once the breakpoints are obtained for the 
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specified SoG-SAX alphabet size, symbol assignment is performed using the SoG estimate for a 

given defect response and the extrema values for a given segment.  Further description of the two 

component methods employed follow. 

7.2.4.1 Feature Discretization 

The SoG feature discretization process utilizes clustering to obtain the segment extrema 

value breakpoints. A brief description of the clustering method employed and the subsequent 

process to obtain the SoG feature amplitude breakpoints is discussed. 

7.2.4.1.1 FCM 

The FCM clustering algorithm [268] is considered a soft clustering algorithm in that it 

provides membership information for a given feature vector for all determined clusters.  The 

technique can be beneficial in cases where there is suspected overlap in clusters and in many 

studies performs better than K-means [269],[270].  The method employs a weighting exponent 

(𝑚) to tune the degree of overlap in the cluster membership values for a clustered vector.  

Assuming a D-dimensional input vector X = {𝑥1, 𝑥2, … , 𝑥𝑛}, 𝑥𝑘 ∈ ℝ
𝑑 , the method searches for a 

matrix of cluster centers 𝐕 = {𝑣1, 𝑣2, … , 𝑣𝑐}, 𝑣𝑖 ∈ ℝ
𝑑, and data vector membership matrix 𝐔 =

 {𝑢1, 𝑢2, … , 𝑢𝑛}, 𝑢𝑖 ∈ ℝ
𝑐  |  ∑ 𝑢𝑖𝑗

𝑐
𝑗=1 = 1; 0 ≤ 𝑢𝑖𝑗 ≤ 1;  1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑐, subject to the 

optimization function: 

 

𝐽(𝑈, 𝑣) = ∑∑𝑢𝑖𝑘
𝑚‖𝑥𝑘 − 𝑣𝑖‖

2

𝑐

𝑖=1

𝑛

𝑘=1

 (7.2) 

 

with the cluster centers and membership values updated at each iteration as: 
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𝑣𝑖 =
∑ (𝑢𝑖𝑘)

𝑚𝑥𝑘
𝑛
𝑘=1

∑ (𝑢𝑖𝑘)𝑚
𝑁
𝑘=1

; 1 ≤ 𝑖 ≤ 𝑐 (7.3) 

 

 

𝑢𝑖𝑘 =
1

∑ (
‖𝑥𝑘 − 𝑣𝑖‖

‖𝑥𝑘 − 𝑣𝑗‖
)

2
𝑚−1

𝑐
𝑗=1

; 1 ≤ 𝑘 ≤ 𝑛, 1 ≤ 𝑖 ≤ 𝑐 
(7.4) 

 

For the purposes of this study, m=2 was utilized throughout as it provided the best 

results in terms of K-fold cross validation classification analysis metrics. 

7.2.4.1.2 Feature Discretization Algorithm 

Pseudocode for the SoG feature discretization process is listed in Table 7.1. 

Table 7.1 SoG-SAX Feature Discretization Algorithm 

Algorithm:  SoG-SAX_Feature_Discretization 

Input: 

𝐷𝑎𝑡𝑎𝑠𝑒𝑡 𝑜𝑓 𝑆𝑜𝐺 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑀𝑎𝑡𝑟𝑖𝑐𝑒𝑠 (𝜇 𝑟𝑒𝑚𝑜𝑣𝑒𝑑):  

𝐏𝟐𝒙𝒎 = [
𝑨𝟏 𝝈𝟏
… …
𝑨𝒎 𝝈𝒎

] 

𝑆𝑖𝑔𝑚𝑎 𝐿𝑜𝑤𝑒𝑟 𝐵𝑜𝑢𝑛𝑑: 𝜎𝑙𝑏 

𝐴𝑙𝑝ℎ𝑎𝑏𝑒𝑡 𝑆𝑖𝑧𝑒: 𝑎 

Output: 

𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝐵𝑟𝑒𝑎𝑘𝑝𝑜𝑖𝑛𝑡 𝑉𝑒𝑐𝑡𝑜𝑟: 𝛽𝑎 

Step Description 

1. Partition the columns of matrix P based on sign of amplitude value A 

𝐏 = [𝐏𝑖x2
+ ]  [𝐏𝑗x2

− ]        𝑤ℎ𝑒𝑟𝑒 𝑚 = 𝑖 + 𝑗 

2. Normalize the amplitude columns of P+ and 𝐏− into the intervals [0,1] and [0, -1] 

respectively. 

3. Construct data matrices D+ and D- by performing steps 1 and 2 for each defect response 

in the dataset and concatenating the results. 
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Table 7.1 (continued) 

Step Description 

4. 𝐃+(𝜎 ≤ 𝜎𝑙𝑏) = 𝑛𝑢𝑙𝑙 
𝐃−(𝜎 ≤ 𝜎𝑙𝑏) = 𝑛𝑢𝑙𝑙 

5. [𝐊+, 𝐂+] = 𝑚𝑎𝑥 (𝐹𝐶𝑀 (𝐃+, ⌈
𝑎

2
⌉)) 

[𝐊−, 𝐂−] = 𝑚𝑎𝑥 (𝐹𝐶𝑀 (𝐃−, ⌈
𝑎

2
⌉)) 

6. [𝐤𝑚𝑖𝑛
+ , 𝐤𝑚𝑎𝑥

+ ] = 𝐹𝑖𝑛𝑑𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝐴𝑚𝑝𝐸𝑥𝑡𝑟𝑒𝑚𝑎(𝐊+, 𝐃+) 
[𝐤𝑚𝑖𝑛
− , 𝐤𝑚𝑎𝑥

− ] = 𝐹𝑖𝑛𝑑𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝐴𝑚𝑝𝐸𝑥𝑡𝑟𝑒𝑚𝑎(𝐊−, 𝐃−) 
7. 𝛃𝑎 = 𝐶𝑟𝑒𝑎𝑡𝑒𝐴𝐵𝑃𝑉𝑒𝑐𝑡𝑜𝑟(𝐤𝑚𝑖𝑛

+ , 𝐤𝑚𝑎𝑥
+ , 𝐤𝑚𝑖𝑛

− , 𝐤𝑚𝑎𝑥
− ) 

 

As referenced in Table 7.1, the SoG feature dataset only utilizes the A and σ parameters 

and is decomposed into positive and negative amplitude features prior to amplitude 

normalization (steps 1,2).  Step 4 provides the ability through the hyperparameter 𝜎𝑙𝑏, removal of 

SoG features of small width prior to the clustering process.  This operation has the effect of 

removing finer feature detail that could negatively influence the breakpoint determination.  Next, 

FCM clustering and locating the cluster extrema in terms of normalized amplitude are performed 

for the two SoG feature subsets (steps 5,6).  Lastly, the cluster amplitude extrema information is 

used in step 7 to construct the break point vector for the specified alphabet size. 

7.2.4.2 Symbol Assignment 

Utilizing the normalized amplitude breakpoints identified by clustering of the SoG 

amplitude and sigma parameters, a variant of the ESAX method using the SoG defect response 

estimate and the segment extrema amplitude values is constructed.  Pseudocode for the proposed 

method is provided in Table 7.2. 
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Table 7.2 SoG-SAX Symbol Assignment Algorithm 

Algorithm:  SoG-SAX_Symbol_Assignment 

Input: 

𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑁𝑜𝑟𝑚. 𝑆𝑎𝑚𝑝𝑙𝑒𝑑 𝑆𝑖𝑔𝑛𝑎𝑙 𝑆𝑜𝐺 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 V𝑒𝑐𝑡𝑜𝑟:  
𝐠 = [𝑔1, 𝑔2, … , 𝑔𝑛]

𝑇 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝑠: 𝑁 

𝐴𝑙𝑝ℎ𝑎𝑏𝑒𝑡 𝑆𝑖𝑧𝑒: 𝑎 

Output:  

𝑆𝑜𝐺 − 𝑆𝐴𝑋 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛: 𝒔 = [𝑠1, 𝑠2, … 𝑠2𝑁] 

Step Description 

1. 𝑓𝑜𝑟  𝑖 = 1:𝑁 

{ 

2. 𝐠𝑠 = [𝑔𝑛
𝑁
(𝑖−1)+1

, … , 𝑔𝑛
𝑁
𝑖
] 

3. 𝐱𝑖 = 𝐹𝑖𝑛𝑑𝐸𝑥𝑡𝑟𝑒𝑚𝑎 (𝐠𝑠) 
4. 𝐬𝑖 = 𝐿𝑜𝑜𝑘𝑢𝑝𝑆𝑜𝐺𝑆𝐴𝑋𝑆𝑦𝑚𝑏𝑜𝑙𝑠(𝐱𝑖, 𝑎) 

} 

 

Referencing Table 7.2, the SoG-SAX symbol assignment algorithm processes the SoG 

estimate signal that has been normalized to the interval [-1,1] and for each segment locates the 

extrema values.  The extrema values are replaced with symbols using the breakpoints determined 

previously via the SoG Feature Discretization procedure. 

7.2.5 Dataset Description 

Utilizing the dual pass SoGFDE parameter matrices obtained for DS3 as well as the 

defect response extrema values, the dataset was partitioned using an 80/20 training/test split of 

the 95 calibration sequences.  Performing the split based on the calibration sequence index 

ensures that the training and testing set line scan records are not co-mingled.   

Referencing the ECIS calibration procedure discussed in section 4.1, the amplitude 

extrema in the defect response are used for system gain adjustment prior to inspection.  Figure 
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7.2 indicates the typical extrema values for a calibration sequence in DS3 as referenced by line 

scan index. 

 

Figure 7.2 DS3 Example Calibration Sequence Defect Response Extrema Amplitude Values 

by Scan Index.  

The DS3 calibration records dataset positive and negative extremum median values are indicated 

as red horizontal lines.  

In Figure 7.2, two zones are identified based on the training dataset extrema amplitude 

medians.  Utilizing the median statistic has numerous examples in the literature as a method for 

fault detection [271-274] due primarily to its robustness to outliers.  Building a binary classifier 

that can discern defect response patterns based on the extrema features could be useful in 

quantitative analysis of the calibration sequence for detection of less sensitive EC probe or probe 

positional misalignment issues. 
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To this end, the defect responses in the training and testing datasets were partitioned into 

two classes based on the minimum and maximum amplitudes of the defect response line scans 

using the training dataset extrema median values as the class thresholds.   

Stated formally, for a specified line scan line scan 𝐝𝑖 let 𝑑𝑖(𝑚𝑖𝑛) and 𝑑𝑖(𝑚𝑎𝑥) represent the 

maximum and minimum values for the line scan 𝐝𝑖. Furthermore, let the training dataset extrema 

amplitude medians be defined as 𝑑̃𝑚𝑖𝑛 and 𝑑̃𝑚𝑎𝑥 respectively.  Utilizing this notation, a summary 

of the classes for DS3 is provided in Table 7.3. 

Table 7.3 DS3 Class Partitioning Criterion 

Class 

ID 

Extremum Amplitude  

Criterion (mV) 

Positive 𝑑𝑖(min) ≤ 𝑑̃𝑚𝑖𝑛 ∧ 𝑑𝑖(𝑚𝑎𝑥) ≥ 𝑑̃𝑚𝑎𝑥 

Negative 𝑑𝑖(min) ≥ 𝑑̃𝑚𝑖𝑛 ∧ 𝑑𝑖(𝑚𝑎𝑥) ≤ 𝑑̃𝑚𝑎𝑥 

 

For the purposes of binary classification, Table 7.3 defines the positive class as indicative 

of defect responses that are in close proximity to the expected maximum probe response for the 

scanned EDM notch.  By contrast, the negative class defect responses are all the remaining 

responses that are lower than the training dataset extrema amplitude medians. 

7.2.6 Classifier Design and Analysis Metrics 

Details of the classifier designs and analysis metrics used for evaluation of DS3 are 

discussed in the following subsections. 

7.2.6.1 1-NN Classification 

In numerous studies [275-277], analysis of the efficacy of time series symbolic 

representation is performed through use of 1-NN classification.  The rationale is that the method 
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provides a direct measure of the effectiveness of the representation in terms of classification 

accuracy which is obtained by a similarity measure.  In addition, the result is not influenced by 

hyperparameters.  This study investigated 1-NN performance using Euclidean similarity measure 

for a binary classification task. 

7.2.6.2 SVM 

The SVM has been utilized in numerous quantitative EC analysis classification 

investigations as indicated in the literature review.  The method seeks to define an optimal 

hyperplane between identified support vector features in the training set that best separate the 

dataset classes.  Although not consider inherently interpretable classifier designs [278], linear 

and quadratic SVM classifiers were employed in this study as a method to measure the 

effectiveness of the 1-NN classifier in terms of commonly previously applied classifier methods. 

7.2.7 Analysis Metrics 

The analysis metrics employed in this study are defined in Table 7.4. 

Table 7.4 Classification Analysis Metrics 

Class ID Predicted Result 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

F1-Score 2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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K-fold cross validation (K=10) was performed on the DS1 training set to determine the 

optimal alphabet size and selection of 𝜎𝑙𝑏 in terms of largest mean F1-Score. 

7.3 Results 

The following subsections detail the relevant results obtained by processing the DS3 

dataset utilizing the SoG-SAX, SAX, and ESAX methods.  

7.3.1 Clustering Results 

The DS3 training set records were processed by the aforementioned SoG feature 

discretization procedure.  Due to the random initialization of the FCM procedure, the 

clustering process was repeated for 50 separate iterations on each of the SoG feature 

subsets. The resulting means of the cluster centers and membership matrices were then 

calculated.  The clustering results are provided in Figure 7.3 
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Figure 7.3 DS3 Training Set FCM Clustering Result 

Diamond markers in the plot indicate the cluster centers. The vertical lines indicate the 

associated SAX alphabet breakpoints.  The SoG-SAX parameters used were 𝜎𝑙𝑏= 0.0008, a=11. 

Referencing the scatter plot in Figure 7.3, vertical bands in amplitude are clearly present.  

For reference, vertical annotation lines are provided indicating the breakpoints for an associated 

SAX alphabet size (a=11) for the amplitude region investigated.  It is noted that the spacing of 

the clusters (i.e., SoG parameter symbolic amplitude discretization intervals) are noticeably 

smaller in size than the SAX intervals. 

7.3.2 Parameter Determination Results 

K-fold Cross Validation (K=10) was performed on the DS3 training set to determine the 

optimal parameters for the SAX, ESAX, and SoG-SAX methods.  The criterion for parameter 

selection was the mean F1-Score.  The results are provided in Tables 7.5 through 7.7 with the 

maximum mean F1-Score and associated method parameter values annotated in bold font.  
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Table 7.5 DS3 Training Set 10-Fold Cross Validation Mean F1-Score Results (SAX). 

Alphabet 

Size 

F1 

Score 

8 0.9290 

9 0.9362 

10 0.9319 

11 0.9384 

12 0.9338 

13 0.9375 

 

Table 7.6 DS3 Training Set 10-Fold Cross Validation Mean F1-Score Results (ESAX). 

Alphabet 

Size 

F1 

Score 

8 0.8851 

9 0.8841 

10 0.8877 

11 0.8843 

12 0.8892 

13 0.8801 

 

Table 7.7 DS3 Training Set 10-Fold Cross Validation Mean F1-Score Results (SoG-SAX). 

𝝈𝒍𝒃 Alphabet Size 

9 10 11 12 

0 0.9168 0.9124 0.9276 0.9199 

0.0004 0.9161 0.9125 0.9263 0.9173 

0.0008 0.9264 0.9203 0.9283 0.9255 

0.0012 0.9127 0.9137 0.9224 0.9164 

 

7.3.3 Classification Results 

Utilizing the parameter values determined by the K-fold cross validation studies for the 

symbolic representation methods, binary classifiers were created and the DS3 testing set was 
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classified.  The results are presented in Table 7.8 with the highest classification accuracy and F1-

Score annotated in bold font. 

Table 7.8 DS3 Testing Set Classification Results 

Representation 

Method 

Test Counts Precision Recall Accuracy F1 

Score TP FN FP TN 

SAX 207 11 31 226 0.870 0.950 0.912 0.908 

ESAX 206 12 48 209 0.811 0.945 0.874 0.873 

SoG-SAX 207 11 14 243 0.937 0.950 0.947 0.943 

LSVM 201 17 31 226 0.866 0.922 0.899 0.8933 

QSVM 198 20 12 245 0.943 0.908 0.933 0.925 

 

Referencing Table 7.8, the SoG-SAX based 1-NN classifier outperformed both SVM 

classifiers (utilizing SoG-SAX features) achieving a 1.9% improvement in F1-Score over the 

QSVM classifier.  The SoG-SAX based classifier also outperformed the defect response 

representations using the SAX and ESAX largely due to better discernment of the negative class 

records in the DS3 testing set resulting in a classification accuracy and F1-Score improvement of 

3.8%.and 3.9% respectively over the SAX based classifier.  An example comparing the SAX and 

SoG-SAX matching 1-NN records for one of the SAX misclassified negative class records is 

provided in Figure 7.4. 
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Figure 7.4 SAX/SoG-SAX Comparison for Exemplar Test Record. 

Vertical lines in the plot indicate the segment endpoints with each segment representing a 

symbol.  Shaded segments in the plot map to the same SAX symbol for the test record and the 

matching 1-NN SAX classifier record.  Note the closer agreement in peak amplitude for the 

matching 1-NN SoG-SAX classifier record resulting in correct classification. 

7.4 Discussion 

The SoG-SAX method described in this dissertation based on SoG representations of D-

coil defect responses provide quantifiable improvement over the SAX and ESAX methods.  The 

use of FCM clustering of the SoG amplitude and width features provides an alternative technique 

to determining segment feature value breakpoints than that employed by the SAX method.  The 

SoG-SAX method reduces the dimension of the original data by a factor of 25 (1000/40) which 

drastically reduces the number of calculations necessary for classification.  In addition, due to the 

use of extrema features in the estimated defect response, the interpretability of the symbolic 

representation is increased for the defect responses studied.  
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The 1-NN classification method and the usage of the defect response amplitude extrema 

provide useful information to the EC inspector regarding the quality of a given defect response in 

terms of a corpus of past recorded results. 
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CHAPTER VIII 

SOG FEATURE ASSISTED PAA BASED PNN CLASSIFIERS  

8.1 Introduction 

As indicated in the literature review, PNN classifiers have been used to discern EC defect 

responses in terms of material type or condition.  To demonstrate the effectiveness of SoG 

representations in boosting the performance of PNN based classifiers when investigating EC 

phenomena using D-coil type probes, an experiment was conducted utilizing a subset of the data 

records from the DS3 dataset.  The methodology used, associated results and discussion follow. 

8.2 Methodology 

8.2.1 Dataset Description 

In numerous investigations in the literature review, researchers utilized the width of the 

petals and the extrema in the Lissajous defect response pattern as features in classification 

applications.  When translated to time-based representations of an EC signal, these features relate 

to the distance between the extrema in the signal.  Therefore, when analyzing time-based EC 

signals one logical design for a classifier would be one that was able to detect possible time 

anomalies between the extrema in the defect response.  To simulate this scenario, a subset of 

DS3 was constructed by calculating the time interval between the extrema in the SoG 

approximation defect responses and creating classes based on the data.  The criteria used and the 

resulting dataset is summarized in Table 8.1. 
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Table 8.1 DS3 Subset for PNN Classification 

Class 

ID 

Extremum Time 

Interval (s.) 

No. Samples 

Positive 0.003 ≤ t ≤ 0.006 391 

Negative 0.007 ≤ t ≤ 0.03 721 

 

Referencing Table 8.1, for the purposes of binary classification, the positive class is 

indicative of DS3 defect responses that are expected for the specified EC probe coil diameter and 

scan speed with the lower and upper bounds calculated based on the listed tolerances for the coil 

diameter used for inspection.  By contrast, the negative class represents defect responses that fall 

outside the expected values in terms of the time interval between the extrema.  To demonstrate 

the relevance of such a partitioning of DS3, examples of the defect responses considered are 

shown in Figure 8.1. 

 

Figure 8.1 DS3 Subset PNN Class Exemplar Defect Responses 
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In Figure 8.1, the defect response for the positive class contains extrema typically seen 

when the EC probe is positioned close to the maximum response from the EDM notch.  The time 

interval in the response extrema correspond to the expected width based on the scan speed and 

coil.  By contrast, the negative class defect response in the figure contains a maximum peak that 

is well outside the expected location which is typical of the probe position outside the region of 

optimal response.   

After the assignment of classes to each defect response line scan in the subset of DS3, it 

was partitioned using an 80/10/10 training/validation/test split.   

8.2.2 The PNN Classifier 

The PNN classifier could be considered an interpretable design in that it has a very 

simple internal structure.  In addition, it possesses a very simple training process.  The records in 

the training set form a set of class weights for the classifier.  Each weight undergoes a nonlinear 

activation process when compared to an unknown record and Bayesian analysis is used to 

classify the result.  A diagram of the process is provided in Figure 8.2 
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Figure 8.2 PNN Functional Diagram 

 

As indicated in Figure 8.2 the PNN consists of four layers.  The input layer is fully 

connected to each training pattern (weight) in the pattern layer.  For the purposes of this study, 

the activation function shown in Figure 8.2 utilizes the Gaussian function with a specified spread 

parameter.  Stated mathematically, let 𝐖𝑑x𝑁 be the normalized training set weight vectors in the 

Pattern layer and  𝐱𝑑x1 be a normalized input vector from the test set.  The activation function for 

the ith node in the pattern layer is then, 

 

 𝜑(𝐱,𝒘𝒊) = exp(−
(𝐱 − 𝒘𝒊)

2
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Expanding the above expression: 

𝜑(𝐱,𝒘𝒊) = exp(
(𝐱 − 𝒘𝒊)

𝑇(𝐱 − 𝒘𝒊)
𝑇

2𝜎𝑠2
)  

 

𝜑(𝐱,𝒘𝒊) = exp(−
𝐱𝑇𝐱 +  𝑖 𝑖

2 − 2 𝑖
𝑇𝐱

2𝜎𝑠2
)  

 

  𝜑(𝐱,𝒘𝒊) = exp (
 𝑖
𝑇𝐱 − 1

𝜎𝑠2
)  (8.2) 

 

Central to the development of equation 8.2 is the normalization of the weights and input 

vectors which reduces the number of calculations by simplification of the activation function.   

The Aggregation layer in Figure 8.2 calculates the activation average values for each 

specified class and assigns a classification decision based on the class average maximum value 

(Output layer). 

One of the key elements of PNN classifiers as evidenced by equation 8.1 is the squared 

Euclidean distance of the test vector and the classifier weights.  When classifying time series, 

reduced representations that enhance the relevant features in the time series, while reducing or 

removing irrelevant features can provide the ability to increase classification accuracy and 

interpretability. 

One drawback to PNNs is that they can be computationally expensive in that for a record 

to be classified the similarity measure must be computed between all weights in the classifier.  If 

the weight values in the Pattern layer are of high dimensionality (as can be the case in time 

series) the number of calculations can dramatically increase.  One method to reduce the 

computational burden and possibly increase the capacity of the PNN in terms of additional 
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weights would be the use of dimensionally reduced representations (e.g., downsampling, wavelet 

representations) of the features.  However, care must be taken when implementing such schemes 

in EC analysis that the peaks of the defect response are preserved. Example of some of the 

pitfalls are provided in Figure 8.3. 

 

Figure 8.3 DS3 Example Response Reduced Representations 

(a) Amplitude normalized defect response from DS3, (b) decimation of (a) by a factor of 25, (c) 

PAA (40 segments), (c) Coiflet-5 approximation coefficients (MRA level=6), (d) Daubechies-4 

approximation coefficients (MRA level=5).  MRA level for the wavelet representations were 

selected to be consistent with the representation lengths in (b) and (c). 

Figure 8.3 shows four dimensionally reduced representations of the defect response in (a) 

which was normalized in amplitude onto the interval [-1,1].  The decimated representation in (b) 

maintains the overall structure of the original defect response, but begins to lose the signal 

maximal extent information due to indiscriminate nature of the decimation process.   In addition, 
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the relative amplitudes of the negative peaks do not match the original signal.  In (b) the PAA 

representation; again, reduction in amplitude is observed and the positive peak relative 

amplitudes do not match the original signal.  The Coiflet approximation in (d) bears little 

resemblance to the original signal.  In (e) the Daubechies approximation incorrectly identifies the 

original signal extrema.  The wavelet implementations (d) and (e) are larger in amplitude scale 

due to the filtering structure of wavelet-based analysis. 

Utilizing dimensionally reduced representations such as those indicated in Figure 8.3 

could present problems in interpretability and create issues when there is a need to determine the 

correctness of the ML application. 

8.2.3 SoG Feature Assisted PAA (SoG-PAA) 

In an effort to address the issues discussed in Section 8.2.2, the utility of SoG based 

representations were investigated.  SoG based defect response representations provide defect 

response amplitude location information through the μ parameter.  Table 8.2 provides the 

pseudocode of a modification to the PAA procedure which exploits the information provided by 

the SoG representation. 

Table 8.2 SoG-PAA Pseudocode 

Algorithm: SoG-PAA 

Input: 

𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑆𝑎𝑚𝑝𝑙𝑒𝑑 𝑆𝑖𝑔𝑛𝑎𝑙 𝑆𝑜𝐺 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 V𝑒𝑐𝑡𝑜𝑟:  
𝐟𝑛 = [𝑠0, 𝑠1, … , 𝑠N−1]

𝑇 

𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑖𝑛𝑠𝑡𝑎𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟: 𝐭𝒔 = [𝑡𝑠 = 0, 𝑡1, … , 𝑡𝑛−1]
𝑇 

𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑆𝑜𝐺 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑀𝑎𝑡𝑟𝑖𝑥: 𝐏 = [
𝐴𝑛(1)
𝜇1
𝜎1

, … ,

𝐴𝑛(𝑀)
𝜇(𝑀)
𝜎(𝑀)

] 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝐴𝐴 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠: 𝑘 

Output:  
𝑆𝑜𝐺 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑃𝐴𝐴 𝐴𝑠𝑠𝑖𝑠𝑡𝑒𝑑 𝑅𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑉𝑒𝑐𝑡𝑜𝑟: 𝐲 
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Table 8.2 (continued) 

Step Description 

1 𝐓𝑖(kx2) = 𝐹𝑖𝑛𝑑𝑃𝐴𝐴𝑇𝑖𝑚𝑒𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝐸𝑥𝑡𝑒𝑛𝑡𝑠(𝐭𝒔, 𝑘) 

2: 𝐅𝑖(kxM) = 𝐹𝑖𝑛𝑑𝑆𝑜𝐺𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑀𝑒𝑚𝑏𝑒𝑟𝑠ℎ𝑖𝑝𝑠(𝐓𝒊, 𝐩𝝁, 𝐭𝒔) 

3: for  i=1:k  

4:         𝑖𝑑𝑥𝑠 = 𝑆𝑜𝐺𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝐶ℎ𝑒𝑐𝑘(𝐅𝒊(𝑖, : )) 
5: if (𝑖𝑠𝑒𝑚𝑝𝑡𝑦 (𝑖𝑑𝑥𝑠)) 
6:        𝑦(𝑖) = 𝑃𝐴𝐴(𝐟𝑛(𝐓𝑖(𝑖, 1): 𝐓𝑖(𝑖, 2)) 
7: else 
8       𝑦(𝑖) = 𝑒𝑥𝑡𝑟𝑒𝑚𝑢𝑚 (𝐟𝑛(𝐓𝑖(𝑖, 1): 𝐓𝑖(𝑖, 2)) 
  

 

Referencing the algorithm in Table 8.2, steps 1 and 2 determine the time intervals for the 

segments in the PAA representation and the segments that contain SoG features per the SoG 

parameter μ.  Steps 4 through 8 then perform the normal PAA calculations with the exception 

that when a segment that contains SoG features is encountered, the extremum amplitude of the 

SoG estimate in the interval is substituted in place of the normal PAA value.  

8.2.4 Analysis Metrics 

Due to the binary nature of the classes of defect responses utilized in this study the 

analysis metrics used were those identified in section 7.2.7.  

8.3 Results 

The SoG-PAA representation of the exemplar record in Figure 8.3 was calculated and 

qualitatively compared to the PAA representation.  In addition, PNN classifiers were constructed 

using the defect response representations investigated in Figure 8.3 as well as SoG-PAA.  The 

results follow. 
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8.3.1 Qualitative Comparison 

 

Figure 8.4 DS3 Exemplar Response SoG-PAA Comparison to PAA 

The defect response in (a) is the same as in Figure 8.3.  The bottom plots show the PAA and 

SoG- PAA representations at even lower scale (20 segments) than the representations in Figure 

8.3 (40 segments).  

As indicated in Figure 8.4, the SoG-PAA representation better captures the relative peak 

amplitudes in the defect response as compared to the PAA method.  In addition, due to the 

restriction of the expected width (σe) in the SoGFDE algorithm, non-defect areas of the ROI (30 

≤ index ≤ 40) are minimized and therefore their influence in the distance calculations for the 

PNN classifier pattern layer are subsequently decreased.  

8.3.2 PNN Classification Results 

PNN Classifiers were constructed using PAA, SoG Assisted PAA, Coiflet-5, and 

Dabeches-4 representations of the subset of defect responses in DS3.  For each classifier, the 

PNN Spread Parameter was varied through a range which was empirically determined.  At each 
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iteration, the validation set classes were predicted by the resulting PNN classifier and the 

classification accuracy recorded. Selection of the PNN spread parameter used for the testing set 

was the PNN spread parameter that resulted in the maximum classification accuracy on the 

validation set.  The classification results are provided in Table 8.3. 

Table 8.3 DS3 PNN Classification Results 

Representation PNN 

Spread 

Parameter 

Test Counts Precision Recall Accuracy F1 

Score TP FN FP TN 

PAA 0.1037 35 2 3 72 0.9211 0.9459 0.9554 0.9333 

SoG-PAA 0.0569 37 0 2 73 0.9487 1 0.9821 0.9737 

Coiflet-5 0.6900 37 0 4 71 0.9024 1 0.9643 0.9487 

Daubechies-4 0.8600 35 2 2 73 0.9459 0.9459 0.9643 0.9459 

Relevant maximum values are highlighted in bold font. 

Referencing Table 8.3, classifiers for the four representations performed similarly in 

classification accuracy with the range of accuracy values of 2.67% and F1 Score range of 4.04%.  

It is noted however, that the classifier using the SoG-PAA representation boosted the precision 

of the PAA based classifier improving the classification accuracy by 2.79% and F1 Score by 

4.33%.  In addition, the SoG-PAA classifier had the highest classification accuracy and F1 Score 

for the dataset and classifiers tested.  It should be noted that the SoG-PAA and PAA 

representations consisted of 20 elements, whereas the Coiflet-5 and Daubechies-4 

representations were of lengths 44 and 38 respectively.  Thus, the SoG-PAA performance was 

attained using defect response representations approximately half the length of the wavelet 

systems studied. 
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8.4 Discussion 

Figure 8.4 indicates issues with existing time series representation methods that 

implement averaging and equivalently low pass filtering can negatively impact the peak 

amplitude features in the D-coil defect response.  In scenarios wherein the internals of the ML 

method (here the PNN classifier) must be demonstrated to an external approval authority, 

utilizing defect response representations that not only reduce the dimensionality, but maintain 

traceable properties to the original data ease the interpretability burden as well as improve the 

computational drawbacks to the PNN classifier. 
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CHAPTER IX 

CONCLUSIONS 

9.1 Conclusion Discussion 

This study provides the methods and frameworks to automatedly decompose D-coil EC 

defect responses as a summation of basic Gaussian function elements that are referenced to the 

physical dimensions of the coil and inspection scan rate.  The elements reduce the dimensionality 

of the defect response in ways that enable greater interpretability in terms of relevant features 

(amplitude peaks and widths) when compared to other current methods.  In addition, the SoG-

based representations were demonstrated to show increased classification performance when 

compared to other classification schemes utilizing existing time series dimensionality reduction 

methods. 

RMSE as a similarity method has been indicated in numerous studies to be a fragile 

measure.  One manifestation of this fragility is that slight translations in the two time-series to be 

compared can result in significant changes in the RMSE.  Time series dimensionality reduction 

methods such as PAA and SAX partly attempt to reduce this fragility by the use of singular 

features that represent the ROI.  However, as demonstrated in this study, the use of SoG 

representations can improve the segment descriptive ability of these methods. 

In many instances, the ability to quickly locate past reference responses can be of concern 

to the EC analyst providing the ability to answer questions typically posed during data mining 

tasks such as, “How unique is the queried response in terms of past inspections?”  The SoG-SAX 
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method demonstrated in this study coupled with the 1NN classifier provides a relatively simple 

and interpretable framework to answer such questions. 

9.2 Suggestions for Further Study 

This study focused a small subset of EC inspection scenarios in terms of materials, defect 

dimensions, inspection frequency, and inspection coil diameter.  One avenue for future research 

could be expanded study of the presented methods in these areas.  In addition, there are other 

research domains such as ultrasonic inspection and ground penetrating radar which generate A-

scan signals somewhat similar to those observed for D-coil EC analysis that could be 

investigated using the aforementioned methods.  

Another area for further study could be extensions to the basic Gaussian element 

functions.  As an example, Gaussian functions possess an inflection point at the function 

maximum (μ).  This information could be used to construct piecewise Gaussian functions that 

would have different widths on either side of this inflection point.  In this case the parameters 

would be (𝐴, 𝜇, 𝜎𝑙 , 𝜎𝑟).  Such functions could be used as the basic elements that perhaps could 

achieve greater dimensionality reduction.  Along these lines, the efficacy of other element 

functions such as Gaussian derivatives or piecewise modifications to them could be investigated.  

SoGFDE algorithm execution speed improvements could be made by optimizing the 

opening and closing MM operations to only consider the binary image regions along the main 

diagonal as this is the only region where the relevant response content exists.  Execution speed in 

this area of the SoGFDE algorithm could further be improved by parallelizing the processing of 

the binary defect response images.  The constrained optimization portion of the SoGFDE 

algorithm only considered the Interior Point method as the method converged more consistently 

than other methods.  Analysis of the reasoning for these results could be an opportunity for 
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future study.  Additionally, the computational complexity of the SoGFDE algorithm could be 

contrasted with other RBFNN implementations in an effort to better understand accuracy vs. 

complexity tradeoffs. 

The study of SoG-PAA considered only two wavelet systems (Coiflet, Daubechies) for 

symbolic representations.  Future work should consider an expanded set of such systems that 

possess attributes that are more similar (e.g., Morlet, Ricker) to D-coil defect responses. 

Interpretability was narrowly defined in this study.  Future works could expand upon the 

definition to include more subjective measures of interpretability such as analysis of SoG based 

defect signature representations by domain experts. 
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Term Definition 

A/C Aircraft 

Aircraft 

Lap Joint 

Aircraft skin material that is overlapped and typically bonded together via rivets 

or fasteners.  The structures can be prone to corrosion and or cracking. [280] 

A-Scan Eddy current line scan.  An eddy current probe is moved across the test material 

at a prescribed velocity and the probe voltage or impedance values are recorded 

at prespecified spatial/temporal instants. 

Bobbin 

Coil 

Probe coil design where the detection coil(s) is typically wound around a 

cylindrical form.  One application of such a device is the inspection of interior 

cylindrical walls of metallic tubes by pulling the probe through the tube. 

count Analog-to-Digital conversion quantization level value. 

C-Scan Eddy current scan image.  A collection of A-Scan eddy current signals arranged 

to form a spatial/temporal image of the test material probe voltage or impedance 

values.  

D-coil Differential coil used in an eddy current probe.  Also known as Split-D due to 

geometry of the design.  The design consists of two receive coils wound 

oppositely around matching half-cylindrical ferrite forms.  The two receive coils 

are encircled by a drive/exciter coil. 

EC 

Instrument 

Instrument that connects to an eddy current probe and facilitates inspection of a 

test material.  The device typically allows selection of inspection drive 

frequency and gain as well as filtering and signal processing manipulation 

functions (e.g., rotation) of received signals which aid in analysis.  The user 

interface is usually provided as a 2D impedance plane representation of the 

received signals. 

ECIS Eddy Current Inspection System. Eddy current inspection system used for the 

depot inspection of USAF aircraft engine components. 

EDM Electrical/Electro discharge machining.  A process that uses controlled electrical 

discharges to create voids in a test material.  The systems that perform the 

process typically utilize Computerized Numerical Control (CNC) robotics to 

allow precise location of the voids. 

ENSIP Engine Structural Integrity Program.  Framework that describes considerations 

and guidance for gas turbine engines design and sustainment throughout the 

component lifecycle [281]. 

Flight 

Cycle 

A start, flight, landing, and shutdown sequence in aircraft operation.  The 

number of cycles is a measure used to determine maintenance actions on the 

engine. 
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Term Definition 

FOV Field of View.  As regards time series, the time interval under analysis for a 

specified processing technique. 

Fracture 

Critical 

Component 

Aircraft components which if failed would hazard the entire aircraft 

Fracture 

Mechanics 

The study of the propagation dynamics of defects in materials. 

Gantry 

Robot 

Robotic system that permits primarily linear movement typically in a 2D or 3D 

environment.  The ECIS system utilizes a cantilevered Gantry design that 

permits Cartesian movement of an eddy current probe in a XYZ (3D) 

environment. 

GMR Giant Magnetoresistance.  GMR devices change resistance when in the presence 

of an external magnetic field.  The GMR devices respond to magnetic fields that 

are parallel to the sensor compared to Hall effect sensors which respond to fields 

perpendicular to the sensor.  In addition, the GMR is typically more sensitive 

than Hall effect sensors [282],[283].  

Grain 

Noise 

Crystallites or “grains” form polycrystalline structures in some metallic 

materials with Titanium alloys as one notable example.  In relation to eddy 

current analysis, the grains and their associated boundaries disturb the formation 

of eddy currents in the material which in term give rise to noise in the return 

signal.  The resulting phenomenon is termed "grain noise" to identify it with the 

responsible mechanism [284]. 

Horizontal 

data 

Horizontal (as referenced to the Impedance Plane) “resistive” data component 

from the received eddy current response. 

HPT Disk High Pressure Turbine Disk.  Engine component of a gas turbine engine  

Impedance 

Plane 

Resistive versus Reactive plot of probe impedance components over a region of 

interest.  Also known as an Argand diagram. 

Inspection 

Frequency 

Eddy current inspections typically utilize sinusoidal signals for material state 

analysis.  In these cases, the inspection frequency is the frequency of the drive 

signal applied to the eddy current probe. 

Lifing 

Model 

Model used to statistically calculate the component life expectancy. The model 

provides sustainment information used to ensure that fracture critical 

components are only in service for the acceptable number of operational cycles 

as not to induce component failure [285]. 
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Term Definition 

lift-off Distance between the coil of an eddy current probe and the test material.  The 

probe drive signal attenuates with the distance from the probe coil.  This has the 

net effect of also reducing the eddy current field strength which in turn results in 

lower amplitude return signals. 

Lift-Off 

Phase 

Two primary phenomena encountered in an eddy current inspection are 

conductivity change in the test material possibly due to a crack, void, or 

embedded dissimilar material and physical separation of the probe from the test 

material (i.e., lift-off).  To minimize the effects of lift-off from analysis, the lift-

off component is rotated into the resistive axis of the Impedance plane. To 

determine the rotation angle, a least squares regression approximation of probe 

lift-off signal (obtained by controlled removal of the probe from the test 

material) referencing the horizontal axis of the Impedance plane is obtained.  

Also termed as "phase" depending on the context. 

Line Scan Single scan of an eddy current probe over the region of interest.  Also known as 

an A-Scan. 

Longitudin

al 

Orientation 

Orientation wherein the split line of the differential coil probe is parallel to the 

defect length.  This orientation typically results in smaller system response 

extrema in the line scan (referenced to transverse orientation) due to the 

orientation of the probe response field to the defect.  In this orientation, line 

scans typically place the defect under the influence of only one coil in the 

response field.  

mil Unit of measure.  1/1000 of an inch. 

NDE Nondestructive Evaluation.  Method used to analyze the state of the UUT 

without irreversibly disturbing the properties of material. 

Over-

inspection 

Situation wherein any of the parameters of the inspection negatively affect (i.e., 

increase) the peaks amplitudes in the defect response resulting in a possibly 

smaller defect being incorrectly sized as a larger defect.  

Pancake 

Coil 

EC coil wound such that the axis of the coil is perpendicular to the surface of the 

UUT.  The resulting inspection coil is typically only a few coil diameters in 

height [286]. 

Penetration 

Depth 

Depth that the incident electromagnetic waves penetrate into the test material.  

Penetration depth is related to skin depth and as such is inversely related to the 

inspection frequency. 
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Term Definition 

PoD Probability of Detection.  Statistical analysis framework used to quantify 

uncertainty in eddy current inspections typically in terms of binary decisions 

(e.g., hit/miss) or for continuous quantities like defect size (e.g., depth, length) 

the probability of detection for a specified defect size.  The data for a PoD 

analysis is usually gathered using known sized crack specimens from which the 

system response value (e.g., maximum peak amplitude) is obtained and analyzed 

using statistical regression methods [287]. 

Probe 

Response 

Received horizontal (resistive) and vertical (reactive) channel signals from eddy 

current line scan. 

Pulsed 

Eddy 

Current 

Eddy current inspection technique wherein the probe drive signal is a transient 

pulse.  Transient pulses constitute numerous frequencies ranging from low to 

high as indicated by Fourier analysis.  Due to the penetration depth inverse 

relationship to inspection frequency, the resulting inspection method is able to 

obtain greater information regarding the depth of a material defect [288]. 

Reference 

Standard 

Material that typically contains defects of known size and material that is used to 

calibrate the eddy current probe prior to and post inspection.  

RFC Retirement For Cause.  Engine component replacement program wherein 

components are replaced based upon material state and not primarily on time of 

use. 

RFEC Remote Field Eddy Current.  Eddy current inspection technique wherein the 

driver/exciter coil and receive coils are separated a prescribed distance.  The 

technique is particularly useful in the scenario regarding the need to determine 

material status of buried pipes where access to the external surface is 

problematic [289]. 

ROI Region of Interest. Line scan or scan image area inspected by an eddy current 

probe. 

Scan Image Collection of adjacent eddy current line scans arranged as a 2D image.  Also 

known as C-Scan images. 

SG Tube Steam generator tube.  Utilized in pressurized water based nuclear reactors.  

Transfers heat from radioactively heated water to create steam in water external 

to the tube which is then used to drive an electrical power turbine [290].  
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Term Definition 

Skin Depth Phenomenon wherein the depth of the electric current relative to the external 

surface of a conductor is inversely related to the current frequency.  Thus, for 

higher frequencies the current is constrained to outer surface of a conductor.  

Skin depth is utilized to provide guidelines regarding the penetration depth of 

the drive signal for eddy current inspections.  The skin depth (in meters) [13] for 

a material of electrical conductivity 𝜎 and magnetic permeability 𝜇 is related to 

the drive frequency as: 

𝛿 =
1

√𝜋𝑓𝜎𝜇
 

System 

Response 

Value obtained from an eddy current line scan that is typically used as the 

dependent variable to develop a mathematical relationship between the value 

and the defect size.  In many instances the value used is based on the extrema 

features in the probe response to the defect.  

Transverse 

Orientation 

Orientation wherein the split line of the differential coil probe is perpendicular to 

the defect length.  This orientation typically results in larger system response 

extrema in the line scan (referenced to longitudinal orientation) due to the 

orientation of the probe response field to the defect.  In this orientation, line 

scans typically place the defect under the influence of both coils in the response 

field.  

Under-

inspection 

Situation wherein any of the parameters of the inspection negatively affect (i.e., 

decrease) the peak amplitudes in the defect response resulting in a possibly 

larger defect being incorrectly sized as a smaller defect. 

USAF United States Air Force 

UUT Unit Under Test.  Referencing the Retirement For Cause program, the UUT is 

often the component of an aircraft engine 

Vertical 

data 

Vertical (as referenced to the Impedance plane) “reactive” data component from 

the received eddy current response. 
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Term Definition 

Wheatston

e Bridge 

Two voltage dividers connected in parallel with some of the impedance elements 

providing biasing while the others are sensors which change impedance in 

response to external phenomena.  As relates to eddy current analysis, the bridge 

sensor elements change impedance in the presence of a change in the magnetic 

field as the bridge passes over a defect in the test material.  One example of the 

use of the Wheatstone bridge is in the GMR based eddy current probe mentioned 

in [1].  Figure 1, provides a functional diagram of the arrangement, wherein two 

of the impedance elements are magnetically shielded. [282]. 

 

 

Figure A.1 GMR Wheatstone Bridge Example [291] 
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