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ABSTRACT

Saleheen, Nazir. Ph.D. The University of Memphis. August 2019. Behavioral
privacy risks and mitigation approaches in sharing of wearable inertial sensor data. Major
Professor: Dr. Santosh Kumar

Wrist-worn inertial sensors in activity trackers and smartwatches are increasingly

being used for daily tracking of activity and sleep. Wearable devices, with their onboard

sensors, provide appealing mobile health (mHealth) platform that can be leveraged for

continuous and unobtrusive monitoring of an individual in their daily life. As a result, an

adaptation of wrist-worn devices in many applications (such as health, sport, and

recreation) increases. Additionally, an increasing number of sensory datasets consisting of

motion sensor data from wrist-worn devices are becoming publicly available for research.

However, releasing or sharing these wearable sensor data creates serious privacy concerns

of the user. First, in many application domains (such as mHealth, insurance, and health

provider), user identity is an integral part of the shared data. In such settings, instead of

identity privacy preservation, the focus is more on the behavioral privacy problem that is

the disclosure of sensitive behaviors from the shared sensor data. Second, different

datasets usually focus on only a select subset of these behaviors. But, in the event that

users can be re-identified from accelerometry data, different databases of motion data

(contributed by the same user) can be linked, resulting in the revelation of sensitive

behaviors or health diagnoses of a user that was neither originally declared by a data

collector nor consented by the user.

The contributions of this dissertation are multifold. First, to show the behavioral

privacy risk in sharing the raw sensor, this dissertation presents a detailed case study of

detecting cigarette smoking in the field. It proposes a new machine learning model, called

puffMarker, that achieves a false positive rate of 1/6 (or 0.17) per day, with a recall rate of

87.5%, when tested in a field study with 61 newly abstinent daily smokers. Second, it

proposes a model-based data substitution mechanism, namely mSieve, to protect

behavioral privacy. It evaluates the efficacy of the scheme using 660 hours of raw sensor
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data collected and demonstrates that it is possible to retain meaningful utility, in terms of

inference accuracy (90%), while simultaneously preserving the privacy of sensitive

behaviors. Finally, it analyzes the risks of user re-identification from wrist-worn sensor

data, even after applying mSieve for protecting behavioral privacy. It presents a deep

learning architecture that can identify unique micro-movement pattern in each wearer’s

wrists. A new consistency-distinction loss function is proposed to train the deep learning

model for open set learning so as to maximize re-identification consistency for known

users and amplify distinction with any unknown user. In 10 weeks of daily sensor wearing

by 353 participants, we show that a known user can be re-identified with 99.7% true

matching rate while keeping the false acceptance rate to 0.1% for an unknown user.

Finally, for mitigation, we show that injecting even a low level of Laplace noise in the data

stream can limit the re-identification risk. This dissertation creates new research

opportunities on understanding and mitigating risks and ethical challenges associated with

behavioral privacy.
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Chapter 1

Introduction

Sensor technologies are becoming popular day by day, especially in the field of

mobile health (mHealth). According to the National Purchase Diary Panel (NPD group)

report, smartwatch sales were up more than 60 percent in the US last year1. These devices

make it possible to continuously and remotely monitor individuals in their natural settings.

More and more health features are integrating into these devices. As a result, more people

are using these wearable technologies as devices begin to mature.

Researchers developed several ubiquitous technologies to detect health outcomes

from these wearable inertial sensor data such as smoking [2, 3], eating [4], brushing, and

flossing [5]. Activities like stress [6], drug usage [7], alcohol usage, pain, anxiety, opioid

usage, or cocaine usage [7] can be detected using variability in the physiology of the body

from wearable sensors.

On the one hand, some of the above inferences, such as walking, conversation,

eating, are extremely useful in the investigation of behavioral risk factors on health and

wellness. But, on the other hand, inferences such as smoking, cocaine usage, and stress

may be sensitive to the user and need to be kept private. Thus, we have a conundrum,

where the same time series data can be used for making both utility providing inferences

(that are desirable) and also sensitive inferences (that need to be protected).

To facilitate the development of these biomarkers, researchers have already

released several datasets [8–10] containing raw sensor data. To prevent linkage attack,

each released database usually strips the data of any identifiers and is typically

anonymized using recommended practices (e.g., using k-anonymity [11], l-diversity [12],

and t-closeness [13]) before release. But, they consist of raw sensor data streams

assuming low risk of re-identification.

1https://www.theverge.com/2019/2/13/18223272/smartwatch-sales-growth-us-npd-group-apple-
samsung-fitbit
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Fig. 1.1: Example scenario for two types of sensor data sharing

1.1 Problem Setting

A typical scenario of data sharing involves two parties: data owner or user and

data recipient, where the data owner shares the data, and the data recipient consumes data.

Consider a scenario, as shown in Figure 1.1, where Alice participates in several mHealth

studies, such as smoking study and opioid study, and shares wrist-worn inertial sensor

data along with smoking behaviors, tremor, and opioid usage. By taking the consent from

Alice, researchers release these datasets as an open dataset. To achieve anonymization

goal, suppose the identifiers (such as name, address, and SSN) and quasi-identifiers (such

as gender, birth date, and zip code) are removed or perturbed from the dataset. Suppose

Alice also subscribes to be safe and save policy from car insurance. As part of this policy,

Alice caries a smartwatch that measures her driving quality, and in return, she gets a low

premium. In this scenario, the insurance company has both the identity of Alice and

motion sensor data. On the other hand, the released datasets do not contain any

identifiable information about Alice except raw sensor data and ground truth (e.g.,

smoking events, tremor, and opioid usage). Here we can group the various privacy

problems of Alice into two broad classes:

• Behavioral privacy: In our example, Alice’s identity (user-id) is known to the

insurance company (data recipient). For this class of problems, the user-id is not

concealed in the shared data. Instead, there exists a specific set of sensitive
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inferences which the data owner wants to protect and a specific set of activities that

can be shared. In our example, the desirable inferences, such as driving quality and

amount of driving, form a whitelist which the user wants to share. However, the

same sensor data can be used to infer smoking and tremor – inferences sensitive to

the user. The sensitive inferences compose the blacklist, which the user wants to

keep private. Alice wants to know the behavioral privacy risks: is it possible to

detect sensitive behavior like smoking with high accuracy? If yes, then the privacy

problem is to design a system that will take as input the whitelist and blacklist of

inferences and translate them into privacy actions on the shared sensors such that

the conditions on the lists are satisfied.

• Identity Privacy: The second concern is identity privacy: can the insurance

company learn of Alice’s prior history with smoking, pain, tremor, etc., from public

datasets that Alice has contributed to previously to help advance science. The data

of open datasets are syntactically sanitized by stripping it of personally identifiable

information before sharing (using an anonymization technique). Only the

unsanitized data is raw sensor data streams. Now the privacy question is: does the

raw motion data capture the user’s unique character that can be used to e-identify

the user? If yes, then the insurance company can de-anonymize the open dataset and

learn additional information about Alice.

1.2 Overview of contributions

In this dissertation, we focus on the privacy risks and mitigation approaches while

sharing raw sensor data, and make the following primary contributions.

1.2.1 Detection of a Sensitive Behaviors

Chapter 2 presents a detailed case study of detecting cigarette smoking. We

propose a new method called puffMarker to detect smoking puffs that is sufficiently robust

for use in smoking cessation studies. We adopt an explainable modeling approach so as to

obtain better interpretability and generalizability. puffMarker uses data collected from two
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wearable sensors — breathing pattern captured from a respiration sensor and hand

gestures captured using 6-axis inertial sensors (3-axis accelerometers and 3-axis

gyroscopes) worn on wrists. We observe that during smoking, the hand comes to the

mouth, and is immediately followed by a deep inhalation. We propose a novel method of

data reduction by identifying windows of data that represent the hand reaching the mouth,

being at the mouth, and leaving the mouth. We then develop a machine learning model to

classify each remaining candidate window into puff or non-puff and propose two

post-processing rules to further limit false alarms. This work demonstrates that sensitive

behaviors such as smoking can be detected with high accuracy from wearable motion

sensor data.

1.2.2 Protecting Behavioral Privacy while Sharing Raw Sensor Data

Sharing of mobile sensor data, especially physiological data, raise different

privacy challenges, that of protecting private behaviors, such as smoking, that can be

revealed from time series of sensor data. Existing privacy mechanisms rely on noise

addition and data perturbation. But the accuracy requirement on inferences drawn from

physiological data, together with well-established limits within which these data values

occur, render traditional privacy mechanisms inapplicable.

In Chapter 3, we define a new behavioral privacy metric based on differential

privacy and propose a novel data substitution mechanism to protect behavioral privacy.

Instead of random substitution of sensitive segments, which can degrade the utility of the

overall dataset, we perform the model-based substitution. We employ a Dynamic

Bayesian Network model that allows us to search for plausible user-specific candidate

segments that satisfy the statistics of the sensitive segment and thus preserve the overall

consistency of the shared data. Through experimentation on real-life physiological

datasets, we demonstrated that our substitution strategies can indeed be used for

preserving the utility of inferences while achieving behavioral privacy.
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1.2.3 WristPrint: User Re-identification Risks from Wrist-worn Accelerometry

Data

Wrist-worn inertial sensors in activity trackers and smartwatches are increasingly

being used for daily tracking of activity and sleep. New research shows that the same

sensor data can also be used to detect other daily behaviors such as eating, drinking,

brushing, flossing, and some sensitive states such as smoking, drinking, tremors, pain, and

drug use. Different datasets usually focus on only a select subset of these behaviors. But,

in the event that users can be re-identified from accelerometry data, different databases of

motion data (contributed by the same user) can be linked, resulting in the revelation of

sensitive behaviors or health diagnoses of a user that was neither originally declared by

the data collector nor consented by the user.

In Chapter 4, we formulate the problem of user re-identification from these motion

sensor data as an open set learning problem and propose a new consistency-distinction

loss function to train a deep learning model. Using 70,600 minutes of sensor data from

353 participants, we show that a known user can be re-identified with a 99.7% true

matching rate while keeping the false accept rate to 0.1% for any unknown new user.

1.3 Thesis organization

The remainder of this dissertation is organized as follows: We begin by presenting

the case study of cigarette smoking in Chapter2. Chapter 3 presents a solution for

protecting behavioral privacy. Finally, Chapter 4 presents user reidentification risks from

wrist-worn motion sensor data.
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Chapter 2

Detection of a Sensitive Behavior: A Case Study of Cigarette Smoking

Recent researches have demonstrated the feasibility of detecting smoking from

wearable sensors, but their performance on real-life smoking lapse detection is unknown.

In this chapter, we propose a new model and evaluate its performance on 61 newly

abstinent smokers for detecting a first lapse.

2.1 Introduction

Smoking accounts for nearly one of every five deaths in the United States [14, 15].

Smoking cessation rates are improving with advances in treatments and interventions, but

are still in single digits. A primary hurdle in achieving a higher success rate is a lack of

methods that can intervene or deliver treatment at the right moment when an abstinent

smoker is most vulnerable [16]. Advances in mobile technology have created an

opportunity to deliver an intervention anytime and anywhere if a potential smoking lapse

event can be predicted in advance. However, to find sensor-based predictors of a smoking

lapse [17–26] (e.g., rapid rise in stress [27] or proximity to a tobacco outlet), timing of a

lapse event (especially the first lapse event, the most clinically relevant event as it usually

leads to full relapse [24]) needs to be determined accurately. Then, data mining methods

can be applied on the time series of mobile sensor data to identify the antecedents and

precipitants of a smoking lapse (in a smoking cessation study). The traditional method of

self-reporting a smoking lapse event [24, 28–30] lacks the temporal precision needed to

identify predictors in a continuous stream of sensor data.

There have been several recent works on detecting a smoking episode from

wearable sensors. They include tracking hand gestures during smoking by inertial sensors

worn on the wrist [31, 32] and tracking deep inhalation and exhalation in the breathing

pattern via Respiratory Inductive Plethysmography (RIP) sensors [33, 34]. But, their

performance is reported mostly on training data collected in supervised settings, with the

exception of RisQ [31], which was tested on 4 smokers who wore 9-axis inertial sensors
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for 4 hours a day over 3 days. They report detection of 27 smoking episodes (out of 30)

and report a false positive rate of 2/3 per day (8 sessions out of 12 person days).

While RisQ is the most promising smoking detection method, it uses a 9-axis wrist

sensor, whereas most modern smartwatches (e.g., Microsoft Band, Apple Watch) have

only 6-axis inertial sensors, for better energy-efficiency. Since RisQ relies on quaternions

that need all 9-axis, it is not clear how to adapt this method to 6 axis. Most importantly,

none of the above described methods have been evaluated on data collected in a smoking

cessation study and hence their performance for first lapse detection is not known.

In this paper, we propose a new method called puffMarker to detect smoking puffs

that is sufficiently robust for use in smoking cessation studies. We adopt an explainable

modeling approach so as to obtain better interpretability and generalizability. puffMarker

uses data collected from two wearable sensors — breathing pattern captured from a RIP

sensor and hand gestures captured using 6-axis inertial sensors (3-axis accelerometers and

3-axis gyroscopes) worn on wrists. Since a participant may use both hands to smoke, they

are provided two wrist sensors to wear, one on each wrist. Both sensors nicely

complement each other and hence provide a better detection accuracy. To provide an

intuition of the benefit of using these two diverse sensors, we show signals captured

during smoking, walking, and eating in Figure 2.1. We only show y-axis for the inertial

sensors since it has distinct pattern for hand gesture. We observe that during smoking, the

hand comes to the mouth, and is immediately followed by a deep inhalation. During

walking, the hand is downwards with a pendulum like movement and respiration is faster.

During eating (cereal), the hand comes at the mouth, however deep inhalation, observed

during smoking, is absent in such activities [35]. We later describe details of the

puffMarker model (see Figure 2.4 and its accompanying description).

We train the model on 40 hours of data from 6 regular smokers, where each of the

470 puffs were carefully marked. In 10-fold cross-validation on the training data, the

model achieves a recall rate of 96.9%, for a false positive rate of 1.1%. We applied the
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Fig. 2.1: Comparison of respiration and wrist accelerometer (y-axis) signal between
smoking, walking, and eating.

puffMarker model to a smoking cessation study with 61 participants, where each

participant wore the sensors for one day while smoking ad lib and for 3 days since

quitting. Among 61 participants, 33 lapsed within three days (verified by a CO monitor)

— 17 lapsed on the first day, 12 on the second day, and 4 on the third day. We apply our

model on these data and report 7 key findings.

1. Recall: Among 33 lapsers, one is eliminated due to high data loss; Of the remaining

32, first lapse is detected in 28.
2. False Positives: When tested on 20 abstinent days from 32 lapsers, only two false

episodes are detected. When tested on 84 abstinent days (946 hours) of data from 28

abstainers, false episode per day is limited to 1/6.

3. Lapse Progression: The average number of smoking episodes is 1.1 on the lapse

day, 2.75 on the day after lapse, and 3.56 on 2 days after lapse.

4. Puff Count: A regular smoking session contains an average of 15 puffs, but the first

lapse episode contains an average of only 6.5 puffs. Number of puffs in a smoking

episode increases to 9.5 puffs on the day after lapse and 11 puffs on 2 days after

lapse.

5. Temporal Inaccuracy of Self-report: Out of 28 first lapse events detected by
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puffMarker, 9 were not self-reported, 15 were reported (an average of 41 minutes)

after lapse, and 4 were reported (an average of 12.7 minutes) before lapse.

6. Recall Inaccuracy: Nine lapsers who did not self-report, recalled the lapse time

upon CO verification in the lab next day. Temporal inaccuracy for these recalls was

larger, ranging from 107 minutes before to 205 minutes after.

7. Hand Pattern: Among 61 smokers, 33 smoke using the right hand, 18 use the left

hand, and 10 use both hands.

In summary, ours is the first work to show that precise moment of first lapse can indeed be

detected in a real-life smoking cessation study. Given the critical nature of the first lapse

in smoking cessation (as it marks the first event in cessation failure and usually leads to

full relapse [24]), this work lays the groundwork for development of mobile-based just

in-time intervention for smoking cessation.

2.2 Related Work

We discuss related works that could be considered for detecting first lapse in a

smoking cessation study. There have been several recent works on finding methods to

detect smoking episodes from sensor data. The E-cigarette can record the timing of puffs

and smart lighters can detect when it is lit [36]. Either one can detect the timing of the first

lapse, but only if participants remember to use these devices at the time of their first lapse.

Alternatively, if the smoking spot is under video surveillance, then the timing of the first

lapse can be detected [37], but only if the participant is under surveillance at the time of

their first lapse.

For detecting smoking of regular cigarettes without any instrumentation of lighters

or being under surveillance, several wearable sensor-based methods have been proposed.

They include tracking hand gestures during smoking by inertial sensors worn on the

wrist [31, 32] and tracking deep inhalation and exhalation in the breathing pattern via

respiratory inductive plethysmography (RIP) sensors [33, 34].

In [33], 161 puffs were collected from 10 participants while they wore a
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respiration sensor to capture breathing pattern. A machine learning model obtained a

precision of 0.91 and recall of 0.81 in 10-fold cross validation. In [34], 20 participants

wore a radio frequency sensor on the wrist and on the collar to track hand reaching mouth.

They also wore a respiration sensor to capture breathing pattern. They performed 12

activities, including smoking in different postures. An average precision of 0.87 and a

recall of 0.81 was reported.

In [32], 6 participants wore 4 accelerometers (wrist and upper arm of dominant

hand, other wrist and ankle) and performed smoking and other activities for a total of 11.8

hours (consisting of 34 smoking episodes or 481 puffs). Recall and precision rates of

upper seventies and lower eighties is obtained for a machine learning model.

The above works demonstrate a potential for detection of smoking events via

experimentation in controlled setting. A recent work, RisQ [31], reported evaluation of a

smoking detection model from wrist sensors in the field environment. In this work, data

from 15 volunteers were collected for a total of 17 smoking episodes for training. The

smoking episodes included smoking alone, in a group while having a conversation and

smoking while walking around. The volunteers wore a 9-axis inertial measurement unit

(IMU) on the wrist for an average of 2 hours each. Out of 369 puffs and 5,228 other

gestures collected over 28 hours, their model achieves a precision of 0.91 and recall of

0.81. They applied their model on 4 users who wore 9-axis inertial sensors for 4 hours

each on 3 days in the field. On this field dataset, they reported a recall rate of 90% (27 out

of 30 sessions detected) and a false positive rate or 2/3 episodes per day (8 false sessions

in 12 person days).

Although our work builds upon [31] and [33], it makes several novel contributions.

First, RisQ [31] uses 9-axis wrist sensor (3-axis accelerometer, 3-axis gyroscope, 3-axis

magnetometer), whereas our method uses 6 axis IMU (supported by many modern

smartwatches such as Microsoft Band and Apple Watch). Since gesture recognition is

invariant to the absolute orientation of the subject in the earth’s inertial frame, 6 axis IMU
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provides sufficient degrees of freedom. Second, prior work [31] relies on generic gesture

recognition algorithms based on inertial tracking of the absolute orientation of the wrist,

we developed a lightweight recognition algorithm tailored for the smoking gesture with

much reduced computational complexity and sampling rate requirements. Third,

mPuff [33] classified respiration cycles into puff and non-puff, but has a high false alarm

rate; it falsely detects 150 out of 1,000 respiration cycles as puffs, making it ineffective for

use in the natural environment. In contrast, our puffMarker model falsely detects only 1

out of 1,117 respiration cycles as puffs. Fourth, ours is the first work that was applied to

data collected from a real-life smoking cessation study. All other prior works reported

their results on only regular smoking training data. Fifth, our work is the first one to detect

first lapses, which is most challenging due to significantly smaller number of puffs (45%).

Sixth, RisQ and mPuff were both evaluated on only 4 users in the field environment while

we evaluate on 61 users, making our work clearly the largest-ever study for sensor-based

detection of smoking. Seventh, ours is the first work that combines respiration and wrist

movement data and shows how inclusion of wrist movement detection can increase the

performance of respiration based detector [33]. Finally, performance of our system (recall

of 96.9% and false positive rate of 1.1%) is better than any previously reported work even

on training data.

2.3 Data Collection

We describe details of the user study for collecting training data for the puffMarker

model and the smoking cessation study where the puffMarker model was applied.

Wearable Sensor Suite: Participants in both studies wore a wireless physiological

sensor suite (AutoSense [38]) underneath their clothes. The wearable sensor suite

consisted of two-lead electrocardiograph (ECG), 3-axis accelerometer, and respiration

sensors. Participants also wore an inertial sensor on each wrist that includes a 3-axis

accelerometer and a 3-axis gyroscope. Each sensor transmitted the sensor data

continuously to a mobile phone. AutoSense respiration sensor has it’s own battery and it

11



Training data 
6 smokers 
 40 hours  

𝟏

𝟔
  false episode/day 

28 out of 32 lapses  
detected 

 (1 discarded  
due to data loss) 

28 abstinent  smokers 
 (352+946)=1298 hours  

33 lapsers 
(402+1066)=1468 hours 

Smoking cessation data 
(1 day pre-quit + 3 days post-quit) 

(754+2012) = 2766 hours 

96.9% recall rate 
with 1.1% false 

positive rate 

Fig. 2.2: Data Summary of Training and Smoking Cessation Study

lasts for 10 days on a 750 mAh battery. It uses a low powered ANT Radio to connect with

the phone. The phone (which collects GPS data continuously and keeps its wireless radio

on for data reception) lasts for 13 hours on a single charge. The smartwatch we use lasts 3

days on a 500 mAh battery. The sampling rate for the respiration sensor is 21.3 Hz and

that for the accelerometer and gyroscope on smartwatch are 16 Hz for each of the six axes.

Mobile Phone: Participants were given a smart phone to carry. It receives and

stores data from sensors on the body and on the phone. It also collects self-reports in

response to random prompts which capture characteristics of situational factors associated

with smoking. These factors include stress, physical activity levels, posture, places

visited, and commuting episodes. In the training study, an observer marks the timing of

each puff on the phone. In the smoking cessation study, participants used the phone to

report the beginning of smoking episodes by pressing a button.
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2.3.1 Data Collection for Model Training

We collected data from 6 daily smokers. They wore the sensors for a total of 40.3

hours in field as they went about their daily lives. Each time they smoked, they were

accompanied by an observer who who was instructed to mark (on study phone) a puff

when the participant held cigarette between the lips and inhaled smoke. From the

marking, we thus obtained the timing when the hand is at the mouth during smoking. This

dataset contains 32 smoking episodes (that includes smoking while standing, sitting,

walking, and being in a conversation) with 470 puff markings. In 179 instances out of the

470 puff markings, there were wireless data losses and noise due to physical movement or

loosening of the respiration belt. We use the remaining 291 puff instances for which we

have acceptable respiration and wrist sensor data.

2.3.2 Smoking Cessation Study

Participants: The participants were cigarette smokers who reported smoking 10 or

more cigarettes per day for at least 2 years, and who reported high motivation to quit. To

qualify, participants had to pass a screening session prior to being enrolled in the study.

The screening includes assessment of current medical and mental health status and history

of any major medical and psychiatric illness. Screening also includes assessment of

smoking behavior, mood, and other behavioral health measures. Participants were

excluded if they had ongoing major medical or psychiatric problems and if they had other

comorbid psychiatric and substance use problems. Also, participants who were not

entertained into the normal day/light diurnal cycle were excluded to control for variation

in diurnal physiological activity and behaviors.

Protocol: Once enrolled, the participants picked a smoking quit date. Two weeks

prior to their quit date, subjects wore the sensor suite for 24 hours in their natural

environment. After completion of the 24 hour monitoring, which we call the pre-quit

session, subjects come back to the lab for their second visit. Smoking cessation

counseling is provided starting at this second visit to the lab. Then the subjects come back
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Fig. 2.3: Depiction of mounting of inertial sensors on the wrist and the orientation of their
axes.

to the lab on the assigned quit date to attend a counseling session and to begin the 72 hour

of monitoring in the field; this we refer to as the post-quit session. They come back to the

lab each day to confirm smoking status by capturing an expired breath sample in a carbon

monoxide (CO) monitor. During each day of monitoring (24 hour pre-quit and 72 hour

post-quit), the participants wear the sensor suite during awake hours, and on the mobile

phone, complete 12 Ecological Momentary Assessments (EMAs) (i.e., self-reports) daily.

Data Collected: We collected data from 61 participants. The participants wore the

sensor suite for a total of 2,766 hours. A summary of collected data is shown in

Figure 2.2.

2.4 Data Processing and Model Development

Respiration, 3-axis accelerometers, and 3-axis gyroscopes provide us with 7

concurrent time series of data that are all time-stamped when they are received on the

mobile phone1. The x, y and z axes of the accelerometers and gyroscopes on the wristband

1We note that timestamping of sensor data upon receipt on the phone does not adversely affect time
snchronization needed for our method. Data from sensors are transmitted to the phone tens of times each
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are aligned with each other. The directions of the axes of the wristband sensors are shown

in Figure 2.3.

2.4.1 Overview of puffMarker Model

Figure 2.4 presents an overview of all the data analysis steps. First, we remove

outliers and impute missing data. Second, we describe a method to detect hand-at-mouth

gestures that segments (i.e., creates windows in) the time series of sensors data. These

windows are assessed for representing a puff. Hand gesture during puffing a cigarette is

typically composed of three sub-gestures that usually occur in the following sequence —

hand moving to the mouth, hand being at mouth while taking a puff, and hand moving

away from the mouth.

puffMarker locates puff events by detecting the segments in the wrist sensor time

series that contain hand-at-mouth gestures. When an accelerometer is stationary, any

accelerometer axis aligned precisely with the earth’s downward gravitational field will

result in a measurement of −1g in that axis. Due to the mounting of the sensor on the

wrist (see Figure 2.3), we observe a positive value on y-axis when the right hand is held in

an upward direction, whereas we get a negative value on the y-axis of the left wrist

accelerometer.

However, when an accelerometer is moving, an axis will measure the combination

of linear acceleration due to movement and the component of gravity in the direction of

that axis. The gyroscope axes, on the other hand, measure the rate of change of rotation or

angular velocity about the axes. We use the measurements obtained from both the

accelerometers and gyroscope to detect hand-at-mouth gestures.

As a third step, we develop criteria to screen out segments (or windows) of data

that do not correspond to smoking puffs. Using the detected hand-at-mouth segments, we

identify the accompanying respiration cycles that potentially correspond to smoking puffs.

second and therefore the delay from sampling to reception on the phone is of the order of milliseconds. Our
time granularity requirements for classification (discussed later) is of the order of 3-7 seconds, duration of
hand staying at the mouth. Each respiration cycle is 3-6 seconds long. Hence, millisecond level errors in time
synchronization between respiration and inertial sensor data does not adversely affect our model.
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Fig. 2.4: An overview of key modeling steps for detecting smoking puffs and constructing
smoking episodes in the puffMarker model.
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Fourth, we compute features from those candidates’ respiration cycles and

hand-at-mouth segments that pass the preceding criteria. For classification, we train a

support vector machine model that uses the input features to classify the qualifying

candidate windows of data into puff and non-puff.

Fifth, we apply two simple post-processing steps to further reduce false alarms.

Isolated puffs that do not fit within the distribution of inter-puff duration in a regular

smoking episode are filtered out. Also, the model is applied to data collected from each

wrist, but if a participant is observed to use only one hand for smoking during the pre-quit

phase, then smoking puffs detected from non-dominant hand are filtered out. Finally, a

smoking episode is constructed if sufficient number of smoking puffs (in a cluster) are

detected in close vicinity.

2.4.2 Data Preprocessing

Sensor data are collected in the field environment where they are subjected to

various sources of noises, losses, and degradation in quality. We develop a series of

screening methods to clean the sensor data.

Removing outliers: Windows of sensor data when a participant is not wearing the

sensors (determined using methods presented in [39]) are removed from analysis.

Imputation of missing data: In a real-life environment, some data packets are lost

in wireless transmission. We interpolate if sample loss is limited to one packet containing

5 samples as described in [39]. Any longer loss burst is not imputed to maintain data

quality. After outlier removal and imputation, the data is ready for further processing.

2.4.3 Locating and Marking Windows of Interest

We observe that during cigarette smoke inhalation, the hand must remain

stationary at the mouth for few seconds. We look for these stationary moments in the

inertial sensor data stream. We argue that for detecting hand-at-mouth gestures, this

method of locating puffs is more robust than tracking the hand trajectory, which can vary

widely depending on the body posture (i.e., sitting, standing, walking) and hand position.
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In order to detect hand-at-mouth gestures, we first segment the sensor data from

both wrists to find relatively stationary segments and discard all non-stationary segments.

To find the body location when the hand is relatively stationary, we use the magnitude of

the gyroscope axes. Any movement of the hand will manifest as a rotation about one of

the gyroscope axes and cause the magnitude value to increase independent of the direction

of rotation. When there is very little movement of the hand, the gyroscope magnitude will

be low since it is not affected by gravity. Therefore, a hand-at-mouth gesture can be

detected by finding segments where the gyroscope magnitude time series attains low

values and is preceded and followed by peaks. The first peak is due to the hand moving

towards the mouth and the second one is due to the hand moving away from the mouth.

It should, however, be noted that simple thresholding on the magnitude values to

locate hand-at-mouth segments may not work well in practice. The average magnitude of

a hand-at-mouth segment during walking is usually higher than that of stationary segments

during standing or sitting. This is because, when a person is walking, the whole body is

moving and there will always be some movement of the hands. Even when the hand is at

mouth while taking a puff, there is some movement of the wrists due to taking steps.

Therefore, for the hand-at-mouth gestures during walking, we expect to find

segments that attain low magnitude values compared to the average magnitude during

walking. Moreover, in several instances, we observe that these relatively low amplitude

values are sometimes higher than the amplitude of peaks corresponding to the hand

movements before and after the hand-at-mouth stationary segments. The amplitude of

these peaks depend on the rest position of the hand before and after the puff.

While standing or walking, the hand usually hangs beside the body and, therefore,

we observe a larger peak amplitude. On the other hand, while sitting, the hands may be

resting on the thighs, or on the armrest of a chair. In these cases, the hand is moving a

shorter distance to the mouth and hence the peak amplitudes are lower. Also, sometimes,

participants smoke with their hand hanging near the mouth. In such instances, the amount
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Fig. 2.5: Hand at mouth segment detection. (AX , AY , AZ) and (GX , GY , GZ) present the
signals of accelerometers and gyroscopes. The circled area 1 represents the effect of
y-axis of accelerometer when hand is at mouth and the circled area 2 represents the
changes in gyroscope when hand is reaching the mouth and hand is leaving the mouth.

of movement is even lower, producing the lowest peak amplitudes. Therefore, setting the

threshold value as high as the amplitude of hand-at-mouth segments during walking does

not correctly identify hand-at-mouth segments in several other situations. This

necessitates a segmentation method that is adaptive to the current level of movement so as

to find segments that are relatively stationary.

We use a procedure that makes use of two moving averages to detect rise and fall

in the gyroscope magnitude time series. Such methods are commonly used by investors in

stock markets to identify price rise and fall [40]. More specifically, we perform the

following steps.

1. We compute a fast (0.8 second window) and a slow (8 second window) moving
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average of the gyroscope magnitude. The fast moving average closely follows the

dynamic nature of the signal, while the slow moving average represents the level of

movement in the neighborhood (see Figure 2.5). The window size of the slow

moving average corresponds to the length of a smoking hand gesture length, which

usually lasts from 3-7 seconds [41]. Because of this window size, during smoking

hand-at-mouth gestures, the slow moving average is computed over windows that

always contain the peaks due to the hand moving towards and away from the mouth.

Therefore, during these segments, the slow moving average attains higher values

compared to the fast moving average. The 0.8 second window size for the fast

moving average is empirically chosen so that all segments that contain

hand-at-mouth gestures during puffs are detected.

2. We select segments where the fast moving average lies below the slow moving

average. These segments are demarcated by two consecutive crossing-over points of

the two moving averages. The first of them corresponds to the location after which

the fast moving average moves below the slower one and the second crossing-over

point corresponds to the location after which the fast moving average rises above the

slower one. The selected segments are, therefore, the ones where the magnitude

values are relatively lower than the average magnitude of the neighborhood.

While segmenting data using the above method, we also check whether at that

time y-axis of accelerometer is in an upward direction or not. Change in the magnitude of

the gyroscope indicates that the hand is in motion. If, at that moment, the y-axis of the

accelerometer changes from low to high (for the right hand sensor), it indicates the hand is

moving in an upward direction. An opposite change in the y-axis of the accelerometer at

the end of a gesture segment indicates the hand is moving in a downward direction.

Figure 2.6 shows how segmentation is performed using both gyroscope and y-axis of

accelerometer. This method of segment identification is designed to include all segments

that are likely to contain a hand-at-mouth gesture, but may be over-inclusive.
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Fig. 2.6: Locating a candidate segment and identifying its boundaries.

2.4.4 Data Reduction via Non-candidate Segment Exclusion

We narrow down our search space by excluding hand-to-mouth segments in the

inertial sensor data stream that are unlikely to represent a puff. We employ three methods,

all of which are trained (i.e., determining parameters) using training data where each puff

was carefully marked. In this dataset, we refer to inertial data segments that correspond to

hand-at-mouth gestures when taking a puff as puff segments.

Appropriate Degree of Movement? We compute the mean difference between

the fast and slow moving averages for each of the puff segments. Using the minimum of

these distances as a threshold we discard all segments for which the mean distance is

lower than this threshold (50 degree/second).

Appropriate Duration of Hand-to-mouth Gesture? We determine the duration

of each puff segments. Inertial data segments that have a duration more that 3 standard

deviations away from the mean duration (less than 0.8 seconds or greater than 5 seconds)

are excluded.

Proper Hand Orientation When The Hand At Mouth? When the hand is at or
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near the mouth, it may not be for taking a puff, such as when touching the hair, fixing

eyeglasses, yawning, etc. To determine whether the hand is properly oriented during a

hand-to-mouth gesture (e.g., as it usually is when taking a puff), we determine orientation

of the hand by computing the pitch and roll angles.

The pitch and roll angles at a particular orientation indicate the amount of rotation

about the x and y axis respectively required to reach the particular orientation from an

initial orientation. We assume that in the initial orientation, the hand is kept horizontal

with the palm facing down (z-axis is aligned with the gravitational field). Roll and pitch

angles can be computed from either accelerometer or gyroscope. However, in the presence

of linear acceleration, the orientation angles computed from accelerometers are usually

less accurate. On the other hand, roll and pitch angles can be computed by integrating the

angular velocity measurements obtained from gyroscope. However, a small error in

angular velocity measurement may lead to large integration errors.

Since we are interested in computing the orientation at times when the hand is

relatively stationary, relying on only accelerometer measurements is sufficiently accurate

for our purpose. For each segment, we compute the average of each axis forming the

vector (ax, ay, az). Following the method proposed in [42], we compute pitch(θ) =

(−ay)/(−az) and roll(φ) = ax/
√
ay2 + az2.

We note that pitch and roll may suffer from gimbal lock, which refers to the lack

of bi-continuous map between the spherical coordinates (pitch/roll) and the torus surface

of the rotations. As far as the classification of the static orientation is concerned, the lack

of continuous map is not an issue, the pitch/roll still uniquely defines the orientation and

therefore each static orientation can be uniquely classified. The problem appears when

dynamic measurements are averaged to get an average orientation in a window of data.

This could be remedied going to an intermediate redundant representation such as

quaternions to implement the averaging. We have chosen a simpler approach to address

this problem. We use a window of measurements for computing pitch and roll. From the
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Fig. 2.7: Scatter plot of roll and pitch angles for the puff segments and non-puff segments.

window, we only take those values that do not suffer from Gimbal lock. Since our window

consists of at least 0.8 seconds worth of samples, most of our windows have valid

measurements for pitch and roll even if some values are momentarily affected by Gimbal

lock due to orientation alignment.

We next describe our method for handling change in hands (left vs. right). Since

the direction of the x-axis (and y-axis) of the accelerometer on the left and right wrists are

opposite to each other, we first negate the x and y axis measurements of the left wrist

sensor. In this way, the corresponding axes point in the same directions in both wrist

sensors. By convention, the roll and pitch angles are positive when there is clockwise

rotation about the y-axis and x-axis respectively. Therefore, when either arm is lifted from

the horizontal position, pitch angles will have the same negative sign. However, inward

(or outward) rotation of the left hand is in the opposite direction for an inward (or

outward) rotation of the right hand. Therefore, in order to obtain the same sign for roll

angles in both hands (that are )mirror images of each other, we negate the sign of the roll

angles obtained for the left hand.
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To determine proper values of pitch and roll, we compute these values for each

puff segments and for non-puff segments (see Figure 2.7 for a scatter plot). We observe

that the roll and pitch angles are slightly correlated with each other. For each segment, we

compute the Mahalanabis distance2 from the distribution of roll and pitch angles of puff

segments. Mahalanabis distance d is computed by d = (x− µ)S−1(x− µ)′, where

x = (xroll, xpitch) is the vector representing the roll and pitch angles of a segment and µ

and S are the mean vector and co-variance matrix computed from roll and pitch angles of

puff segments. Since for puff segments, the distance should be lower than other segments,

we find a threshold td so that all puff segments are below it. We set the value of td to the

largest value from all puff segments from training data and use it as a threshold. We

discard all segments that have distance greater than td = 10.15 degree square.

2.4.5 Candidate Respiration Cycle Selection

After filtering out all non-candidate segments, we identify a respiration cycle that

corresponds to each candidate hand-to-mouth gesture segment. We find the respiration

cycles by computing the peak and valley locations in the respiration signal. Respiration

signal reaches the peak once smoke is completely inhaled and exhalation of smoke usually

occurs once cigarette is removed from the mouth. For each candidate hand-at-mouth

gesture segment detected, we, therefore, select the first respiration cycle whose peak

occurs after the end of the segment. This respiration cycle is a candidate for puff, if

respiration signal is missing in that segment we use the hand-at-mouth segment as

candidate.

A respiration cycle, however, can be associated with two different candidate

segments, one from each hand, whose end times are close to each other. To avoid the

situation where the training data contains a puff and a non-puff instance that are both

2An alternative measure could be Euclidean distance but the Euclidean distance is blind to correlated
variables while the Mahalanabis distance takes the co-variances into account, which lead to elliptic decision
boundaries in the 2D case, as opposed to the circular boundary in the Euclidean case.
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associated with the same respiration cycle but different candidate segments, we only

consider the non-smoking regions of the dataset as the source of non-puff instances.

2.4.6 Feature Computation

Respiration Features from [33]: From each respiration cycle, we compute the 17

respiration features presented in [33]. These features capture the characteristics of a

respiration cycle and the relative changes in these characteristics. First, Inhalation

Duration, Exhalation Duration, which correspond to the time required to breathe in and

breathe out respectively are used as features. The next two features, IE Ratio and

Respiration Duration are defined as the ratio of inhalation duration to the exhalation

duration and their sum respectively. Stretch is defined to be the difference between the

maximum (legitimate) amplitude and the minimum (legitimate) amplitude the signal

attains within a respiration cycle.

Forward and backward first differences of a feature are defined as the difference

between the value of this feature obtained from current respiration cycle and that from the

next cycle and previous cycle, respectively. Since the smoking puff is different than

neighboring respiration cycles, the forward and backward first differences of the values of

the inhalation duration, exhalation duration, respiration duration, and stretch are also used

as features to capture the relative changes in breathing pattern. Ratio of exhalation

duration and stretch values to the average of the feature values of neighboring cycles are

also used as features that capture the relative change in respiration. Finally, stretch of a

respiration cycle is also divided into upper and lower parts with respect to the running

mean of the valley amplitude of the respiration signal and these are used as features. The

upper stretch magnitude is computed by taking the difference of peak amplitude and

running mean value of the valley amplitudes of signal cycles (ValleyAmplitudeMean),

while the lower stretch magnitude is computed by taking the absolute difference of

minimum amplitude in a respiration cycle and ValleyAmplitudeMean.

New Respiration Features: In addition to the above features, we propose two
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new features. These features are computed from the rate of change signal obtained by

taking the first derivative of the respiration signal. The maximum and minimum values

that the rate of change signal attains within a respiration cycle are used as features.

Inertial Features: From the candidate hand-at-mouth gesture segments, we

compute the mean, median, standard deviation, and quartile deviation of magnitude of

gyroscope, pitch, and roll. This gives us a total of 12 features.

2.4.7 Model Development

We extract features from both the candidate segments and the corresponding

respiration cycle from the training data. We train a two-class Support Vector Machine

(SVM) classifier using this training data to detect puffs.

2.4.8 Post Processing

After obtaining a classification from the SVM model, we conduct two

post-processing steps. Our post-processing steps are similar in purpose to the use of

random forests and conditional random field used in prior works [31, 32] to construct a

smoking episode from individual puffs. We opt for rule-based methods for better

explainability of the resulting model.

Remove Isolated Puffs: We call a detected puff an isolated puff if no other puff is

within two standard deviations of the mean inter-puff duration (i.e., 28 (±18.6) seconds).

An isolated puff is unlikely to be part of a smoking episode.

Discard Puffs from the Non-dominant Hand: We observe that among 61

participants, 33 always smoke using their right hand, 18 smoke using left hand, and only

10 switch hands, sometimes switching hands even within a smoking episode. This points

to the utility of using wrist sensors on both hands in a smoking cessation study. But, since

majority of the participants smoke using only their dominant hand, puffs detected from

their non-dominant hand can be discarded.

Constructing a smoking episode: After removing isolated puffs, we are left with

clusters of (2 or more) puffs in the data stream. We use a simple rule-based method to
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Fig. 2.8: Recall versus false episode per day for different value of mp

declare a cluster of puffs as a smoking episode, i.e., if it contains at least mp (minimum

puff count) puffs. To find an appropriate value for mp, we analyze the recall rate for

detecting first lapses in lapsers and false episode detection rate in abstinent smokers in our

smoking cessation study data. Figure 2.8 presents the recall and false episode per day

rates for different values of mp. We observe that the best result is achieved when mp = 4.

If a cluster of puffs contains at least four puffs then we called it as lapse episode.

Figure 2.9 shows how Lapse episode is selected. Here one instance of user data is shown

from 11:00 am to 8:00 pm. Self report about lapse was given at 5:50 pm. After applying

puff detector we get three cluster of puffs. From this figure we see first and second cluster

could not be a smoking episode because of less number of puffs while third one is a lapse

episode.

2.5 Evaluation and Application

We now describe the performance of puffMarker on both training data and on the

smoking cessation data.
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Fig. 2.9: Construction of Lapse episode.
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Fig. 2.11: Example of puffMarker’s Performance on the smoking cessation data during a
smoking episode (for a lapsed participant).
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Table 2.1: Confusion Matrix for training data using 10-fold cross validation;
Recall=96.9%, Precision=87.5%, Accuracy=98.7%, False Positive Rate=1.1%,
Kappa=0.91

Classified as puffs Classified as non-puffs
puffs 282 9

non-puffs 40 3505

2.5.1 Performance on Training Data

In addition to the puffMarker model that uses both respiration and wrist sensors,

we also construct a wrist-only model to understand the performance expected if only wrist

sensors are used due to its greater convenience and ease of wearing. To understand the

improvement in accuracy due to each of the two sensor types, we also analyze the

performance if only respiration sensor were used.

Training data for the puff classifier consists of 291 puffs and 44,696 respiration

cycles that reduces to 3,545 non-puff cycles after applying our preprocessing steps. We

build three different classifiers based on i) respiration-only features, ii) wrist-only

features, and iii) features from both sensors.

Figure 2.12 presents the true positive rate of puffs detected versus true positive rate

for the classifiers in 10-fold cross-validation. We observe that the performance of

wrist-only model is better than that of respiration only. Combining both sensors results

into significant improvement and makes it suitable for robust performance in the field

setting. We pick an operating point on the ROC curve that is closest to the top left corner.

It corresponds to a recall rate of 96.9% and false positive rate of 1.1%. A confusion matrix

with various metrics for this operating point is presented in Table 2.1.

We further investigate the generalizability of our combined model by performing

leave-one-subject-out cross-validation. In this experiment, the model is learned from five

participants’ data and evaluated on the sixth. In each experiment, threshold on the score of

the SVM classifier is set to a value so that it achieves at least 95% recall rate on the

training data. From Figure 2.13, we observe that recall and precision are usually high with
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Fig. 2.13: Leave one subject out cross validation on training data.

a minimum value of 0.7. It indicates that our method can generalize to new users. The

difference in recall or precision can be attributed to difference in the proportion of

confounding activities (e.g., conversation and physical activity) present in each

participant’s data.

2.5.2 Performance on Smoking Abstinence Data

We collected data on 61 participants in a smoking cessation study in which 33

lapsed within three days (verified by a CO monitor) — 17 lapsed on the first day, 12 on

the second day, and 4 on the third day. We apply our model on these data and report

several findings that include recall rate for detecting first lapse, false episode per day on

abstinence data, lapse progression in lapsers, puff count in first lapse episodes, and

temporal inaccuracy in self-report or recall of first lapses.

Detection of First Lapses

The CO report ascertained that among the 61 participants, 33 lapsed during their

post quit session; 22 of them self-reported their lapse and 11 mentioned it in their next day

31



Table 2.2: Comparison between puffMarker and Wrist-only model

puffMarker Wrist-only
False episode per day 1

6
1

1.71

# detected lapses 28
32

(87.5%) 24
32

(75%)

interview. One participant is excluded from analysis because of high (> 80%) sensor data

loss around the neighborhood of lapse self-report. Of the 32 lapsers for whom data is

available, puffMarker detects 28 lapse episodes. We can now derive various novel results

on the nature of first lapse that has previously not been known. We report them in the

following.

False Episode Detection

To analyze the false positive rate of puffMarker, we apply it to the data collected

from 28 participants who did not lapse (confirmed by CO testing) during three days of

post quit session. From each of these participants, we obtained an average of 11.2 hours of

data per day for 3 days, for a total of 946 hours of data. Since the participants did not

smoke on these days, all episodes detected by puffMarker are false positives. Out of these

28 participants, we get zero false positives for 22 participants, one episode for 2

participants, one episode each on two days for 2 participants, two episodes on two days

for 1 participant, and four false episodes in one day for the final participant. We get a total

of 14 falsely detected episodes in 84 days, for a false episode per day of 1 every six days.

We also analyze the false episode per day on abstinent days of lapsed smokers.

Since 12 participants lapsed on the second day and 4 lapsed on the third day, we have a

total of 12+8=20 abstinent days on these participants. We get false positive on only one

participant who lapsed on the third day. puffMarker detects one episode on the first

post-quit day and another episode on the second day.

Performance of Wrist-only Model

In future, it may be desirable to use only wrist sensors in smoking cessation

studies due to its convenience. We, therefore, also apply the wrist-only model on the
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Fig. 2.14: Puff variation in Lapse episode and regular smoking episode

smoking cessation data. Table 2.2 presents the performance of wrist-sensor-only model.

We observe that the wrist-only model detects 24 of the 32 lapse events and the number of

false episodes detected is 49 (or 1/1.71 per day).

Characterizing the Lapse process

Now that we have a model to detect the first lapse and subsequent lapses in a

smoking cessation study, we can get some new insights into the lapse process that were

not observable earlier. We report three novel findings. First, we analyze the number of

puffs taken during the first lapse smoking event (see Figure 2.14). We find that the number

of puffs in the first lapse event after quitting is significantly lower than that during regular

smoking episodes. The average number of puffs in first lapse events is 6.67 (±2.5),

whereas the average number of puffs in regular smoking episodes is 14.75 (±1). This has

been suspected by smoking researchers as smokers are trying to resist smoking in the

post-quit period, but our data now provides the first objective evidence.

Second, we analyze the number of smoking episodes per day on the lapse day, the

day after lapse day, and 2 days after the lapse day. Third, we analyze the number of puffs

per episode on these three days. Figure 2.15 shows data for both of these metrics. Lapsers
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Fig. 2.15: Progression of the lapse process. Number of smoking episodes per day and
number of puffs per episode following a lapse are shown for the lapse day, day after lapse,
and 2 days after lapse.

smoke an average of 1.18 times on the lapse day, an average of 2.75 times on the day after

lapse day, and an average of 3.56 times on the second day after lapse day. For the number

of puffs per smoking episode, we observe that the number of puffs per smoking episode is

6.5 on the lapse day, 9.5 on the day after lapse day, and 11 on 2 days after the lapse day.

The above objective data support prior observations (based on self-reports) that

once a participant lapses, they gradually increase smoking frequency and eventually

relapse fully. It is interesting to observe that not only the smoking frequency increases

every day after lapse, but the number of puffs per episode also increases. Consequently,

the total number of puffs per day increases rapidly; it is 7.7 on lapse day, 26.1 on day after

lapse, and 39.2 on 2 days after lapse. This study only observed abstinent smokers for only

3 post-quit days; longer studies in future may reveal the entire progression process.

Temporal Precision in Self-report or Recall of First Lapse

Accurately locating the timing of the first lapse has been considered critical for the

development of interventions. Smoking researchers have suspected that lapsers do not
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Fig. 2.16: Temporal inaccuracy of self-report
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report their first lapse event promptly, partly due to being overwhelmed at the moment of

this first failure in their cessation attempt. Now that we can pinpoint the timing of first

lapse for 28 lapsers at the granularity of a respiration cycle (i.e., second-level accuracy),

we can analyze the temporal imprecision in self-report or recall of the first lapse episodes

(see Figure 2.16).

Of the 28, 9 did not self-report, 15 reported after the lapse, and 4 reported before

they lapsed. The average delay for post-report was 41.4 minutes and that for a pre-report

was 12.7 minutes. The temporal inaccuracy was even greater for those 9 who recalled the

timing of lapse event next day in the lab. This is the first time that temporal inaccuracy in

self-report of a smoking lapse has been reported.

2.6 Conclusion, Limitations, and Future Work

This is the first work to show that timing of first lapse in smoking cessation can

indeed be detected using wearable sensors in real-life environment. It is also the first to

show the temporal inaccuracy in self-report or recall of first smoking lapse. From a

computational modeling perspective, it presents an explainable model for gesture

recognition from 6-axis inertial sensors worn on wrist. It also presents a reusable

approach for combining the inertial sensor data with respiration data for better detection

accuracy by leveraging the diversity of these two sensor types.

But, this work has several limitations that present numerous opportunities for

future works. First, the model itself can be improved in multiple ways. For example, we

use a simple rule for episode construction. More sophisticated models can potentially

improve the detection accuracy for smoking episodes. Personalized models that use

pre-quit data of each participant to calibrate the model may provide an even better

accuracy. Second, detection of other related behaviors (e.g., eating, drinking, brushing,

driving) using our modeling approach from wrist-mounted inertial sensors and respiration

sensor is an interesting opportunity for future work. Third, we use wrist sensors on both

wrists as the smoking activity can be performed with either hand. The same is true for
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other activities such as eating, typing, etc. But, wearing wrist sensors on both wrists may

not be as prevalent outside of scientific studies. Obtaining similar accuracy of detection

with only one sensor worn on the dominant (or non-dominant) hand is another interesting

future work opportunity.

Fourth, our model was developed using data collected for cigarette smoking and

hence may not directly work for cigars, e-cigarettes, hookah, etc. Fifth, since our model

filters out isolated puffs and does not consider puffs to constitute a smoking episode

unless there are 4 puffs in close vicinity. Hence, it may not work for detecting first lapses

that consists of 3 or fewer puffs. Sixth, it also may not work when several people share a

cigarette. In such a case, the time between successive puffs becomes longer than usual.

Seventh, replication of our method in other populations can further improve its validity

and utility. Finally, our work opens up a very rich area of research for discovering

efficacious just-in-time interventions that can be triggered from predictors detected by

sensors such as GPS, smart eyeglasses, electronic and social media, and physiological

sensors.
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Chapter 3

mSieve: Protecting Behavioral Privacy in Sharing of Time Series of Mobile Sensor

Data

As discussed in the previous chapter, sharing mobile sensor data, especially

physiological data, raises different privacy challenges, protecting private behaviors that

can be revealed from time series of sensor data. Existing privacy mechanisms rely on

noise addition and data perturbation. But the accuracy requirement on inferences drawn

from physiological data, together with well-established limits within which these data

values occur, render traditional privacy mechanisms inapplicable. In this chapter, we

define a new behavioral privacy metric and propose a novel data substitution mechanism

to protect behavioral privacy.

3.1 Introduction

Smart phones with their onboard sensors and their ability to interface with a wide

variety of external body worn sensors, provide an appealing mobile health (mHealth)

platform that can be leveraged for continuous and unobtrusive monitoring of an individual

in their daily life. The collected data can be shared with health care providers who can use

the data to better understand the influence of the environment on an individual and be

proactive with their prognosis. On one hand, mHealth platforms have the potential to

usher in affordable healthcare, but, on the other hand, their ability to continuously collect

data about an individual raises serious privacy concerns and limits their adoption –

concerns that are largely absent during traditional episodic treatments.

Motivating example: Consider a scientific study being conducted to assess the

daily activities (e.g., sedentary versus active life styles) and behaviors of a user. To this

end, the user participating in the study shares data from several body-worn sensors (e.g.,

respiration (RIP), electrocardiogram (ECG) and accelerometer sensors) with the study

investigators. The data collected can be used to infer physical activities such as walking,

running, stationary (from accelerometers), but also correlate these activities with
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behaviors such as conversation episodes, stress episodes, detect when the user is eating or

drinking water/coffee, and if the user smokes or takes cocaine. Note, activity can be

detected from accelerometer data [43], conversation episodes [44] from respiration data,

onset of stress [45, 46] can be inferred from ECG data, eating from wrist-worn

sensors [47], smoking from respiration and wrist-worn sensors [2, 3, 48] and cocaine use

from ECG data [49].

On one hand, some of the above inferences such as walking, conversation, eating

are extremely useful in investigation of behavioral risk factors on health and wellness.

But, on the other hand, inferences such as smoking, cocaine use and stress may be

sensitive to the user and needs to be kept private. Thus, we have a conundrum, where the

same time series data can be used for making both utility providing inferences (that are

desirable) and also sensitive inferences (that need to be protected).

Challenges unique to physiological data: While there exists a large body of prior

work on data privacy, there are several challenges that are unique to maintaining privacy

of inferences drawn from time series of physiological data. First, the inferences

themselves (e.g., detecting variation in heart rate, respiratory disorders) are extremely

critical to proper diagnosis and incorrect inferences can severely affect and even threaten

human life. Second, there are well-defined limits for various physiological signals (e.g.,

the interbeat interval in ECG is typically between 300ms and 2, 000ms [50], and so on)

and non-conformance to those thresholds can render the data unusable. Third, there is

high degree of correlation between an observed human behavior and the data recorded by

these physiological sensors. For example, physical activities such as walking or running

are associated with higher heart and respiration rates. Finally, physiological signals are

high-dimensional, are extremely rich in information, and when continuously collected

embed minute elements of an individual’s lifestyle patterns. These patterns or inferences

are often correlated making it difficult to protect the privacy of one inference in isolation

of the others.
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These above challenges place constraints on the mechanisms that can be used to

protect privacy of physiological data. The constraints are in terms of the magnitude of

noise that can be added while retaining the utility of the inferences and in handling of the

correlation between the data streams from the various sensors. Anonymization techniques

such as k-anonymity [51], l-diversity [52], and t-closeness [53] propose data obfuscation

aimed towards protecting the identity of a user within a subpopulation. However, we

consider a setting where a single-user shares data with (possibly) many recipients

(primary/secondary researchers), and the identity of the user is already known to the data

recipients.

A principled mechanism for preserving privacy during analysis is differential

privacy [54]. While several variants of differential privacy have been proposed [55–57],

the central idea there is to adequately obfuscate a query response computed on a

multi-user statistical database (by adding noise typically drawn from a Laplace

distribution) such that the presence or absence of any user in the database is protected.

However, this notion of differential privacy cannot be directly applied to our single user

setting to protect behavioral privacy. Recent model-based approaches for location privacy

such as [58, 59] focus on effective data suppression to protect sensitive inferences, but

these can’t be applied directly to protect behavioral privacy from mobile sensor data either

due to unique challenges listed above.

Our approach: In this paper, we propose mSieve, a model-based data substitution

approach to address the privacy challenges arising from sharing of personal physiological

data. We group the inferences that can be drawn from shared data into two sets – a

whitelist and a blacklist [60,61]. Inferences that are desirable for the user, such as tracking

activity, conversation episodes, frequency of eating, are all utility providing to the user

and are part of a whitelist. Other inferences such as smoking and onset of stress are

sensitive to the user and need to be kept private. These inferences form part of the
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Fig. 3.1: Illustration of the mSieve process.
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blacklist. Our goal is to prevent an adversary from making any of the inferences in the

user-specified blacklist while being able to accurately compute the whitelisted inferences.

Figure 3.1 illustrates the flow of data and the various components of mSieve. In

summary, given various streams of sensor data from a user, mSieve identifies sensitive data

segments and substitutes them with the most-plausible non-sensitive data segments. To do

so, it computes a Dynamic Bayesian Network (DBN) model over the user’s data. The

model maintains a distribution over the various behavioral states (e.g., smoking, running,

conversation etc.) of the user. Note, these states are computed using the data collected

from the body-worn sensors. To perform substitution, segments of data that reveal

sensitive behavior are detected and removed. The DBN model is then used to identify

candidate replacement segments from the same user’s data that can be used in place of the

deleted segments. We use several techniques (such as dynamic programming approach,

and a greedy approach based best fit algorithm) to select the best segments that preserve

privacy and simultaneously retain the overall statistics of the physiological signal

(providing utility). To assess the privacy guarantees of our scheme, inspired by the privacy

definition of differential privacy, we define the notion of differential behavioral privacy to

protect sensitive inferences. The metric ensures that the information leaked about a

sensitive inference from a substituted segment is always bounded.

We evaluate the efficacy of our substitution scheme using 660 hours of ECG,

respiration, location and accelerometer data collected over multiple user studies with over

43 participants. We demonstrate that sensitive behavioral inferences, contributing to

privacy loss, such as onset of stress, smoking, and cocaine use can be protected while still

retaining meaningful utility (≥ 85% accuracy when privacy sensitivity is high and ≥ 90%

on average) of the shared physiological signals in terms of its use for tracking heart rate,

breathing irregularities, and detecting conversation episodes.
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Table 3.1: Summary of notations used.

User model, DBN Du

Raw sensor data ~ri = {ri(t)|tstart ≤ t ≤ tend}
Actual sensor data ~r = {~r1, ~r2, ..., ~rns}
Released sensor data ~̂r(t) = {~̂r1, ~̂r2, ..., ~̂rns}
Duration difference di = ti − t̂i ∀1 ≤ i ≤ n
State x = (x1, ..., xn) ∈ {0, 1}n
State interval s = (x, ts, te)
Actual state sequence ~s =< s1, s2, ..., sτ >

Obfuscated state sequence ~̂s =< ŝ1, ŝ2, ..., ŝτ >
Set of sensitive states SB
Set of safe states SW
Set of all states S = SW ∪ SB
Hole hk
Candidate states for kth hole Ck

3.2 Definitions and Problem Statement

We first introduce notations and define terms we use throughout the paper and also

formalize the problem statement.

Sensor Data: Let ri(t) denote the sensor data from the ith sensor at time t, where

i = 1, . . . , ns. We define ~ri = {ri(t)|ts ≤ t ≤ te} as the time-series of measurements from

the ith sensor, from starting time ts to ending time te. Finally, r(t) denotes the collection

of time-series data from all the different sensors, i.e., r(t) = {r1(t), r2(t), ..., rns(t)}.

Inferences: An inference is a function computed (e.g., using a machine learning

model) over a window of data values. Time-series data from different sensors (such as

ECG, respiration, accelerometer) are used for computing inferences using data buffered

over a chosen time interval. Let xi(t) be inference value of the ith inference at time t. We

assume that all our inferences are binary classifiers, which output true when the inference

occurs within the time interval and false otherwise1, i.e., xi(t) ∈ {0, 1}. We define

~xi = {xi(t)|ts ≤ t ≤ te} to be the time-series for the ith inference within the time interval

1Any inference that produces categories can be easily converted to a set of binary inferences, one for
each category of output.
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(ts, te). Again, x(t) = {x1(t), x2(t), ..., xn(t)} represents the collection of all possible

inference time-series.

Whitelist and Blacklist of inferences: As mentioned earlier, a key component of our

privacy mechanism is the separation of the possible inferences into a Whitelist (denoted

by W ) and a Blacklist (denoted by B). In mSieve, a whitelist is a set of inferences that are

essential for obtaining utility from the shared data, and the goal of the recipient is to

accurately compute the distribution p(xi), where xi ∈ W . Similarly, the blacklist B, is a

list of inferences xi, whose release the user would like to protect from the recipient.

State: A bit vector of length n is used to represent a user state

x = (x1, x2, ..., xn) ∈ {0, 1}n. The ith element of the bit vector represents the value of the

ith inference. Without loss of generality, we assign the first nw bit values of state x to the

whitelist, i.e., xi for 1 ≤ i ≤ nw and the remaining nb bit values to the blacklist. We

assume that whitelist and blacklist forms a disjoint partition of the inference set, i.e.,

n = (nw + nb). A state is sensitive, if one or more bits corresponding to inferences in set

B, are set to one. All sensitive states are included in set SB and the non-sensitive states are

in set SW .

State Interval: We define a state interval, s = (x, ts, te) as a state x at which the

user dwells during an interval (ts, te). Successive state intervals are indexed by sj, where

j = 1, . . . , τ . The value of each inference stays the same during an interval. Interval

changes to the next one when any of the inference values change. Unless otherwise

specified, we use the shorthand notation sji for sj.xi.

State Sequence: We define a state sequence, s = (s1, s2, ..., sτ ), where

sj.x 6= sj+1.x and sj.te == sj+1.ts for all j = 1, . . . , τ − 1.

3.2.1 User Model

Transition among different user states can be modeled using graphical models such

as Markov Chain (MC), Hidden Markov Models (HMM), and Dynamic Bayesian Network

(DBN). The Markov models, while suitable for modeling the temporal correlation among
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the states across time intervals, do not capture their conditional independence within a

particular time interval. Therefore, we model the transition between states as a DBN, Du.

In each time slice of the DBN, we maintain a uniform Bayesian Network described below:

• Nodes: Each node of the DBN is a random variable Sj representing a user state at

time interval j. Denoting the ith inference within the state as Sji , we can write

Sj = {Sj1, S
j
2..., S

j
n}.

In addition to nodes, a DBN also contains two types of edges:

• Intra-slice links: For any time slice j, conditional independence between individual

inferences X1 to Xn is maintained as a Bayesian Network (BN). Denoting the

parents of node Sj by Pa(Sj) we have:

P (Sji | Pa(Sji )); where Pa(Sji ) = {Sjk : P (Sji | S
j
k)}

• Inter-slice links: A DBN not only models conditional independence among states

within a time slice but also captures their temporal correlations across time slices.

These transition probabilities among nodes in different BNs are represented by the

inter slice links. We use a first order model, so these links are only between adjacent

time slices.

P (Sji | S1
i , ..., S

j−1
i ) = P (Sji | S

j−1
i );

These conditional probabilities are stored in a Conditional Probability table (CPT), which

is associated with each node Sj . An illustration of a DBN representing temporal behavior

among states is presented in Figure 3.2.

3.2.2 Adversary Model

We use a DBN to capture adversarial knowledge. A DBN is a powerful graphical

model that can effectively encode both the temporal and spatial correlation among
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Fig. 3.2: DBN showing user states over different time slices.

inferences. It is also a generalization of Markov models (including the HMM) that are

typically used to encode these information. We consider two types of adversarial attacks.

• Data-based attack: In this setting, the attacker has access to the raw sensor data.

• Model-based attack: The attacker has access to released inferences computed over

raw data but not the raw data.

In addition, we assume that in both settings the attacker is aware of the blacklist

inferences B, and the mSieve algorithm is publicly known.

The algorithms in mSieve, are designed under an assumption that an adversary

uses a DBN or a less powerful model for capturing the correlation among the user states.

However, if an adversary uses a model that is more expressive in terms of modeling state

correlations, or has access to side channel information that is not contained in the user

model then additional leakage may occur from the released data.

3.2.3 Privacy

The privacy guarantee we seek is such that an adversary with access to data

released by mSieve should not be able to suspect a sensitive behavior in a released data
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with significantly higher likelihood than when suspecting the same behavior in a

corresponding reference data.

Corresponding Reference Data: For a given sensor time series ~r, a corresponding

reference data ~r is such that it releases no more information about the blacklisted

inferences than a null time-series, but is otherwise maximally close to ~r.

Differential Behavioral Privacy: A system Λ preserves ε-privacy, if for any input

sensor time series ~r with start time ts and end time te, it produces an output ~̂r with same ts

and te such that for any query q(.; .) on ~̂r about any sensitive state b ∈ SB and for all

K ∈ Range(q), and the same query q(.; .) on any ~r with the same ts and te, the output is

bounded by eε.

D(~̂r||~r) =
P (q(~̂r; b) ∈ K)

P (q(~r; b) ∈ K)
≤ eε (3.1)

The parameter ε denotes privacy sensitivity. A low value of ε implies a high

privacy level and vice-versa.

3.2.4 Utility

We define utility over an entire released episode. Released data should preserve

the same white list of inferences as the original data. Utility metric minimizes distribution

difference between the original and released data.

Let pi be the probability of inference xi occurring in the actual signal. For

simplicity, suppose Inference xi occurs for ti =
∑τ

j=1 Ixij=1 ∗ (sj.te − sj.ts) duration out

of a total of T =
∑τ

j=1(sj.te − sj.ts) time units in the original data, where I is the identity

function. Then pi = ti
T

.

Utility Loss: Let P = (p1, p2, ..., pnw) be the probability vector of the white listed

inferences in the actual data and P̂ = (p̂1, p̂2, ..., ˆpnw) be the probability vector of the

white listed inferences in the released data, where p̂i = t̂i
T

and t̂i is the duration of

inference xi in the released data. Then, we define our utility loss metric as,

Uloss = ‖P − P̂‖ =
nw∑
i=1

|pi − p̂i| =
1

T

nw∑
i=1

|ti − t̂i| (3.2)
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Fig. 3.3: An overview of the mSieve framework.

3.2.5 Problem Definition

The goal of mSieve is to obfuscate time series data~r ∈ DB and generate ~̂r with the

same start and end time such that it satisfies the privacy constrains in Equation (3.1) and

minimizes the utility loss in Equation (3.2).

Problem 1. For any given tolerable privacy loss ε > 0, the utility-plausibility tradeoff can

be formulated as the following optimization problem:

minimize Uloss

s.t. D(~̂r||~r) ≤ eε

3.3 System Overview

We now present an overview of the components, as shown in Figure 3.3, that are

required to implement the end-to-end system from sensor data, to user states, to privacy

preserving safe states, and finally to the release of sensor data.

3.3.1 Context Engine

The Context Engine (CE) generates inferences from raw sensor data. Inferred

signals are more suitable for data modeling than unprocessed, raw sensor signals as it

simplifies the modeling task. CE transforms the raw sensor signals to task-specific feature

signals. For example, RR-interval is more suitable to infer heart rate than raw ECG signal.
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CE takes raw signals as input and produces time series of inference values as output. All

the white list and black list inferences are inferred by the CE.

3.3.2 Substitution Mechanism

We begin by segmenting the time series of inferences. Let τ be the total number of

segments, where each segment is represented by state interval sj where 1≤ j ≤ τ . As

mentioned earlier, we assume that inferences are represented by a single bit and thus at a

particular time interval the CE provides as output a bit vector of size n, which also

constitutes the user state sj.x ∈ {0, 1}n. Finally, the segmentation generates a sequence of

such state intervals, ~s =< s1, s2, ..., sτ >.

Some of the states in ~s can be sensitive to the user. The first step in our substitution

algorithm is to remove the sensitive states and also all other states that might lead to the

sensitive states. This introduces discontinuity in that state sequence; we call these gaps as

holes. The next step is to perform a DBN lookup to identify plausible candidates to fill all

the holes. This lookup operation on user DBN, Du, provides a set of candidate states for

filling holes in any time interval j. We note that the plausible states are checked for

continuation with the previous state. To select the best state from among the candidate

states, we consider utility loss as our metric. We substitute a hole with a state or sequence

of states that minimizes utility loss.

3.3.3 Context to Sensor Data

Another important consideration in the substitution process is to maintain signal

continuity. The Context-to-Sensor-Data module accepts possible substitution candidates

generated by the substitution mechanism and produces safe, privacy-preserving sensor

data as output. This module communicates with the database to ensure that the released

sensor data is safe, i.e., meets the privacy and utility criteria.
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3.4 Solution Details

In this section, we discuss our proposed solution to mitigate privacy risks.

Algorithm 1 takes raw sensor data ~r, sensitive states SB, and user DBN Du, and outputs

raw data ~̂r that does not contain any signature about sensitive inferences.

Algorithm 1 mSieve: Plausible Substitution Mechanism
1: Input: ~r,SB, Du, ε
2: ~s = getStateSequence(~r)
3: k ← 1
4: ~̂s← ~s
5: for each interval j ∈ {1, 2, ..., τ} do
6: if isHole(sj, Du,SB, ε) is true then
7: ~̂sj = hk = (∅, sj.ts, sj.te)
8: Ck = getPlausibleCandidateSet(Du, ~s, hk, ε)
9: k ← k + 1

10: end if
11: end for
12: Selected candidate {c1, ..., ck} = FillHole({hk}, {Ck})
13: ~̂r ← ~r
14: for each hole hk = (., ts, te), selected candidate ck do
15: r̂(ts, te) = getSensorDataFromDB(ck, te − ts)
16: end for
17: return ~̂r

3.4.1 Step 1: Sensor Data to State Sequence

We first convert the time-series of raw data samples from various sensors, ~r, to

time-series of inferences using (classifier) models. The classifier models are specific to an

inference and detects the time interval over which the inference occurs. Let ei = {(ts, te)}

denote the set of time intervals over which the ith inference is detected by a model where

1 ≤ i ≤ n = (nw + nb) (recall nw and nb are the number of whitelisted and blacklisted

inferences respectively). We create the inference time series xi(t) for the ith inference as

xi(t) =

 1 if ts ≤ t ≤ te for any (ts, te) ∈ ei

0 Otherwise.

Collectively, we define, x(t) = (x1(t), x2(t), . . . , xn(t)) as the n-dimensional state

at time t.
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Let t = ∪ni=1 ∪(ts,te)∈ei {ts, te} be the set of all time points (whether start or end)

corresponding to the inference occurrences, arranged in ascending order and τ = |t| − 1.

Note, a user stays in same state between time interval (ti, ti+1) for i = 1, 2, ..., τ and ti ∈ t.

We denote by si = (x(t), ti, ti+1), where ti < t < ti+1, the ith state interval. It is clear that

two consecutive states are different. It forms a state sequence ~s = < s1, s2, . . . , sτ >.

3.4.2 Step 2: Locate and Delete Sensitive and Unsafe States

We consider three types of states. a) Sensitive state, b) Unsafe state, and c) Safe

state. We define a state sj as sensitive state if any of the last nb bits are set to one, i.e., if

∨ni=nw+1s
j
i = 1, where ∨ is logical or operation (recall SB is the set of sensitive states).

We define a state sj as unsafe state if it is not directly sensitive but may contain

some information about blacklist, e.g., act of walking outside of a building to smoke and

returning back after smoking. We use the following local privacy check, which is similar

as [59, 62], to mark a state as unsafe

P (Sj+1 ∈ SB|Sj = sj)

P (Sj+1 ∈ SB)
≤ εδ. (3.3)

This condition provides us with a mechanism to stem privacy leakage from unsafe

states. Here, δ is our local privacy sensitivity. Lemma 1 below describes how to select δ.

Lemma 1. For any given ε > 0 there exist a δ < ε/2τ such that if

P (Si ∈ SB|Si−1 = si−1)

P (Si ∈ SB)
< eδ

then D(~̂r||~̄r) ≤ eε

A proof appears in the Appendix.

Deletion of sensitive and unsafe states in ~s results into ~s that is punctuated with

holes. Each hole consists of a starting time ts, and an end time te. Thus, the kth hole is

defined as hk = (ts, te). We denote the state occurring immediately before a hole hk as

pre(hk), and the state after hk as next(hk).
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3.4.3 Step 3: Candidate Generation

A candidate (i.e., a state sequence) is a sequence of states that can be substituted in

place of a hole. A candidate should be such that it does not contain any sensitive or unsafe

state and it maintains continuity, i.e., transitions among the states in the filled up time

series should be plausible using similar criteria as in (3.3). If there does not exist a

candidate long enough to fill the hole by itself, multiple state segments can be composed

together to obtain the desired length. We use a recursive function, described in

Algorithm 2, to generate candidates for each hole hk in time interval given by (ts, te). For

kth hole, the GenerateCandidate function generates all the possible candidates cand

for the duration given by the interval length of the hole, i.e., dur = hk.te − hk.ts, and

stores the candidates in the set Ck. Prior to invoking the GenerateCandidate function,

we initialize set Ck = ∅ and current candidate cand =< . > to an empty vector. Note,

isConnect(sj, sj+1) returns true iff Equation (3.3) returns true.

Algorithm 2 GenerateCandidate
1: Input: cand =< c1, . . . , cl >,Ck, hk, remDur
2: if dur == 0 and isConnect(cl, next(hk)) then
3: Ck = Ck ∪ cand
4: end if
5: if dur > 0 then
6: for each sj ∈ S do
7: if isConnect(cl, sj) then
8: remDur′ = remDur − (sj.te − sj.ts)
9: cand′ =< c1, . . . , cl, s

j >
10: GenerateCandidate(cand′,Ck, hk, remDur

′)
11: end if
12: end for
13: end if

If GenerateCandidate does not generate any candidate state sequence, i.e.,

Ck = ∅, then we delete either the previous state pre(hk) or the next state next(hk)

(whichever provides a lower utility loss), to enlarge the size of the existing hole. We then

invoke GenerateCandidate again for this newly created hole. This iterative process of

increasing the size of the hole increases the chances of finding a candidate and in our
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experiments we did not encounter any instance when the algorithm failed to find a suitable

candidate. But, theoretically speaking, it is possible that the algorithm may not find any

candidates due to the continuity constraint. Further improving this algorithm and proving

its convergence is still an open question that we leave for future work.

Complexity analysis: Since length of the holes and the states are dynamic we will

use expected values to analyze complexity of this step. Let lh be the expected length of the

hole, ls be expected length of a state and y be the expected number of states reachable

from any state. Here, y is the branching factor and ` = d(lh/ls)e is the expected depth of

the search tree. Then, the expected time complexity is O(`y).

3.4.4 Step 4: Select Candidate and Fill Holes

After the hole creation and candidate generation steps, we obtain a series of holes

h1, . . . , hnh and a set of candidates Ci for the ith hole. Let ~c =< c1, c2, . . . , cm >, where

1 ≤ j ≤ m is the index assigned to the candidate cj , it is the jth candidate to be

encountered as we enumerate through candidates in sets C1,C2, . . . ,Cnh in that order. We

define an allocator matrix A[i][k], where A[i][k] = 1 implies that candidate state sequence

ck ∈ C is a candidate for the ith hole, i.e. ck ∈ Ci. Let, after hole creation, t̄j be the

duration of the jth whitelist in ~̄s. Thus, the initial duration difference is d̄j = t̄j − tj and

the initial utility loss, U0
Loss =

∑nw
j=1 |d̄j|. The next step is to select a candidate for each

hole that minimizes the objective function specified in Equation 1. We formulate the

above as a Hole Filing Problem stated below.

Problem 2. Hole filling Problem: As stated earlier, for the jth whitelisted inference, tj

denotes its total duration in ~r and t̂j its duration in ~̂r. Let dj = t̂j − tj. The goal is to fill

all the holes with candidate state sequences such that

Objective function: min
nw∑
i=j

|t̂j − tj| = min
nw∑
j=1

|dj|
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It can be shown that the above problem minimizes utility loss Uloss (in

Equation 3.2). By reducing the bin packing problem to the unconstrained version of the

hole filling problem, i.e., by setting A[i][k] = 1 for all i and k and the privacy sensitivity

parameter ε, to a large number, it can be shown that the hole filling problem is NP-hard.

Therefore, we first provide a dynamic programming based solution that gives optimal

result but requires exponential memory. We then provide a greedy based solution that is

not optimal but runs in polynomial time.

3.4.5 Dynamic Programming Solution

The main idea here is to compute the solutions to smaller sub-problems and store

the solutions in a table, so that they can be reused repeatedly later to solve the overall

problem. To do so, we need to decompose the hole filling problem in terms of smaller

sub-problems and find a relation between the structure of the optimal solution for the

original problem, and solution of the smaller sub-problems. We begin by defining the

problem recursively as follows:

Recurrence Relation: Let L be similar to A, except that the entry L[i][j] stores

the minimum utility loss achieved if the kth candidate is used to fill the ith hole, where

1 ≤ i ≤ nh and 1 ≤ k ≤ m.

To solve the problem, we use a bottom-up approach. At first, we compute the

optimal result for the first hole. Then, using this result we compute the optimal result for

the second hole and so on. We begin with the following initialization

L[i][k] =


U0
Loss if i = 0

∞ Otherwise.

Let ~di,k = < di,k1 , . . . , di,knw > be the duration difference vector after assigning candidate

ck to ith hole. Initialize d0,k
j = d̄j for all 1 ≤ k ≤ m and 1 ≤ j ≤ nw. To understand the

working of the algorithm, suppose that holes h1 through hi−1 have all been assigned, and
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we are now ready to make an assignment for hi, i.e., we are now in stage i. Let durj(ck)

be the duration of the jth whitelist in candidate ck. Then, we update L[i][k] with

min
1≤l≤m

{L[i− 1][l] +
nw∑
j=1

−|di−1,l
j |+ |di−1,l

j + durj(ck)|}

for 1 ≤ i ≤ nh and 1 ≤ k ≤ m

(3.4)

For the l, that results into a minimum, we update di,kj = di−1,l
j + durj(ck) for 1 ≤ j ≤ nw.

We also maintain an additional data structure pre(i, k) that stores index of previous

candidate from where we update L[i][k], i.e. pre(i, k) = l. We continue this process till

i = nh and k = m. Finally, we select ck for last hole hnh such that L[nh][k] is minimum.

Using the pre data structure, we determine complete assignment of the holes by invoking

AssignCandidate(nh, k) (Algorithm 3).

Algorithm 3 AssignCandidate

1: Input: pre(., .), i, k
2: if i > 0 then
3: Assign ck in ith hole
4: call AssignCandidate(pre, i− 1, pre(i, k))
5: end if

Complexity analysis: Maximum number of candidates for each hole is O(`y)

(since any combination of whitelisted inferences can be a candidate sequence) and the

maximum number of holes is O(τ). Thus, the upper bound on space required for a

dynamic program based solution is O(τ`y) and the upper bound on time is O(τ`y`y).

3.4.6 Greedy Solution

We now provide a greedy strategy for the hole filling problem. For each hole, we

choose an item that minimizes the utility loss, Uloss, among all the candidates. We repeat

this process until all the holes are filled. This process is described in Algorithm 4.

Since, in every iteration, we select an item that locally minimizes Uloss for that

hole, this method does not always provide an optimal result. However, the space
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Algorithm 4 GreedySolution

1: Input: {Ci}nhi=1, {hi}
nh
i=1,

~̄d

2: ~d = ~̄d
3: for each i = 1, 2, . . . , nh do
4: select min

ck∈Ci

∑nw
j=1−|dj|+ |dj + durj(ck)|

5: dj = dj + durj(ck); for all 1 ≤ j ≤ nw
6: end for

complexity reduces to O(τ) and time complexity reduces to O(τ`y) which is `y times

smaller than the previous solution using dynamic programming.

3.4.7 Step 5: Sensor Data Substitution

Now, for each hole hk, we have to select a segment of sensor data that corresponds

to the selected candidate state ck ∈ Ck. For this, we maintain a mapping database, M , that

stores sensor segment of different length for each possible state. However, for substituting

the sensor data for a state within an interval, we have to maintain consistency at both

boundaries of the hole. We use the case of ECG signals to illustrate feature value

consistency. One can also consider morphological consistency or others relevant

characteristics.

Feature value consistency

Let rri be the ith RR interval in an ECG data, ~̂r. The RR interval is used to

calculate other features of the signal defined as below.

1. Point of time error: Limit check on the current value

e(rri) =


0 if 300 < rri < 2000

1 Otherwise.

2. Continuity error: Limit check on the first order difference

e(rri|rri−1) =


0 if |rri − rri−1| < 200

1 Otherwise.
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Let {rr1, . . . , rrk} be sequence of RR intervals calculated in an ECG data, ~̂r. We define

feature value error by,

ef (~̂r) =
e(rr1) +

∑k
i=2 e(rri) ∨ e(rri|rri−1)

n

mSieve maintains a database of sensor data corresponding to each candidate state, and

while substituting, it selects sensor data corresponding to a released state that minimizes

the boundary errors on both boundaries.

3.4.8 Limits of the mSieve Algorithm:

We discuss three limits of mSieve. First, if all the inferences are part of the

blacklist, then the released data will correspond to the null state x = ∅, i.e. xi = 0 for

i = 1, ..., n. No data release is possible in this case because every inference is sensitive.

Second, if either the number of data sources or the number of inferences are

increased, then the size of the DBN will grow. This will increase the complexity of

learning the adversary model. It will also increase the amount of space and time required

to obtain a solution (see the complexity analysis of the dynamic program approach).

Finally, since there are imperfections in any computational model that can be used

by mSieve to detect data segments corresponding to a blacklisted inference, there are some

lower bounds on the privacy level that can be achieved with mSieve. We formalize it with

the following lemma.

Lemma 2. Suppose false negative rate of the computational model used in mSieve for

detecting black list b ∈ B is Fb. Define η = max
b∈SB
{Fb}. Then lower bound of ε is ln(η).

A proof appears in the Appendix. We note that the above limit can be improved by

using better inference models.
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Table 3.2: Data Statistics of study one (D-1)

Item Avg. # sample per
participant (One day)

Total # sample (37
Participants one day each)

Respiration 778,480 28,803,773
ECG 2,155,825 79,765,527

Accelerometer 682,991 75,812,073
Gyroscope 690,142 76,605,825

Table 3.3: Data Statistics of study two (D-2)

Item Avg. # sample per
participant (Three day)

Total # sample (6
Participants 3 days each)

Respiration 1,664,383 9,986,300
ECG 5,957,359 35,744,158

Accelerometer 1,362,898 8,177,390
Gyroscope 1,364,200 8,185,203

3.5 Evaluation

3.5.1 Study Design and Data Collection

We use data collected in two different studies to evaluate mSieve. We first

summarize the data collection process and provide statistics of data from both studies

which were approved by the IRB. In the first study (D1), physiological data was collected

from 37 participants. The goal of this study was to evaluate the value of wearable sensors

in monitoring and reflecting upon daily stress, activity, and conversation. Each participant

wore mobile-sensors for one full day. In total, 37 days of data was collected (one

participant per day).

In the second study (D2), data was collect from 6 daily smokers. Each participant

wore mobile-sensors for three days, for a total of 18 days of data. The goal of this study

was to develop and validate a computational model to detect smoking. In both studies,

each participant wore a physiological chest band, inertial wristband, and GPS-enabled

smartphone for a day. Each sensor transmitted data continuously to a mobile phone during

the study period. At the end of each day, the data collected on the phone was transferred to

a server.
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In both studies, participants wore the sensors for 12.04± 2.16 hours per day

during their awake period. Using the accelerometer sensor, we found that participants

were physically active for 22.19% of the time, on average. Physiological data in the

natural environment can be of poor quality for several reasons, such as physical activity,

loose attachment, wireless disconnection, etc. [39]. We note that stress assessment model

is applied to the data to obtain stress at each minute only when data collected was of good

quality and not affected by these confounders [46]. Table 3.2 and Table 3.3 summarizes

the number of data-points collected from participants in both studies.

Inferences from Sensor Data: We implemented the cStress model [46] to infer

stress inference. It uses a set of features from both ECG and respiratory waveforms. If the

stress probability of a particular minute is above 0.33, it is labeled as a stressed minute.

We detected physical activity from wearable accelerometers using the model in [63]. We

used the puffMarker model [2] to detect smoking episodes from wrist sensor data and

respiration data. Finally, we used the mConverse model [44] to infer conversation

episodes.

3.5.2 Model Learning

A key element of our scheme is the DBN model that we use for identifying the

substitution segments. For model learning, we divided the day into state intervals. We

then used the data from all the users (not a specific user) to study the convergence of the

model learning, i.e., find the time interval over which the transition probabilities

converged to a stable value. Let Dcon be the converged transition matrix, and Dd be the

conditional dependency probability matrix on day d. We define our normalized distance as∑
(Dcon−Dd)∑

Dcon
where the sum is over all elements of the matrix. Figure 3.4 shows the

convergence of DBN for multiple users. For both cases, more than 80% convergence

occurs within first 9 days and 90% convergence occurs within 14 days.
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Fig. 3.4: Convergence rate for DBN training. The model is trained using aggregate data from all
the users.

3.5.3 Privacy-Utility Tradeoff

To understand the privacy-utility tradeoff of both the dynamic program and greedy

approaches, we vary the privacy parameter ε and observe the utility loss Uloss in each case.

We conducted four experiments, two on each dataset, by changing the configuration of the

blacklist. In the first experiment, we set the Blacklist = {Stress}, and in the second

experiment we set the Blacklist = {Conversation}, and performed our evaluation on

dataset D1. In third and fourth experiments, we set the Blacklist = {Smoking} and

Blacklist = {Stress} respectively and conducted the evaluation on dataset D2. In all the

experiments, we vary ε from zero to one in steps of size 0.05. Figure 3.5 shows the results

obtained for each of the four experiments. Note, in each plot we show the utility loss for

both the dynamic program and greedy approaches. Note also init utility loss is the utility

loss after creating holes. When ε = 0 we get eε = 1, which means that the posterior belief

about blacklist should not be more than the prior expectation. At that point, Uloss is

maximum and we get an average of 11% utility loss for the greedy algorithm and 7%
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(b) Dataset: D1
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(c) Dataset: D2
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Fig. 3.5: Privacy-Utility tradeoff for different blacklist configurations and varying privacy
sensitivity ε. Results are shown for both the datasets.

utility loss for the DP algorithm. As we increase the value of ε, Uloss reduces. On average,

we get less than 10% utility loss for both algorithm.

3.5.4 Dynamic Program vs. Greedy Algorithm

Utility Loss: We computed the Uloss value for both the dynamic programming

algorithm and the greedy algorithm. In Figure 3.8, we also show Uloss after substitution.

DP always produces better result than the greedy algorithm and both produce better

results than the initial Uloss. For some users, initial Uloss is less than our solution. This is

because, using our approach, we always fill each hole resulting in occasional overfilling of

the whitelist inferences.

Distribution of Safe, Unsafe, and Sensitive States: We investigate the distribution

of the three states in the data released by each algorithm. To do so, we vary the value of

the privacy sensitivity ε and observe the percentage of nodes that are safe, unsafe, and

sensitive. Figure 3.6 shows the results. Recall that because of plausible substitution, in

addition to safe and sensitive states, we also have unsafe states that are not-sensitive, yet
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Fig. 3.6: Variation in the percentage of node types with privacy sensitivity ε. Recall, lower value
of ε means higher privacy.

unsuitable for release as they are highly correlated with sensitive states. As we increase

the value of ε, the number of safe states also increases. For a given privacy sensitivity to

ε = 0.5, the average distribution of the various state types in a user trajectory is shown in

Figure 3.7.

3.6 Related Work

Various transformation techniques have been proposed to protect data privacy.

Below, we summarize some of the techniques relevant to our problem setting.

Anonymization metrics: A vast majority of the literature on privacy preserving data

publishing consider anonymization metrics, such as k-anonymity [51], l-diversity [52],

and t-closeness [53]. These approaches operate under the threat model in which an

adversary is aware of quasi-identifiers in a multi-user dataset and wants to perform linkage

attack using other auxiliary data sources to infer the sensitive attributes of individuals

within the same dataset. We consider a different setting where data from a single user (no

multi-user database is present) is being protected against sensitive inferences. We further

assume that the identity of the user is known and hence the anonymization mechanisms
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Fig. 3.7: Percentage of node types for the different users. Users IDs are sorted in ascending order
of safe node percentage. Privacy sensitivity ε = 0.5.
are not useful. In addition, instead of static (time-independent) relational databases, we

consider time-series of physiological sensor data.

Data Randomization: Randomization techniques add noise to the data in order to

protect the sensitive attributes of records [64, 65]. Evfimievski et al. [66] proposed a series

of randomization operators to limit the confidence of inferring an item’s presence in a

dataset using association rule mining. Differential privacy offers a formal foundation for

privacy-preserving data publishing [67, 68]. It can be classified as a data distortion

mechanism that uses random noise (typically from a Laplace distribution) to ensure that

an attacker, with access to the noisy query response, fails to guess the presence or absence

of a particular record in the dataset. Compared to the general-purpose data publication

offered by k-anonymity, differential privacy is a strictly verifiable method [69]. A survey

of results on differential privacy can be found in [54]. While most of the research on

differential privacy has focussed on interactive settings [55–57], non-interactive settings

as an alternate to partition-based privacy models have also been considered in recent

works [70–72]. Since we focus on physiological data, the randomization approaches are
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often unsuitable as they distort the data making it unusable for critical inferences,

especially for physiological data.

Distributed privacy preservation: Results are aggregated from datasets that are

partitioned across entries [73]. Partitioning could be horizontal [74–77], i.e., records

distributed across multiple entries, or vertical [74, 75, 78], i.e., attributes distributed across

multiple entries. It is possible that individual entities may not allow sharing their entire

dataset. However, they consent to limited information sharing with the use of a variety of

protocols. The overall goal of such techniques is to maintain privacy for each individual

entity, while obtaining aggregated results. We consider a single user setting for which the

above techniques do not work.

Data Synthesis: Synthetic data generators exists for location data [79] that are

used to protect the privacy of sensitive places. To obtain these synthetic traces, data from

different users are pooled together into a population-scale model, which is then used to

generate the data. Physiological data of each person is unique and used for obtaining

bio-metrics [80,81]. Thus, population-scale models often results in significant degradation

in utility of the data. The well-defined temporal correlation between data segments in a
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physiological time series (i.e., continuity between presiding and succeeding contexts)

makes it even harder to generate synthetic data.

In summary, protecting behavioral privacy when sharing time series of mobile

sensor data (especially physiological data), pose new challenges and unique research

opportunities that have usually not been considered in prior works.

3.7 Limitations and Discussion

We presented mSieve, as a first step towards building systems that can use

substitution as an effective mechanism to protect privacy of behavior while sharing

personal physiological data. Instead of random substitution of sensitive segments, which

can degrade the utility of the overall dataset, mSieve performs model-based substitution.

Our approach opens up new directions in privacy and differential privacy research, namely

to define suitable metrics and mechanisms that can be used to protect private behaviors in

a time series of mobile sensor data. Specific challenges are as follows:

• Algorithmic Scalability: There are several aspects that constitute the scalability of

the system. Although, we have applied our model to several data sources, its

applicability to other newer sources of mobile sensor data is yet to be established.

Furthermore, an increase in the number of sensors, would imply a significant
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increase in the number of possible inferences (obtained using different

combinations of the sensors), and a corresponding increase in the whitelist and

blacklist set sizes. Improving the efficiency of our algorithms in computing

candidate segments in such scenarios, which effectively would depend on the size of

the DBN model, is an interesting open question.

• Offline vs. Online: Our model is an offline model that assumes availability of all

data. In practice, data may need to be shared in real-time as they are produced.

Significant adaptations may be needed to develop an online version of mSieve that

can run in real-time on mobile phones.

• Adversarial Setting: Stronger adversarial models, where the adversary may

possess more information regarding the user than the behavioral model captures,

may lead to new challenges in ensuring privacy guarantees and represents

interesting privacy research. In fact, this also represents a significant bottleneck for

model-based privacy approaches, where a model is essential for maintaining the

utility of the shared data, but the very use of a specific model leads to assumptions

on adversarial capabilities. While in principle such approaches can be modified to

protect against a worst-case adversary, it is difficult to provide meaningful utility in

such cases.

• Plausibility: The current formulation of mSieve only provided local plausibility by

adjusting the boundaries of substituted segments. Incorporating plausibility as part

of the privacy formulation itself will be an interesting extension of the current work.

• Privacy leakage due to Graylist: We consider inferences that are associated with

whitelist or blacklist, but other behaviors could be inferred from raw sensor data.

We call those additional inferences as graylist. Information leakage due to graylist

need to be investigated further.
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• New and emerging inferences: Finally, rapid advances are being made in being

able to infer human behaviors from seemingly innocuous sensor data, which may

challenge the notion of white list and black list, especially when raw sensor data is

being shared.

3.8 Conclusion

We presented mSieve, a system that uses substitution as a mechanism to protect

privacy of behaviors to facilitate sharing of personal physiological data collected

continuously in the natural environment. Instead of random substitution of sensitive

segments, which can degrade the utility of the overall dataset, we perform model-based

substitution. We employ a Dynamic Bayesian Network model that allows us to search for

plausible user-specific candidate segments that satisfy the statistics of the sensitive

segment and thus preserve the overall consistency of the shared data. Through

experimentation on real-life physiological datasets, we demonstrated that our substitution

strategies can indeed be used for preserving the utility of inferences while achieving

differential behavioral privacy. This work opens the doors for follow up research and

real-life deployment as adoption of physiological sensors in daily wearables such as

smartwatches grow.
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Chapter 4

User Re-identification Risk and Mitigation Approach from Wrist-worn

Accelerometry Data

4.1 Introduction

Increasing number of sensory datasets consisting of motion sensor data from

wrist-worn devices are becoming publicly available for research (shown in Figure 4.1). It

is indicative of a larger trend: growing adoption of wrist-worn devices (e.g.,

smartwatches, activity trackers) and a growing research body that uses motion sensor data

from wearables to make new inferences of daily behaviors. These novel inferences range

from detection of mundane daily behaviors such as eating [4], drinking [82], brushing and

flossing [5], to more sensitive ones such as smoking [48], tremors [83], pain [84], and

drug use [7].

Each released database usually strips the data of any identifiers and is typically

anonymized using recommended practices (e.g., using k-anonymity [11], l-diversity [12],

and t-closeness [13]) before release. But, they consist of raw sensor data streams

assuming low risk of re-identification. Although there exist works showing that attributes

such as age, gender, race, or job type can be inferred from accelerometer data

alone [85–88], but they need additional information, such as restaurant check-ins, to

re-identify the user [89, 90], which is not available in publicly released datasets.

In this paper, we investigate the problem of re-identifying a user only from her

accelerometer data from wrist-worn devices that is usually released in public datasets. If

so, a user contributing to different datasets can be linked, resulting in revelation of

attributes, health states, and behaviors present in any of these datasets. For example, an

insurance company or an employer collecting motion sensor data of its subscriber or

employee (to reward healthy lifestyle) can learn of the users’ prior history with smoking,

pain, drug use, tremor, etc., from public datasets that this user may have contributed to

previously to help advance science.
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The device fingerprinting problem is closely related to our problem. In recent

years, several approaches have been proposed for device fingerprinting including

techniques that model the noise distribution in inertial sensors [91], use factory calibration

data [92], or a vibration motor to stimulate accelerometer data [93]. But, these approaches

cannot be extended or easily adopted for user re-identification.

Similarly, several accelerometer-only approaches using gait features [94, 95], or

hand movements [96] have been proposed for user authentication on smartphone and

smartwatches. But, most of these studies were conducted in controlled environments, with

participants performing activities as per a set script. They provide a key insight that for a

given user, gait represents a unique pattern during a specific activity (e.g., walking,

running etc.). We hypothesize that these unique discriminative patterns can be extracted

using micro-event modeling and used to re-identify an individual.
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Fig. 4.1: Based on the search results of ’wrist acelerometer’ from Google’s dataset search.
Number of open datasets increases over time.

In our problem formulation, we assume an adversary with access to an

anonymized sensor database consisting of labeled wrist-worn accelerometry data from n

users. The labels may refer to a health condition or diagnosis of the user, or unhealthy

daily behaviors for which the researchers were seeking to develop a treatment or

intervention for. Furthermore, the adversary also has access to wrist-worn accelerometer
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data from a user whose identity is known to the attacker (Figure 4.2). The goal of the

adversary is to determine, with high confidence, if the users’ data are also contained in the

anonymized database and, if so, re-identify the anonymized user in the database.
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Fig. 4.2: Example scenario of user re-identification.

Successful re-identification of a user from wrist-worn accelerometer data involves

addressing several technical challenges. First, sensory data are unstructured representing

multiple interleaving activities, making feature extraction difficult. Second, accelerometer

data are usually low-frequency and noisy, which complicates the task of finding unique

patterns from the data. Third, the amount of sensor data in the training set, i.e., released

database, may vary from the amount of testing data available. Moreover, collecting sensor

data in research studies is expensive. Therefore, in practice, an adversary might have

access to only a small segment of user sensory data. Fourth, re-identifying users is an

open set classification problem. In other words, the database will not contain the data of a

large number of users and for all these users the model should correctly predict their

absence from the database. Fifth, scalability or uniqueness of the solution is highly

desirable but can be difficult to achieve as even the unique signature of a user might

change over time. Finally, despite a growing number of public databases, there is still a
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lack of wrist-worn accelerometry dataset that consists of data collected from the

unscripted free-living environment for long periods of time.

We present a deep learning model (called WristPrint ) to solve the user

re-identification problem from wrist-worn acceletometer data collected from the natural

environment. We first develop a filter to identify segments of data from whole day data

that consists of identifiable patterns. Second, we find optimal quantization of the filtered

data that allows for unique patterns identifying an individual, while still allowing repeated

assessments for boosting re-identification performance. Third, we develop a base deep

learning model. We use a convolutional neural network layer to extract latent

representation of micro movements and a recurrent neural network layer to identify

temporal pattern in a sequence of micro movements.

Fourth, we need a loss function that can guide the learning of base model to

minimize the intra-class variation (for consistency in identifying a user) and maximize the

inter-class distance in feature space (to amplify distinction among different users). Taken

together, such a loss function should not help achieve high re-identification rate for known

users, but also leave the feature space largely unencumbered so as to recognize the

absence of an unknown user when presented with their test data. To solve this open set

learning problem, we propose a novel consistency-distinction loss function.

Fifth, we present two boosting models that uses the output of the base model on

each unit of test data to further improve the re-identification performance.

Sixth, we use a new dataset consisting of 353 users (knowledge-workers holding

full-time jobs in diverse industries with a wide variety of job functions) who wore a

wrist-worn device daily for ten weeks, contributing a large amount of motion sensor data.

We split this data into train and test sets and experiment with different values of data

quantization, training data length, test data length, and decision threshold (for deciding

when the likelihood of a class is large enough to declare a re-identification). We find that

two hours of physically-active data is sufficient to train our model for re-identifying a
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known user with 99.7% true matching rate (when presented with 60 minutes of test data),

while keeping the false acceptance rate to 0.1%. Finally, we experiment with different

noise models to determine the kind and level of noise addition can mitigate the

re-identification risk. We find that introducing even a low level of Laplace noise can be

used to successfully mitigate the re-identification risk identified here.

4.2 Problem Setup

We first introduce notations, define the terms we use throughout the paper, and

formalize the re-identification problem as an open-set machine learning problem.

Table 4.1: Symbols and Notations

Notation Meaning
su Sensor trace of user with Id u
D Sensor database, D =

⋃
{(su, u)}

U Known users: Set of User Id’s u : su 6= φ ∈ D
U ′ Unknown users: complement of U
∆ Common unit length of quantization for all su
siu ith segment (of length ∆) from su ,

for i ∈ {1, 2, ...,mu}, where mu = b|sw|/∆c
D Quantized version of dataset D, D =

⋃
{(siu, u)}

Dtrain,Dval,Dtest Train, validation, and test set partitions of D
F Feature space of sensor data in D

φ : D→ F Feature generator
ϕ : F → [0, 1]n Likelihood from classifier, where n = |U|

0 ≤ T ≤ 1 Decision threshold for likelihood for
a positive re-identification

M∆ = (φ, ϕ, T ) Base classification model
M Boosting model with N boost
ρ∆ Accuracy of base model

ρ(ρ∆,m) Accuracy of boosting model with m boost

4.2.1 Notation and Terminology

Throughout this paper, we use the following definitions to describe our wearer

re-identification solution.

Sensor Trace Let su(t) = (v1(t), v2(t), ..., vd(t)) ∈ Rd denote the sensor data point from

a user u at time t. A sensor segment su(ts, te) is a contiguous time-series of sensor data
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point from time ts to te, i.e., su(ts, te) = {s(t) : ts ≤ t ≤ te}. We define sensor trace su as

a collection of all sensor segments from a user u, i.e., su =
⋃

(ts,te)
{su(ts, te)}.

For application, we use accelerometry data collected from wrist-worn devices, such as

activity trackers and smartwatches.

Sensor database Let U = {1, 2, ..., n} be the set of user identifiers with non-empty

sensor trace, su. Then, sensor database D =
⋃
u∈U{(su, u)}. For any user u ∈ U , with

non-empty entry (su, u) ∈ D we say that u ∈ U , otherwise u /∈ U .

4.2.2 Data Selection

The ability to re-identify users from accelerometry data depends on discovering

unique patterns that are specific to each wearer. Accelerometry data collected from the

natural environment consists of several segments that have low variability such as when

the sensor is not worn or when the sensor is worn, but the user is sedentary. In such cases,

there is insufficient variability in the data to reveal user-specific patterns. Therefore, we

need criteria to identify segments of data (for both training and testing) that have sufficient

variability.

Prior work on user authentication [94–97] have shown that users can be

authenticated from gait analysis during walking or running by using data from

accelerometers placed on strategic locations of the body (e.g., extremities and torso). Even

though these works used a controlled and scripted environment, limiting their applicability

in the free-living environment, they show that accelerometry signals during walking or

running consist of a unique signature. But, people usually walk only 10% of the time,

follow no scripted pattern, and may exhibit variability in their gait in different situations

(e.g., brisk walking, leisurely stroll, rushing, etc.). Therefore, to re-identify users, we seek

to identify a common pattern when a person is physically active, despite natural

variabilities.
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To find physically-active segments, we use a variance-based approach described

in [39]. At first, we compute the minute-wise standard deviation of the magnitude of

accelerometry data. We then filter out those one-minute segments as stationary if the

standard deviation is more than a threshold. The selected value of the threshold is 0.21.

Fig. 4.3: Amount of movement over a day.

To identify a unique signature that suffices for user re-identification, the selected

physically-active situations should be sufficiently frequent in the free-living environment.

Figure 4.3 shows that applying our criteria on our free-living dataset results in

approximately two hours of active data per day.

Without loss of generality, we now assume that the database D as well as any

externally-provided test data consist of only those accelerometry segments that have

sufficient variability.

4.2.3 Attack Model

We assume that the adversary has access to a database D and an accelerometry

trace sx from a user. The goal of the attacker is to determine whether the user of sx is in

D, and if so, to determine the identity u of the user.

Similar to other re-identification problems [98, 99], our problem can be formulated
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as a similarity search problem. In a similarity search problem, one is given a database of

items and a similarity function. The similarity is large if two items are similar and small if

they are not similar. Given a new item, one wants to efficiently find the item closest to this

new item in the database. Usually, in a similarity search problem the similarity metric is

defined using a suitable mapping φ : D → F of the items to some metric space F , and

then sim(si, sj) =F (φ(si), φ(sj)) where F (·, ·) denotes the metric in F . For example, in

the fingerprint matching problem, the mapping might map a fingerprint image to fixed set

minutiae [98] or a compact fixed length FingerCode [99], and the distance metric is the

Euclidean distance.

To solve our user re-identification problem, one can find, using a suitable

similarity search query, the most similar data to the given input sx. Here, our database D

consists of time-series segments. But, instead of being confined to a fixed set of activities

such as walking or running, sensor data collected from daily life consist of a whole range

of activities a user may perform in the free-living environment. Therefore, our challenge

is to identify suitable structural patterns that can be considered as features or latent state,

where the mapping φ, as well as the metric space F are not obvious. We develop machine

learning algorithms to discover distinctive features or latent state from these unstructured

data.

We assume the adversary employs a classification modelM for the

re-identification task. Here, we say that the attack succeeds if the attacker can correctly

re-identify the user, i.e., if for any given input sx from a known wearer u ∈ U , mapping

M outputs wearer u and similarly, for any given input sx from an unknown wearer ū /∈ U ,

model outputs 0 for “not present”.

4.2.4 Privacy Risks

Let D be a released dataset. We compute the risk score rl as expected difference

between the posterior probability and the prior probability of detecting user identity u
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from any test data sx of length l,

rl = Esx,|sx|=l,x=u [Pr(u|D, sx)− Pr(u|sx)] (4.1)

We consider a simple prior, i.e., random guess, so that the prior probability for any user

u ∈ D is 1
n

for all sx. We assume that the attacker learns a machine learning modelM

using D such that for any test data sx,M(sx) outputs the closest matching user identifier

from the database, if the matching score is acceptable, and 0 otherwise. We can now

reformulate the risk score as follows:

rl = Esx,|sx|=l,x=u [Pr[M(sx) = u]]− 1

n
. (4.2)

We say that a released open database D has (ε, l)-re-identification risk against an

adversary, if for any test data sx of length l, the risk score for identifying the true user is

greater than ε:

rl > ε (4.3)

Minimum length of test data: In addition to the risk of re-identification, we also

want to know the extent of the risk, i.e., for a given ε, what is the the minimum amount of

data required for the attack model to re-identify any user u ∈ D with at least ε risk score?

lε =l rl > ε (4.4)

4.3 Proposed Approach: WristPrint Model

We now present the overall architecture of the attack model and a high-level

overview of the re-identification attack.

Overview of the WristPrint Model

An overview of the components in the the end-to-end WristPrint model appears in

Figure 4.4. At first, it segments sensor trace into fixed unit size segments. Then feature
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Fig. 4.4: Overview of the re-identification algorithm.

generator maps these segments into a feature space. The goal of this feature

transformation and separation is that all the points in the feature space from the same

individual fall into one region. That is, all the points should create a cluster, and each

cluster should be separated. Then classifier assigns each feature vector to the nearest user

id. Finally, it combines the outputs of the classifier applied to each segment to determine

the final user id label. We call this base-boosting pair model architecture since the base

model takes each unit length segment as input and detects user identifiers as output and

boosting model groups the detected user identifiers to produce a single detection.

Re-identification Attack

In this section, we present the overview of the re-identification attack as illustrated

in Algorithm 5.

At first, the model segments each sensor trace su ∈ D into unit segments of length

∆. Let Su = {s1
u, s

2
u, ..., s

mu
u } be the set of all ∆-long segments of sensor data from user u.

These segments from all users generate a new database D = {(siu, u)|siu ∈ Su,∀u ∈ U}.

As in other similarity search problems, we consider a base model M∆ which is a

randomized algorithm. Given an unseen sensor data segment six, M∆ outputs a user u ∈ U

from D or a special identifier for “not present”. Such a randomized algorithm might be a

machine learned classifier.

We assume M∆ is a function composition of φ and ϕ, i.e., M∆ = φ ◦ ϕ. Here, the

function φ, trained possibly by a neural network model, which maps siu ∈ D into an
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Algorithm 5 WristPrint , M(D, sx)
Input: D: Sensor dataset of n users
sx: Sensor trace from an unknown user
Output: User of sx
function TRAINBASEMODEL(D)

∆ = FindOptimalUnitLen(D)
D = Segment(D,∆)
φ, ϕ, T = train(D)

. φ: Feature generator, ϕ: classifier, T : decision threshold
M∆ ≡ (φ, ϕ, T )
return M∆

end function
M∆ = TrainBaseModel(D)
〈s1
x, ..., s

m
x 〉 = Segment(sx,∆) . m = b sx

∆
c

Initialize P ← φ
for i = 1 to m do

x = M∆(six)
P .add(x)

end for
return findMajority(P )

appropriate feature space F . The function φ needs to be trained such that feature space F

preserves consistency within the same user and distinction among different users.

Therefore, the goal is to maintain intra-class similarity and inter-class differences.

We now need to solve the similarity search problem mentioned above. However,

our situation is slightly different since for a given user there is no single point in F but a

set of points in the feature space. The adversary trains a classifier, ϕ : F → [0, 1]n, that

creates partitions in feature space for each class. For a feature vector of any given sensor

data segment siu, it outputs the probability of each class, i.e., ϕ(φ(siu)) = 〈p1, .., pn〉 where

pi = Pr[ui|sx]. Finally, an threshold T is learned, such that if all the probabilities are less

than the threshold, then it outputs “not present”.

The re-identification attack can now be defined as:

Sensor to wearer mapping M∆ A mapping M∆ is a tuple (φ, ϕ, T ), where:

• ∆: Optimal length of the input sensor data segment
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• φ : D → F is a mapping function

• ϕ : F → [0, 1]n is a classifier that generates the probability of each class

• Decision threshold T

For any given accelerometry data segment six of length ∆, generating output is a two step

process: a) compute the maximum probability over known classes, and b) label the data as

“not present” if all probabilities are below the decision threshold T :

u∗ = M∆(six) =


ui∈UPr[ui|six], if Pr[ū|six] > T

0 or ’unknown’, Otherwise

where, ϕ(φ(six)) = 〈p1, p2, ..., pn〉 and pi = Pr[ui|six]

We call the model M∆ as Base Model since it works on unit length data.

We say that the attack succeeds if the attacker can correctly re-identify a user, i.e.,

if for any given input six from a known wearer u ∈ U , mapping M∆ outputs wearer u.

Similarly, for any given input sjū from an unknown wearer ū /∈ U , the model outputs 0 for

“not present”. We define the accuracy of the base model as follows.

Accuracy of the base model, ρ∆ The accuracy ρ∆ of the mapping M∆ is equal to the

probability of correctly detecting the user from an unknown user’s unit sensor segment in

one run of the mapping algorithm. That is for any sensor segment siu from a user u ∈ U

and for any sensor segment sjū from a user ū ∈ U ′ the value if ρ∆ is defined as,

ρ∆ = E
[
Pr[M(siu) == u and M(siū) == 0]

]
Clearly, to be better than a random assignment we want ρ∆ > 1/(n+ 1) where n is the

number of users in D.

For a given database D and a sensor traces sx of length more than ∆, the attacker

creates a Boosting MethodM by running base model L ≡ |sx|
∆

times. Boosting model
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combines the results of the base model to generate the final output. Boosting capability

depends on the value of l, i.e., if value is greater then boosting capability is high and vice

versa. We can now formulate the re-identification task with quantified parameters

guaranteeing the quality, as opposed to the basic mapping outlined above.

Re-identification Task: Given a database D of sensor data from user u ∈ U , we

want to find/ train a modelM that minimizes the error bound ε. That is, for any sensor

trace sx from unknown user x ∈ {U ∪ U ′}, we want to

minimize ε

Such that,

Pr[M(sx) = u] is


≥ 1− ε, if x = u ∈ U

< ε, otherwise

As we argue in the next section, the accuracy ρ∗ of the mapping algorithmM

depends on the length of training data in D and the length of the test data sx.

4.4 Base Model

In this section, we present our proposed architecture of the base model. Since the

accelerometry trace is unstructured, and we seek distinctive features for each person, we

employ a deep-learning architecture as a base model. The accelerometry trace has been

segmented in such a way that each segment’s length is ∆. In Section 4.5.2, we describe

how to find the optimal value of ∆, given the base model’s structure. For model

development, we consider an arbitrary length ∆ of the sensor segment.

Our model consists of two key blocks of computation: feature computation and

classification. Since we seek to identify unique pattern over the accelerometry time-series

when users are physically active, we consider the signal characteristics along both the

time and amplitude axes to create a unique fingerprint of the user. As shown in

Figure 4.5a, base model’s overall architecture consists of two convolutional layers, two
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Fig. 4.5: (a) The convolutional-recurrent-deep network architecture for user
re-identification experiments using accelerometry segment. At first, model generates deep
feature from raw accelerometry data segment and then by fully connected layer it
classifies wearer, (b) The proposed framework for loss computation.
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Fig. 4.6: The Triplet Loss minimizes the distance between an anchor and a positive, both
of which have the same identity, and maximizes the distance between the anchor and a
negative of a different identity. Cross-entropy loss minimizes minimizes the false
detection by the model. Center loss minimizes distance between any two points of same
class. Proposed discriminative loss minimizes intra-class differences and maximizes
inter-class differences.

max-pooling layers (followed by each convolution layer), one recurrent layer, one fully

connected layer, and one softmax layer. Accelerometry segments from wearable sensors

are first processed by two convolutional layers to learn micro features from the raw sensor

data such as wrist movement or rotation. Next block in the pipeline is a Gated Recurrent

Unit (GRU) to capture temporal patterns of the micro-feature sequence. Third block in the

pipeline is a fully connected Deep Neural Network (DNN) layer to generate a

classification score. Finally, the last layer’s output is passed through a softmax function to

generate the likelihood of each class. We describe details of these blocks in the following.
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4.4.1 Model Architecture

Convolution layer

This is the first layer to operate on the input data segment, six. We use 1-D

convolution in each convolution layer. The convolution layer defines a filter (or also called

feature detector) with a kernel size. Only defining one filter would allow the neural

network to learn one single feature in this convolution layer. We define nk filters that

allow us to train nk different features on this convolution layer of the network. Since the

input shape of this layer is ∆x3, therefore, the output of the first neural network layer is a

∆xnk neuron matrix. Each column of the output matrix holds the weights of one single

filter. With the defined kernel size and considering the length of the input matrix, each

filter will contain ∆ weights.

It extracts useful features by convolving the input feature map with different

filters. let ok be the output vector of the feature/kernel k; 1 ≤ k ≤ nk. Since input channel

is 3 and length of each kernel is ∆k, therefore, shape of weight of the kth is ∆kx3. Let

wk(c) be the weight vector of cth channel of kth kernel. Let a(c) =< ac1, a
c
2, ..., a

c
n > be

the input vector of channel c. Then,

ok = σ

(
bk +

3∑
c=1

a(c) ∗ wk(c)

)

Where σ is the activation function, we use Rectified linear unit (ReLU) for activation

function, bj is the bias term for the jth feature map and a ∗ b is the convolution operator.

1D Convolution Let a be our input vector and w be our kernel, and n is the length of a

and nk is the length of w. The convolution a ∗ w of a and w is defined as:

(a ∗ w)(i) =

nk∑
j=1

w(j).a(i− j + nk/2)
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Pooling layer

A pooling layer is a form of nonlinear subsampling which is used to reduce the

complexity of the output and prevent overfitting of the data. In our proposed architecture,

we chose a size of two. That means the size of the output matrix of this layer is half of the

input matrix.

Gated Recurrent Unit (GRU) [1]

GRU units are modified version of the standard RNN units. GRU (Gated

Recurrent Unit) aims to solve the vanishing gradient problem which comes with a

standard recurrent neural network. To solve the vanishing gradient problem of a standard

RNN, GRU uses, so called, update gate and reset gate. Basically, these are two vectors

which decide what information should be passed to the output. The special thing about

them is that they can be trained to keep information from long ago, without washing it

through time or remove information which is irrelevant to the prediction. To solve the

gradient exploding problem, we use gradient clipping. Gradient clipping involves forcing

the gradient values (element-wise) to a specific minimum or maximum value if the

gradient exceeded an expected range.

The update gate helps the model to determine how much of the past information

(from previous time steps) needs to be passed along to the future. We start with

calculating the update gate zt for time step t using the formula:

zt = σ(Whzht−1 +Wxzxt + bz)

When xt is plugged into the network unit, it is multiplied by its own weight Wxz. The

same goes for h(t− 1) which holds the information for the previous t− 1 units and is

multiplied by its own weight Whz. Both results are added together and a sigmoid

activation function, σ(.) is applied to squash the result between 0 and 1.

The reset gate is used from the model to decide how much of the past information
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to forget. To calculate it, we use:

rt = σ(Whrht−1 +Wxrxt + br)

This formula is the same as the one for the update gate. The difference comes in

the weights and the gate’s usage.

Let’s see how exactly the gates will affect the final output. First, we start with the

usage of the reset gate. We introduce a new memory content which will use the reset gate

to store the relevant information from the past. It is calculated as follows:

h̃t = g(Whxt + Uh(rt � ht−1 + bh))

Where, � represents Hadamard (element-wise) product.

As a last step, the network needs to calculate ht vector which holds information for

the current unit and passes it down to the network. In order to do that the update gate is

needed. That is done as follows:

ht = (1− zt)ḣt−1 + zt � h̃t

Dropout layer

For regularization in the GRU layer we user a dropout layer that randomly selects

a set of neurons and assigns 0 weights to the neurons in the network to make the network

less sensitive to small variations in the data. Therefore it should further increase our

accuracy on unseen data. We chose a rate of 0.5, which means that randomly 50% of the

neurons will receive a zero weight. The output of this layer is the same as the input of this

layer.
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Fully connected layer with Softmax activation

The final layer will reduce the vector of height (∆
4
xnk) to a vector of n since we

have n users thus n classes that we want to predict. This reduction is done by another

matrix multiplication. Softmax is used as the activation function. It forces all n outputs of

the neural network to sum up to one. The output value will, therefore, represent the

probability for the input data segment six to belong to each of the n classes.

4.4.2 Proposed Loss Function

Key to training a deep learning model is the choice of an appropriate loss function.

We propose a new loss function that can guide the deep learning model to discover a

representation of the input data and an accompanying classifier that can extract

commonality among the data segments belonging to the same user and maximize

distinction from the data segments from all other users (including the unseen ones). We

now describe how we construct our loss function, which we call the

consistency-distinction loss.

Consistency is preserving the commonality of the signal from the same participant,

and the distinction is amplifying the differences among different participants. Both are

essential for open set classification task. We want to project raw accelerometry data to a

feature space representation that the deep learning model can use to identify class

boundaries satisfying both consistency and distinction. With the standard cross-entropy

loss, the proposed architecture (in Section 4.4.1) ensures separation among different

users/classes, but it does not guarantee consistency and distinction.

Our Consistency-Distinction loss (CD-loss) function builds upon commonly used

Triplet Loss [100] and Center-Loss [101] functions. The Triplet Loss function seeks to

maximize the separation among the classes (to amplify distinction), while the Center Loss

function seeks to minimize the footprint of each class (to sharpen consistency). We first

introduce the triplet loss and center loss, and then describe our proposed CD-loss loss

function.
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The Triplet Loss

The triplet loss [100, 102] is usually trained on a series of triplets (siu, s
j
u, s

k
v),

where siu and sju are data from the same user u, and skv is from a different user v. The

triplet loss is designed to keep siu closer to sju than skv , and widely used in many areas, such

as face recognition and person re-identification [100]. It is formulated as follows:

Ltrp =
∑

(siu,s
j
u,skv)

{‖φ(siu)− φ(sju)‖ − ‖φ(siu)− φ(skv)‖+ α}

where, φ(siu) is features of input siu and the threshold α is a margin that is enforced

between positive and negative pairs, ensuring that the minimum separation among

different classes is at least α. In the above formulation, the triplet loss adopts the

Euclidean distance to measure the similarity of extracted features from two sensor

segments.

The Center Loss

For each iteration of training a deep learning model, the Center Loss [101] to be

used in the current iteration is trained on a mini-batch consisting of m data segments (sjx)

from D, i.e. DMB ⊂ D. The collection of sjx are randomly selected from D so DMB can

consist of any data segment from any user. The Center Loss functions seeks to minimize

the intra-class variations. Using φ(Sx) to denote deep features of all data segments from a

user x, the Center Loss function is defined as follows

LC =
1

2

∑
sjx∈DMB

‖φ(sjx)− (φ(Sx))‖2
2,

where (φ(Sx)) is the centroid of deep features from Class x.

The Consistency-Distinction Loss Function

As described above, the Triplet Loss function can be used to maximize inter-class

separation and the Center Loss function can be used to maximize the intra-class
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consistency. But, our goal is to guide the deep learning model to achieve both distinction

and consistency concurrently. Therefore, we need a new loss function that can

simultaneously optimize both criteria. There are several challenges in developing such a

composite loss function.

First, the input for both loss functions are different. The Triplet Loss function

expects a triplet consisting of two data segments from the same user and the other data

segment from another user in each training iteration. The Center Loss, on the other hand,

expects a mini-batch randomly selected from all training data, without any preference for

selecting data segments belonging to a common user. The second challenge is how to

adapt the consistency metric so that the footprint of the classes are not disproportionately

enlarged due to the presence of some outliers, as it may adversely impact the goal of

maximizing the inter-class separation (including future classes, for new users). The final

challenge is how to compose a new combined goal that prioritizes both consistency and

distinction from the goals of the two loss functions, each of which has a diverse goal.

We first address the challenge of input mismatch of the two loss functions. Triplet

loss selects triplets as input, but selecting tuples for triplets is difficult, and the

performance and stability of the network depend on the correct order of the training set,

which results in a weaker generalization capability. Instead of training the model as

triplets, we train our model as mini-batch DMB ⊂ D in each iteration. We use the

formulation of Triplet Loss when composing the overall loss function.

We now define the specific distance metric we use in our loss function. As

described earlier, Neural network φ : D→ F computes deep features for each sensor

segment, where F is the feature space and f iu = φ(siu) is the computed deep feature vector

of sensor segment siu. Let feature space be a metric space with L2-norm.

Recall that Su contains all the sensor segment of user u. The distance between

sensor segment six and a class of sensor segments Su is defined by the average distance

between six and all other elements of Su in the feature space,
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d(six,Su) =
1

|Su|
∑
sju∈Su

‖φ(six), φ(sju)‖2
2

We use this definition of distance metric instead of the distance from Centroid used in the

Center Loss function in order to reduce the number of model parameters. We now

describe our definition of the consistency and distinction metric, before presenting our

overall loss function.

Consistency (for Intra-class variation) of φ(siu) is the average distance of point

φ(siu) from all other points φ(sju) of same class/user in feature space F . More formally,

consistency of point siu is,

C(siu) = d(siu,Su)

Now consistency of the Class u is defined as an aggregated function of all the point

consistencies in the class.

Cu = ψ
(
{C(siu)}siu∈DMB

)
We want this aggregated function to measure the sparsity of the class and not be

susceptible to outliers (see the second challenge above). For this purpose, we can use a

percentile measure for ψ. For our experiments, we use the 95th percentile of the point

consistency values of a class. Finally, consistency is defined by the mean consistency of

all the classes.

C =

∑
u∈U Cu

n

Distinction (for Inter-class variation) of φ(siu) is the distance of point φsiu from

the closest class points in the feature space:

D(siu) = min
v∈U ,v 6=u

d(siu,Sv)
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Now the distinction is defined as the mean distinction of all the points.

D =

∑
siu∈DMB

D(siu)

|DMB|

To address the third challenge of composing an overall loss function that can

concurrently optimize both consistency and distinction, we formulate our loss function

using a similar formulation of triplet loss (by replacing positive and negative distances

with consistency and distinction, respectively). More specifically, we propose the

Consistency-Distinction Loss (CD-loss) as follows

LCD = C −D + α ∗ C

We note that the deep learning model minimizes the value of loss function,

resulting in minimizing consistency C and maximizing distinction D, until the value of D

is at least α times the consistency. Here, α is a threshold on the ratio that is enforced

between intra-class distance and inter-class distance. We note that our formulation differs

from the Triplet Loss that uses α as a constant threshold on the difference in pairwise

distances. We instead use α for ratio between the intra-class distance and inter-class

distance because our loss function is not measuring distance between two points, but

distance within and between two clusters.

For our proposed loss function to be acceptable in training of a deep learning

model, we need to show that it is differentiable. Since our distance function is a sum of

several distances and each distance is differentiable; therefore, the distance function is

also differentiable. The gradient of d(six,Su) with respect to point in feature space f ix is,

∂

∂f ix
d(six,Su) =

1

|Su|
∑
sju∈Su

(φ(six)− φ(sju))

Since the proposed loss function LCD is a linear combination of multiple
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Algorithm 6 MiniBatch-Loss, LCD({(xi, yi)}1≤i≤n)

Input: fi: deep features
Output: Discriminative loss for this mini-batch
Initialize LD ← 0
for i = 1 to n do

Xsame =
⋃
xj ,yj=yi

{xj}
Xdiff =

⋃
xk,yk 6=yi{xk}

LCD = LCD + |d(xi, Xsame)− d(xi, Xdiff ) + α|
end for
return LCD

n

differentiable functions thus the loss function is also differentiable. The gradients of LCD

with respect to f ix is computed as:

∂LCD
∂f ix

=
1

m

∑
sju∈Su

(
∂

∂f ju
d(sju,Su)−

∂

∂f ju
d(sju,Sv)

)

The Loss Function

We adopt the joint supervision of softmax loss and CD-loss to train our proposed

neural network for discriminative feature learning. More specifically,

L = LS + λLCD,

where LS is cross-entropy soft-max loss [103] and a scalar λ is used for balancing the two

loss functions. Algorithm 6 summarizes learning steps in the base model with joint

supervision.

4.5 Boosting Model and Optimal Data Quantization

We now describe the boosting model and optimization of the data segment length

∆ that is used in the base model.

4.5.1 Boosting Method

The boosting methods use the user id’s produced by the base model on each data

segment of a given sensor trace to improve the re-identification performance. We present
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Algorithm 7 Majority Boosting, M(M∆, sx)
Input: sx: sensor trace of l length
M∆ ≡ (φ, ϕ, T ): base model that takes ∆ length sensor segment
Output: user of sx
〈s1
x, ..., s

m
x 〉 = Segment(sx,∆) . m = b sx

∆
c

Initialize P ← φ
for i = 1 to m do

pi1, p
i
2, ..., p

i
n = ϕ(φ(six))

x = 0 if max({piu}u∈U) < T , otherwise u∈Up
i
u

P .add(x)
end for
return findMajority(P )

two boosting methods: a) Majority boosting and b) MaxMean boosting, and compare their

performance in experiments.

Majority boosting: Algorithm 7 shows the pseudocode of Majority boosting

process. For a given test data sample sx of length l, we first partition sx into m = b sx
∆
c

segments where each segment is of length ∆. Second, each segment is fed as input to the

base model M∆, resulting in a sequence of n likelihoods, one for each user u ∈ U . From

m segments, we obtain a m× n matrix of likelihoods P . Third, we replace each row with

the user with the highest likelihood in that row, reducing the matrix of likelihoods in a

vector with m most likely user id’s. Finally, we report the majority prediction from these

m user id’s. In both steps of majority assignment, we break any ties randomly.

Lemma 3. If M∆ is a multi-class classifier with accuracy ρ∆ =
(

1
n

+ δ
)
, where the

number of classes is n and δ > 0, then the re-identification accuracy ρ(ρ∆,m = b l
∆
c) of

M (Algorithm 7) on a test sensor data of length l is greater than (1− ne−mδ2/4). That is,

ρ

(
ρ∆,m =

l

∆

)
> 1− ne−mδ2/4 (4.5)

Proof. Assume, that the correct user is v. Let X i
u be random variables where for
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i = 1, 2, . . . ,m and u = 0, 1, 2, . . . , n,

X i
u =


1, if the ith segment is classified as u

0, Otherwise

Let random variable Xu =
∑n

i=1X
i
u be the random variable that represents the number of

times the classification was u.

Now let Y u
i be a random variable where for u 6= v,

Y i
u =


1, if the ith segment is classified as v

−1, if the ith segment is classified as u

0, Otherwise

Now, Pr[Y i
u = 1] = ρ∆ and Pr[Y i

u = −1] = 1−ρ∆

n
. Therefore, mean of Y i

u =

1× ρ∆ + (−1)× 1−ρ∆

n
= 1
n
(nρ∆ − 1 + ρ∆).

Now,

Pr[Xn ≤ max(X0, X1, ..., Xn−1)] ≤
n−1∑
u=0

Pr[Xn ≤ Xu]

=
n−1∑
u=0

Pr[
m∑
i=1

Y i
u ≤ 0]

Since mean of each Y i
u is 1

n
(nρ∆ − 1 + ρ∆), the mean µ of

∑m
i=1 Y

i
u is m

n
(nρ∆ − 1 + ρ∆).
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Let k be such that (1− k)µ = 0, thus, k = 1. Using Chernoff bound we get,

Pr[
m∑
i=1

Y i
u ≤ 0] = Pr[

m∑
i=1

Y i
u ≤ (1− k)µ] ≤ e

− µ2k2

m(1−(−1))2

= e−
m2

4mn2 (nρ∆−1+ρ∆)2

< e−
m

4n2 (nρ∆−1)2

= e−m(ρ∆− 1
n

)2/4

= e−mδ
2/4

Therefore,

Pr[Xn ≤ max(X0, X1, ..., Xn−1)] < ne−mδ
2/4

Thus,

Pr[Xn > max(X0, X1, ..., Xn−1)] ≥ 1− ne−mδ2/4

Algorithm 8 MaxMean Boosting, M(M∆, sx)
Input: sx: sensor trace of l length
M∆ ≡ (φ, ϕ, T ): base model that takes ∆ length sensor segment
Output: user of sx
〈s1
x, ..., s

m
x 〉 = Segment(sx,∆) . m = b sx

∆
c

Initialize P ← φ
for i = 1 to m do
〈pi1, pi2, ..., pin〉 = ϕ(φ(six))
P .add(〈pi1, pi2, ..., pin〉)

end for
〈p̄1, p̄2, ..., p̄n〉 = Mean(P ) . p̄u = 1

m

∑m
i=1 p

i
u

return 0 if max({p̄u}u∈U) < T , otherwise u∈U p̄u

MaxMean boosting: Algorithm 8 shows the pseudocode of MaxMean boosting

process. Instead of taking the majority from m detections by the base model, the

MaxMean boosting method creates a likelihood vector of size n from the likelihood

matrix P by computing the mean likelihood of each user. Finally, it outputs user id with
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the maximum likelihood if it is greater than the decision threshold T , and outputs 0,

otherwise.

4.5.2 Selection of unit Length ∆

Recall that the unit length of the accelerometry trace (∆) is the minimum amount

of accelerometry data that is sufficient to identify both distinction of activity pattern from

other users and consistency with other segments from the same user. The choice of Delta,

therefore, is critical. The goal of data quantization problem is to find the optimal value of

∆. We note that the choice of ∆ can have substantial impact on the re-identification

performance.

First, the performance of the base model is expected to increase monotonically as

we grow the value of . This is because if a smaller value of ∆1 has a better performance

than a higher value of ∆2(> ∆1), then the base model can locate the segment of length ∆1

within the large segment of ∆2 to achieve at least the same performance as that when

provided a sub segment of length ∆1. Intuitively, when the value of ∆ is large (e.g., full

day), it can capture different aspects of the user, identify uniqueness and consistency in

daily pattern such as routines. Therefore, a larger size of ∆ increases the accuracy of the

base model.

However, for a fixed length l of test sample, as the value of ∆ increases, the

number of units that can be assessed by the base model decreases, reducing the

opportunity to boost the re-identification performance by a boosting model. Hence, there

is a trade-off between the value of ∆ and the number of units of data assessed by the base

model that can be used to boost the overall performance. As we show in experiments, the

performance of the boosting model exhibits a convex function behavior, allowing us to

select an optimal value of ∆ for a given test length l.
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Fig. 4.7: Demographics of different participants

4.6 Evaluation

4.6.1 Dataset

Our goal is to analyze re-identification risks in motion sensor data collected in the

users’ natural environment. Even though the number of publicly available datasets of

motion sensor data increases, they are still quite limited in how representative they are of

the natural environment of the users. Most of the datasets contain data collected in a

scripted setting (e.g., when performing a range of prescribed or selected activities such as

exercise, walking, smoking, etc.). Hence, majority of research on person re-identification

is limited to lab setup or a scripted dataset.

Our approach is to consider the full range of activities people perform in their

natural living environment. Therefore, we used a newly collected dataset from a scientific

study. This study was conducted to predict the work performance of employees using

mobile sensors. The study was approved by the Institutional Review Board (IRB), and all

participants provided written informed consent. The study consisted of 400 participants,

each of whom wore wrist-worn sensors (consisting of 3-axis accelerometers sampled at 25

Hz for each axis and 3-axis gyroscopes sampled at 25 Hz for each axis) and carried a

smartphone with data collection app installed. They collected data for at least 8 hours

each day for 10 weeks (i.e., 70 days). Data collected included location, motion, app usage,

privacy-preserving audio features, etc. The participants were knowledge-workers from

diverse professions including management, information technology, education,
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engineering, production, sales, transportation, etc., covering various posts from the CEO

of a tech company to production personnel of a dairy product company.

Among the 400 participants, we excluded data from any participant who had less

than 200 total minutes of usable quality physical activity data (due to data loss, data

corruption, or metadata mismatch). As a result, we were able to use data collected from

353 participants (174 males, 123 females; mean age 31.7 ± 7.5 years).

For data processing, we first segment the accelerometry data into one-minute

windows. We retain a minute if it contains at least 85% data of the original sample rate.

To protect against data corruption or metadata mismatch from affecting our experiments,

we also exclude those minutes, where the absolute value of any of the three accelerometer

axes is greater than 4 (which is the maximum range of the sensor). To identify data

segments that correspond to physically-active state of the user, we retain those minutes

that have a standard deviation (from the magnitude of all three axes) of at least 0.21.

To have a uniform and sufficient amount of data from each participant in our

experiments, we use 200 minutes of physically-active data from each participant. For

greater ecological validity, we proportionately (with random selection) select minutes

from each day so that the total number of minutes selected per participant is 200 minutes,

and it represents the proportion of the day that the participant was physically active (while

wearing the sensors) on each day. For example, if a participant had 1,000 minutes of

usable quality physical activity data over 70 days of sensor wearing, and a specific day

had 50 minutes of physically-active data, we randomly select 10 minutes from this day. In

total, we use 70,600 minutes of accelerometry data for our experiments.

All the data storing and processing was done in an Apache PySpark based

open-source platform for computational modeling of high-frequency data.

4.6.2 Experiment Setup

The performance evaluation of the open-set user re-identification task involves

sensor traces from two groups of users: a) Known users (U): users whose data are in the
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Fig. 4.8: Splitting of training, validation, and testing set. The dataset is first divided into
training and testing sets, and then the training set is further divided into a fitting set and a
validation set containing a closed set and an open set.

database D and b) Unknown users (U ′): whose data is not present in the database D.

Training set is constructed by sensor traces from known users and these data are used to

train the base model. Testing set contains data from both the known users U but with

sensor traces from different time and data from unknown users U ′.

First, we randomly select 80% of the users as U (282 out of 353 users) and the

remaining 20% users as U ′. Then 2/3 of the sensor segments from each known user are

selected as training data Dtrain. The rest of the 1/3 segments from each known user and all

the sensor segments from unknown users form the testing set. The splitting process is

shown in Figure 4.8. Since training deep learning is compute-intensive; therefore, for

parameter learning such as experiment on finding optimal unit length, we use a smaller

version of the validation dataset, namely D100,50 ⊂ Dtrain, with 100 known users and 50

unknown users.

4.6.3 Performance Metrics

Now we introduce two most commonly used evaluation metrics for open set

recognition (OSR) used in our experiments. For evaluating classifiers in the OSR
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scenario, a critical measure is the false recognition of Unknown users. Performance for

open-set identification is characterized by two performance statistics — the detection and

identification rate (DIR) and the false alarm rate (FAR).

Detection and Identification Rate (DIR):

A sensor trace from a known user u ∈ U is detected and identified if the model

correctly identifies the user. This metric is also referred to as true matching rate (TMR).

TMR or DIR =
|{(sx, x) : M(sx) = x where x ∈ U}|

|(sx, x) : x ∈ U|

False Accept Rate (FAR)

The false accept rate occurs when a model detects one of the users in the database

(u ∈ U) for a sensor trace from an unknown user x /∈ U . Recall thatM outputs 0 if it

detects that the user of the test sample is not present in the database.

FAR =
|(sx, x) :M(sx) 6= 0 where x /∈ U|

|(sx, x) : x /∈ U|

There is a trade-off between TMR and FAR that is usually shown on a receiver

operator characteristic (ROC).

Besides these two metrics, we use another metric that provides combined

performance for known users and unknown users. Accuracy of the modelM is defined as

the percentage of correct classification by the model. Recall that M outputs 0 if it predicts

user of the test sample is not present in the database.

Accuracy =
1

2

|(sx, x) : M(sx) = x where x ∈ U|
|(sx, x) : x ∈ U|

+
1

2

|(sx, x) : M(sx) = 0 where x /∈ U|
|(sx, x) : x /∈ U|

=
1

2
TMR +

1

2
(1− FAR)
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4.6.4 Optimizing Unit Length (∆)
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Fig. 4.9: Re-identification accuracy for different ∆. For ∆ = 20 seconds accuracy is
maximum, therefore, we select 20 seconds as unit of sensor data. For training and
validation we use D100,50 dataset.

We start our experiments with finding the optimal unit length ∆. For this

experiment, we use different values of ∆ from a set {5, 10, 20, 30, 45, 60, 90, 120} and

observe the performance of the boosting model for test samples of length (l) 5 minutes

and 10 minutes.

From Figure 4.9, we observe that the performance of the boosting model

approximates a convex function as the value of ∆ increases from 5 seconds to 120 seonds,

peaking at ∆ = 20 seconds. Therefore, we select ∆ = 20 seconds as unit length for

subsequent experiments.

4.6.5 Modeling Choices

Recall that our proposed base model consists of both convolutional and recurrent

layers. In this experiment, we evaluate if a simpler model with only a) convolutional, or

only b) recurrent layer can provide a comparable performance. The convolutional only
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Fig. 4.10: Performance of our proposed model compared to only CNN layers and RNN
layers

model consists of two convolutional layers, two max-pooling layers, and ReLu as an

activation function. For the recurrent model, we use GRU units with a tanh activation

function and 50% dropout.

Figure 4.10 shows that the accuracy of the proposed model is 10% greater than the

convolutional or recurrent only models. Our model achieves 90% accuracy with only 5

minutes of test data. But, for CNN and RNN only models, 30 minutes of test sensor trace

is required to achieve a similar accuracy.

Regarding the choice of boosting approach, both the Majority and MaxMean result

in similar performance. Hence, for brevity we omit their detailed comparison.

4.6.6 Choice of The Decision Threshold

Both true matching rate (TMR) and false accepted rate (FAR) depend on the

choice of threshold T . Increasing T reduces FAR, but it also reduces TMR. On the other

hand, decreasing T makes the system more tolerant to input variance improving TMR, but

it also worsens FAR. Hence, there is a trade-off in selecting T .

True matching of the true class is called genuine distribution and from other class
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Fig. 4.11: Genuine and impostor distribution for different values of test length l. Decision
threshold T = 0.35 maximally separates both distributions in all the plots.

is called impostor distribution (see Figure 4.11). Decision threshold T = 0.35 maximally

separates both distributions in all the plots.

4.6.7 Effect of the Test Data Length

Figure 4.12 shows an ROC curve of boosting model for different values of the

length of test data (l). For a test length of only 5 minutes, the model achieves a 90% TMR

and 11% FAR. As we increase the test length to 30 minutes, the model achieves more than

95% TMR for an FAR of 0.1%. If the model is provided with test data of 60 minutes, the

model achieves a TMR of 99.95% while keeping the FAR to 0.1%.

We also analyze the model performance for FAR of 100% that corresponds with a

closed-set formulation (i.e., the model will always assign a known user id to any test data).

Under this setting, the model achieves 92% TMR for test data length of 5 minutes and

99.7% for test data length of 30 minutes.
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Fig. 4.12: ROC for Different Choices of Test Data Length
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Fig. 4.13: Person re-identification results
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Table 4.2: True Matching Rates (%) of the Boosting model for Different Test Data
Lengths

Test length, l FAR=0.1% FAR=1% FAR=10% FAR=100%
1 min 0 0 42.56 62.04
5 mins 73.18 82.08 88.25 91.86
10 mins 87.26 91.53 95.58 97.04
30 mins 95.76 97.34 99.33 99.70
60 mins 99.95 99.95 99.95 99.97

Without CD-Loss With CD-Loss
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Fig. 4.14: The distribution of consistency and distinction in terms of normalized distance
from model trained on both with CD-Loss and without CD-Loss.

4.6.8 Choice of the Loss Function

To evaluate the impact of our Consistency-Distinction (CD) loss function on

model performance, we determine the intra-class spread and inter-class distance (from the

closest class), both in the feature space. We normalize the set of both the distances to be in

[0, 1] for ease of visual comparison. The distribution of intra-class distances and

inter-class distances from models trained with and without CD-loss (i.e., using only the

cross-entropy loss) are shown in Figure 4.14. We observe that using our CD Loss function

significantly reduces the intra-class distance (improving consistency) and widens the
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inter-class distances, improving distinction. Additionally, we observe that the use of CD

Loss results in better open set performance, i.e., reducing the footprint of known classes,

reflected in greater distinction for unknown users.

4.6.9 Effect of Training Data

Table 4.3: True Matching Rate (%) for Different Training Data Lengths.

Test length, l
20 secs 1 min 5 mins 10 mins 30 mins

Tr
ai

ni
ng

D
at

a
(i

n
m

in
ut

es
)

5 9.48 10.62 21.90 28.07 34.31
15 12.29 13.74 35.42 48.10 71.56
30 38.56 46.75 73.05 79.62 86.06
60 47.46 55.24 87.96 92.22 97.56

120 53.25 62.10 91.86 97.04 99.70

All results thus far used 130 minutes (after taking out 1/3 of the 200 minutes for

testing) or more of training data. Table 4.3 presents the true matching rates if smaller

training data is used. Further, we preceding results show, we need at least 5 minutes of test

data for acceptable performance. We, therefore, present TMR for test data length from 5

minutes to 30 minutes and training data lengths from 30 minutes to 120 minutes. We

observe that the model can achieve over 90% TMR using a training data of 60 minutes if

the test length is 10 minutes. We also observe that using 120 minutes of training data

provides 99.7% TMR, implying that two hours of training data is sufficient to get a high

re-identification performance.

4.6.10 Performance of Demographic Information

We also evaluate the performance of detecting demographic information from the

accelerometry traces. For gender detection, we consider that as a two-class classification

(either male or female). The model achieves more than 90% accuracy with a test sample

of length 30 minutes. For the age detection, we start with two age group (either greater

than 30 or less than 30 since age 30 in the median age in our population). Since the base
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Fig. 4.15: Performance of demographic information extraction

model’s performance is slightly better than a random guess, we observe a minimal

improvement in boosting. Figure shows the robustness of the model to noise.

4.7 Mitigation of Re-identification Risk

Now we investigate if noise is introduced in the sensor data stream to reduce the

risk of re-identification, what kind and what level of noise has how much impact in

reducing the re-identification performance. We experiment with the natural choice

Gaussian distribution and the Laplace distribution which is used to achieve differential

privacy [104], i.e., su(t) = su(t) + eu(t) where eu(t) ∼ N(0, σ) or eu(t) ∼ Laplace(0, λ).

Figure 4.16 shows that Laplacian noise is indeed more effective in reducing the

re-identification performance.

Now we investigate the specificity of the model against random input. We generate

a time series of accelerometry trace where each sample is taken from a Gaussian

distribution, i.e., N(0, σ2). We also observe Laplace noise’s effect by taking a random
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Fig. 4.16: Sensitivity of the model against noisy test signal
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Fig. 4.17: Effect of the random data.
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sample from Laplace(0, λ). We vary the value of σ and lambda from 0.20 to 0.40 with

0.05 increment and report the false accept rate in Figure 4.17.

We also vary the length of the test sample (l) and observe l = 1 1 minute produces

the highest false acceptance rate. For test length of 10 minutes or higher, the false

acceptance rate is negligible. We, therefore, conclude that our model can identify and

reject fictitious data of length 10 minutes or more.

4.8 Related Work

Person re-identification methods can be classified into two major categories,

audio/visual and non-audio/visual. There has been extensive research in audio/visual

methods for person, specifically vision-based methods. The main purpose of these

methods is to authenticate a person via fingerprint, facial and iris/retina recognition to

unlock a smartphone, authorize payment, etc. Other applications apart from authentication

include criminal identification from CCTV footage, auto checkout in shops, automatic

class/office attendance, etc.

Visual based methods learn appearance and texture related features. Zheng et.

al. [105] developed an adaptive query system to classify good and bad features for image

searching and person re-identification. Person re-identification problem can be called a

special case of image searching where different types of distance functions are used to

learn similarity learning. Chen et al. [106] imposed spatial constraints to solve the person

variation problem using Mahalanobis distance function.

Person re-identification using visual features is still challenging due to intra-class

variations with different input devices (cameras) [107]. But, advancements in

Convolutional Neural Network (CNN) and generative deep learning models have boosted

the accuracy of person re-identification.

A significant portion of person re-identification research focuses on metric

learning loss, such as a combination of identification loss with verification loss [108, 109],

and triplet loss [110–112] for models based on a variation of CNN.
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Using a Generative adversarial network (GAN) for re-identification has been

another active research direction. GAN has been used in [113–115] for person

identification, where the generative and discriminative networks are separate from each

other. Zheng et. al. [107] presented a joint learning method for both discriminative and

generative methods for person re-identification. Despite all these improvements,

visual-based person re-identification faces challenges due to frequent changes in

appearance, camera calibration, occlusion, subject orientation, illumination, etc. Apart

from these challenges, recent research [116, 117] shows that facial recognition algorithms

are racially biased, i.e., the miss-identification rate of these algorithms are much higher for

people from one or more specific races compared to others.

Nevertheless, vision-based methods have laid a strong foundation for person

re-identification methods. Specifically, they have shown that deep learning architecture (to

learn the latent state) coupled with an appropriate loss function (to measure the

re-identification performance and guide the learning) can lead to high accuracy of

re-identification. We use both of these lessons, due to significant difference in the nature

of data, i.e., motion sensor data instead of image pixels and time series instead of a

collection of pixels, requires innovations in the modeling architecture and development of

a new loss function.

Speaker identification (from time-series of audio data) is another popular modality

for person re-identification and authentication. Extensive research over a long time has

resulted in several features from audio data that have personal identifying characteristics

in vocal patterns, variations, and content. Kunz et. al. [118] use Hidden Markov Model

(HMM) to verify users from real-time phone calls continuously. An et. al. [119] use a

variation of CNN and Residual network with an attention mechanism for the same task.

Due to significant existing domain knowledge, a high sampling frequency (thousands of

hertz instead of tens of hertz for motion sensors), and occasional use of the speech

content, small snippets of voice samples are usually sufficient for speaker identification.
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But, due to low sampling frequency, lack of obvious identifying features, and free-living

natural environment conditions, require the use of significantly larger data segments and

subsequent novelty in processing them to achieve a good re-identification performance

with wrist-worn motion sensors.

Recent studies show that audio/visual based person re-identification methods can

be faked [120, 121], which is not as obvious yet for models based on sensor data from

wearable devices or smartphones. Sensor data-based approaches can be grouped into two

categories again, behavioral biometric approaches and device fingerprinting.

Behavioral biometric approaches have been used for user authentication in several

research works. Examples include [122] and [123] that use hand waving detected from

two different sources (accelerometer and ambient light sensor) to authenticate a user in

smartphones. Others [124–128] feed keystroke biometrics and touchscreen interaction

pattern (key pressed location, duration of keypress, size, drift, etc.) in different machine

learning models to authenticate phone users. These methods are not directly applicable to

person re-identification from wrist-worn accelerometer data because they rely on scripted

settings (e.g., waving hand in a certain way or holding the phone in hand).

Another popular approach to behavioral biometric is gait-based

authentication [94–97, 129]. These approaches extract the gait-based unique fingerprint

from physical activities such as walking or running, using motion data from

accelerometers placed on different body locations, sometimes supplemented with a video.

Some recent research on gait based person identification use a variation of Deep Neural

Networks with high accuracy [130]. These works establish the feasibility of extracting

unique characteristics of the user from their motion pattern. But, the applicability of these

methods is limited due to their restricted data collection methods, i.e., multiple sensors

placed in different parts of the human body. Additionally, their methods are mostly trained

to learn a similarity function that measures matching scores of two templates given the

condition that the user performed a specific activity. Therefore, none of the existing

110



behavioral biometric solutions show the feasibility of person re-identification from

wrist-worn accelerometery data collected from the natural environment.

Another complementary body of work seeks to re-identify a device (and

subsequently a user, if the device is not shared among multiple users and until the user

changes the device, e.g., upgrades their phone). These works, referred to as device

fingerprinting, aim to generate a unique signature, or fingerprint, that uniquely recognizes

a specific device. Several works find the fingerprint by extracting statistical features and

using supervised machine learning approaches when the phone vibrates (for example,

during an incoming call or message) [93] or when stationary [131, 132]. These methods

were found to have an F1 score of 60% in field setting when devices are held in hand.

Bojinov et. al. [91] models the imprecision in accelerometer calibration via a

device-specific scaling and translation of the measured values. For analysis, they collected

data when the device was stationary, achieving a re-identification rate of 53% for devices

in their dataset. More recently, [92] estimated the calibration matrix more accurately by

considering all three errors: scaling factor, bias, and non-orthogonality misalignment

errors. All of these methods model the error of the sensor due to the hardware

imperfections during the sensor manufacturing process. Our work is complementary to

these works as we seek to extract distinctive and unique features from the

micro-movements patterns of a user when they are physically active.

Database linkage attack is a common method used by adversaries to de-anonymize

publicly available anonymous data. Previous work in the area of de-anonymization was

mostly focusing on correlating information of auxiliary data (sometimes referred to as

side-channel information) from several independent data sets (datasets from different

sources) or re-identifying data records [133–137]. Narayanan and Shmatikov used

side-channel information (e.g., zip code, age, and gender of users) to de-anonymize the

Netflix dataset [133]. Several approaches, such as k−anonymity [11, 138],

l-diversity [12], and t−closeness [13], have been developed to make the database
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anonymous and to prevent linkage attacks. These methods perturbed the database such

that each row of the database cannot be uniquely identifiable that is indistinguishable from

at least k − 1 other data rows. In our scenario, we consider the released open dataset to be

anonymized, and further linkage attack is not possible using attributes of the users.

4.9 Limitations and Discussion

Although our WristPrint method achieves 99.70% re-identification rate, there are

several limitations to the presented work that open up numerous opportunities for future

research.

First, in our dataset, each user’s data came from the same device. Different

wrist-worn devices differ in sampling rates, sensitivity range, mounting orientations, etc.

This work did not experiment with these variations and hence their impact on

re-identification performance can be investigated in future works. More specifically, a

higher sampling rate and lower noise of the signal may allow the model to capture

finer-grained micro-movements, potentially improving re-identification performance and

reducing the amount of data needed for training and testing for a specified level of

performance. Future work can also investigate the case when the model is trained on data

from one device but tested on another device.

Second, for this analysis, we only looked at the wrist-worn device. Motion sensors

are included in wearable devices such as earbuds and smart eyeglasses that are worn on

different body locations. Future work can investigate the suitability of the presented

modeling approach for re-identification using motion data collected from such devices.

Third, our experiments show that the distinctive features of the user’s wrist

movement remain consistent for ten weeks. Future work can investigate the deterioration

in re-identification performance over time as user’s movement patterns evolve, especially

after major events such as accidents, pregnancy, and job changes, among several others.

Fourth, our experiments show that the impact of segmentation length choice on

re-identification performance exhibits a convex shape, displaying unique optimal value for
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a given test data length (see Figure 4.9). Future work can develop theoretical frameworks

to prove such a property and derive optimal values analytically. Fifth, we experimented on

353 users to test the suitability of our open-set approach to modeling. Future works can

investigate how well our approach can generalize to a significantly larger number of users.

Finally, we show that adding noise reduces re-identification risk. Future work can

investigate what level of noise can still retain the intended utility of the dataset.

4.10 Conclusions

Several modalities of data are routinely used for user re-identification and

sometimes even for authentication. They include video, voice, and fingerprints. But, new

modalities of data are emerging that capture users’ movement patterns at very fine

granularity. Wrist-worn devices have emerged as one such increasingly popular device. To

support research for new inferences of daily behaviors from these devices, data collected

from user studies are publicly shared assuming lack of any identifying information

embedded in them. Our work shows that data collected from such devices, even at 25 HZ

can support user re-identification with 99.7% accuracy. This creates both new

opportunities and raises new research, privacy, and ethical challenges for the community.
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