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Abstract 

 

Scientific article recommendation still remains one of the challenging issues in education, including learning 

process. Difficulties in finding related articles from research history and research interest have been experienced 

by students in collage affecting the duration of study and research time. This paper proposed a new solution by 

building a search engine to collect and to recommend articles related to student research topics. The system 

combined the web scraping method as an article data retrieval technique on google scholar and item-based 

collaborative filtering to recommend the article.  Parameters result produced based on items of user’s history, 

including item-searched, clicked, and downloaded. The system was built on a web-based scientific article 

recommendation system using python programming language. This system recommends articles based on the 

preferences of users and other users who are affiliated and who have an interest in the same item. This research 

showed that the validation result from the system obtained a recommendation accuracy value over 0.516801. The 

percentage of the RMSE error value of the recommendation system is 8.62%, or in other words that the accuracy 

of the recommendation system is 91.28%. 
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1. INTRODUCTION 

Collage students face difficulties in finding 

references to support their research. Finding highly 

relevant articles or references requires experience and 

time to find relevant articles [1], [2]. Google Scholar 

is a useful and frequently used website to find 

references [3]. The major drawback of Google 

Scholar are shortcomings in the service, among which 

are articles that are newly added will never be 

recommended because only the articles that are 

referenced the most or have a high rating are 

displayed on the start page. One solution to this 

problem is using a recommendation system [4], [5]. 

Some previous research [6] utilizes the web 

scraping method to get data on the recapitulation of 

scientific articles on the Google Scholar site based on 

researcher’s name at an institution. Suganeshwari [7] 

contains method analysis on a recommendation 

system that compares three methods, content-based, 

collaborative filtering and hybrid methods. This 

research proposed a combination of item-based 

collaborative filtering and user-based collaborative 

filtering methods. The results of combining the two 

methods have proven to generate high-quality 

recommendation.  

In [8], the authors conclude that the item-based 

method can produce better recommendations than 

user-based because, in the prediction calculation from 

the user-based methods, many predictive values were 

found outside the range, besides that, the more items, 

the higher the MAE and NMAE values are produced 

and the recommendation process will take longer. 

Meanwhile, the item-based method does not find 

predictive values outside the range and has a better 

accuracy rate than the user-based method. Based on 

previous research in [7]–[9] proved that item-based 

collaborative filtering has a better performance than 

user-based collaborative filtering. In this research, we 

proposed item-based collaborative filtering and web 

scraping algorithms to search for scientific articles on 

Google Scholar. Determining spesific techniques will 

play a role in the effectiveness of a recommendation 

system in generating candidate items. The 

recommendation system analyzes item preferences 

and activities that occur in the system to predict items 

that will be recommended to users [10]–[12]. The 

main concept is to get recommendations based on the 

common interests of users. The proposed 

recommendation system analyzes user preferences 

based on their activity records and recommendations 

of other users with similar interests.  

Web scraping (also called Screen Scraping, 

Web Data Extraction, or Web Harvesting) is a method 

used to extract some data from a website by extracting 

data and saving it to a database [13]. The web 

scraping process can be divided into four sequential 

steps, namely creating scraping templates, exploring 
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web navigation, extracting information and storing 

the data obtained [14]. Web scraping does not provide 

a complete database, this technique obtains the 

requested information [15]. However, there are limits 

in the legality of web scraping that scrappers must 

comply with, namely 1) the data is not used for 

computer fraud and abuse, 2) the data taken is not 

copyrighted, 3) if the data is copyrighted, the content 

taken must comply with the standards by not 

modifying and including the copyright owner, 4) 

scraping measures do not burden and hinder the 

performance of the website services taken, 5) 

scraping must not violate the terms of use of the 

retrieved site and 6) scraping must not collect user 

information that is sensitive [13]. 

Collaborative filtering provides 

recommendations based on the collection of opinions 

and interests of several users through the rating given 

by the user to an item, then becomes a source of 

system knowledge to get the item of interest [16]. In 

addition to ratings, there are several sources of 

knowledge to obtain recommendations, namely 

implicit feedback, social tags, and context [4], [11], 

[17]. Collaborative filtering is basically divided into 

two methods: user-based collaborative filtering, also 

known as memory-based, and item-based 

collaborative filtering, also known as model-based 

[12]. In the user-based method, the system provides 

recommendations to users, items that are liked or 

rated by other users. For example, user A rates items 

1, 2, and 3, then user B rates items 1, 2, and 4, then 

the system will recommend item 3 to user B and item 

4 to user A. In comparison, the item-based method 

provides recommendations based on the similarity 

between items. The item-based method is a 

recommendation method with the similarity between 

rating an item and items that have been rated by users 

[18]. 

2. METHODS 

The workflow of implementing web scraping 

and item-based collaborative filtering on the article 

recommendation system is divided into three stages, 

as shown in Figure 1. In Figure 1.a, the user inputs the 

search keywords, then the article data mining is 

carried out on Google Scholar. The data cited in the 

article is then converted to a rating scale based on the 

normal curve. The data is then stored in the database. 

Figure 1.b shows the process of users rating on 

articles that are taken implicitly. This process counts 

user actions when clicking or downloading articles 

and then converts those actions as ratings stored in the 

database. Figure 1.c explains the process of 

determining recommendations based on rating item-

based collaborative filtering. This stage begins by 

determining the item-neighborhood using a technique 

by looking for a group of users (neighbors) who have 

a history of choices related to the target user. The 

rating data collected is then formed a user-item rating 

to determine articles that have never been rated and 

then compared one by one with articles that have been 

rated to produce a similarity value. The value is then 

calculated and then sorted so that the rating prediction 

value is obtained as a recommendation. 

 

 
Figure 1. (a) Data mining and searching workflow (b) Rating 

workflow (c) Item-based collaborative filtering data workflow. 

2.1. Data Collecting 

Collecting data sets from Google Scholar uses 

three steps: mapping Google Scholar, extracting, and 

saving scraping information to the database [14]. 

These steps are shown in Figure 2. 

 

 
Figure 2. Web scraping steps on Google Scholar 

 

The web scraping process starts with an HTTP 

request on the Google Scholar page. This request can 

be formatted into a URL containing a GET or HTTP 

request. After the request has been received and 

processed into an article search by Google Scholar, 

the Google Scholar search results will display the 

requested article data and then send it back to the 

system. Article data is obtained in HTML or JSON 

format. BeautifulSoup is a needed library to parse and 

extract information from HTML code. There are 

various data provided by Google Scholar, from the 

available data, attributes or data containing article 

information can be seen in Table 1. 
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Table 1. Google Scholar Data Object 

No. ID Description 

1 gs_r gs_or gs_scl ID Artikel 

2 gs_or_ggsm gs_press Article download link 

3 gs_rt Title and source link 

4 gs_a Author, year, and 

publisher 

5 gs_rs Abstract 

6 gs_or_cit Cited and Link 

7 gs_nph Related article link 

2.2. Recommendation Method 

Item-based collaborative filtering is a 

recommendation method by calculating the similarity 

of items that have been rating with other items, then 

selected group of items that have similarity values 

with items that have been rated. The rated items will 

be used as a benchmark to find a number of other 

items that are correlated with items that were rated by 

other users [7], [19]. There are two steps that have to 

be taken to create a recommendation system using the 

item-based collaborative filtering method as follows 

[20]. This step is to calculate the similarity between 

one item with another item. The method that is often 

used to calculate the similarity of items is cosine 

similarity, but the weakness is that the difference in 

rating scales between various users will result in very 

different simarity [7], [19]. Adjusted cosine similarity 

overcomes the weakness of cosine similarity. 

𝑠𝑖𝑚(𝑖, 𝑗) =
𝛴𝑢𝜖𝑈(𝑅𝑢,𝑖− Ṝ𝑢)(𝑅𝑢,𝑗−Ṝ𝑢)

√𝛴𝑢𝜖𝑈(𝑅𝑢,𝑖− Ṝ𝑢)2√𝛴𝑢𝜖𝑈(𝑅𝑢,𝑗−Ṝ𝑢)2
 (1) 

Descriptions: 

sim(i,j) = The similarity value between article i and 

article j, 

ΣuϵU = The set of u users who rate articles i and 

article j, 

Ru,i = User rating u on artikel i, 

Ru,j = User rating u on artikel j, 

Ṝu,i = Average user rating for u 

 

From the similarity calculation (1), the items 

will be sorted based on the similarity value. Items that 

have a high similarity will be at the top and vice versa. 

The result of the adjusted cosine similarity equation 

is in the range from -1 to 1. If the similarity value 

between the two items is close to +1, then the two 

items are considered to be more correlated. 

Conversely, if the similarity value is close to -1, then 

the two items will be increasingly uncorrelated. 

2.3. Calculating Rating Prediction 

This step is done to calculate the predicted rating 

of these items by comparing the rating that the user 

has given to an item with the similarity between the 

item and other items. The method used is the 

weighted-sum method [7], [19]. 

𝑃(𝑢, 𝑗) =
𝛴𝑖𝜖𝐼(𝑅𝑢,𝑖 ∗ 𝑆𝑖,𝑗)

𝛴𝑖𝜖𝐼|𝑆𝑖,𝑗|
 (2) 

Descriptions: 

P(u,j) = Rating prediction on article j by user u, 

iϵI = Collection of articles similar to j article, 

Ru,i = Rating user u for i article, 

Si,j = The similarity value between article i and 

article j 

2.4. Evaluation 

System testing is done through an evaluation 

matrix and error calculation function test. The 

purpose of the evaluation matrix is to measure the 

quality of proximity to the truth or the actual value 

achieved by a system. Predicting the rating that the 

user will give to an item is the main optimization 

carried out in item-based collaborative filtering. User 

rating predictions are calculated to find errors or 

deviations between the predicted rating and the actual 

rating. There are three matrices in this evaluation 

phase: Mean Absolute Error (MAE), Mean Square 

Error (MSE) and Root Mean Square Error (RMSE), 

the equation is as follows: 

𝑀𝐴𝐸 =
1

|𝑄|
∑ |𝑟𝑢𝑖 − �̂�𝑢𝑖|(𝑢,𝑖)∈𝑄  (3) 

 

Mean Square Error: 

𝑀𝑆𝐸 =
1

|𝑄|
∑ (𝑟𝑢𝑖 − �̂�𝑢𝑖)(𝑢,𝑖)∈𝑄

2
 (4) 

 

Root Mean Square Error: 

𝑅𝑀𝑆𝐸 = √
1

|𝑄|
∑ (𝑟𝑢𝑖 − �̂�𝑢𝑖)(𝑢,𝑖)∈𝑄

2
 (5) 

 

where Q is the test data, 𝑟𝑢𝑖 as the actual user 

rating, �̂�𝑢𝑖 represents the prediction rating of the 

recommendation system. The MAE value represents 

the average absolute error between the predicted 

value and the actual value [21]. MAE is the simplest, 

but does not take into account the direction of the 

error (error positive or error negative). MSE has a 

greater penalty on large errors and squared errors 

have no intuitive meaning. Therefore, RMSE is more 

widely used in calculating the prediction accuracy of 

the recommendation system [22].  

The testing process on the recommendation 

system uses two approaches, namely MAP@K (Mean 

Average Precision at top K) for evaluation of the 

recommendation results: 

𝑀𝐴𝑃 = √
∑ 𝐴𝑣𝑒𝑝(𝑞)

𝑄
𝑞=1

𝑄
 (6) 

𝐴𝑣𝑒𝑝(𝑞) =
∑ 𝑝(𝑘)∗𝑟𝑒𝑙(𝑘)𝑛

𝑘=1

#𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚
 (7) 
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where Q is the number of recommendations, 𝑘 

is the power, 𝑟𝑒𝑙(𝑘) represents the relativity function 

assigned a rating of 𝑘, 𝑝(𝑘) represents the precision 

assigned a rating of 𝑘. MAR@K (Mean Average 

Recall at top K) for evaluating prediction results: 

𝑀𝐴𝑃 = √
∑ 𝐴𝑣𝑒𝑟(𝑞)

𝑄
𝑞=1

𝑄
 (8) 

𝐴𝑣𝑒𝑟(𝑞) =
∑ 𝑟𝑒𝑙(𝑟)𝑛

𝑘=1

#𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚
 (9) 

 

where Q represents the number of user test cases 

against the item, 𝑟 denotes the rating assigned, and 

𝑟𝑒𝑙(𝑟) is a binary function on the relevance of the 

given rating. 

Bottegal and Pillonetto [23] consider the items 

stored in the test data set from the cross-validation 

evaluation as the relevant item set. They state that 

these matrices may be useful, but should be used with 

caution. Based on this matrix the items in the test data 

set are only a sample of items that can be considered 

relevant. In addition, these recall estimates should be 

used comparatively on the same data set and not as an 

absolute measure [17]. 

In the recommendation system, the coverage-

item refers to the proportion of recommended items 

to the total items. Coverage-item is defined as 

follows: 

𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =
𝑈𝑢∈𝑈𝐼(𝑢)

𝐼
 (10) 

 

where 𝐼(𝑢) is the number of items 

recommended for the user, 𝐼 is the number of items. 

Coverage is an important evaluation metric of a 

recommendation system because it can describe the 

ability to explore various recommendation items. 

3. HASIL DAN PEMBAHASAN 

3.1. Calculating of Item-based Collaborative 

Filtering 

Table 2 shows an example of a case in the 

calculation process in providing recommendations 

using the item-based collaborative filtering method 

consisting of 5 affiliated users, namely Ui = {U1, U2, 

U3, U4, U5} and items consisting of 5 articles Aj = 

{A1, A2, A3, A4, A5} form a user-item ratings matrix 

to collect the rating values assigned by the user to 

each article. 

Table 2. User-item rating matrix 

 Item 

U
se

r 

 A1 A2 A3 A4 A5 �̅�𝒖 

U1 4 2  4 3 3,25 

U2 2 3 2  4 2,75 

U3    3 3 3 

U4 2   1 2 1,66667 

U5 1 2 5 2 4 2,8 

 

User U6 accessed the system for the first time 

and has not done ratings and searches for scientific 

articles. The system will display recommendations 

based on available articles or have been rated by users 

who are affiliated in the field of science with U6 user, 

it is assumed that U6 are interested in A2  article from 

user activity by searching, clicking and downloading, 

getting three ratings on the article. This schematic is 

shown in Table 3. 
 

Table 3. User-item rating matrix after adding U6 

 Item 

U
se

r 

 A1 A2 A3 A4 A5 �̅�𝒖 

U1 4 2  4 3 3,25 

U2 2 3 2  4 2,75 

U3    3 3 3 

U4 2   1 2 1,66667 

U5 1 2 5 2 4 2,8 

New user U6  3    3 

 

To determine the recommended articles on U6, 

the following steps are: 

1) Finding Adjusted Cosine Similarity 

The step in the adjusted cosine similarity 

algorithm is to find the similarity value between the 

articles being compared. Based on Table 2, it can be 

explained as follows: 

a. Checking between the rating values owned by 

articles A1 and A2 

b. When U1 rates articles A1 and A2, it finds values 

of 4 and 2. If one of the articles does not have a 

rating value, the similarity will not be 

calculated. Look at the second column and row 

of articles A4 and A5 and get an empty rating 

value and 4. 

c. When U4 the article rates A1 and A2, it gets a 

rating value of 2 and an empty value. This is 

because one of the articles does not have a rating 

value, so the similarities cannot be calculated. 

d. Column and row checking will continue until 

the last row (U6 row). 

e. After getting the rating value between articles, 

the next step is to calculate the similarity value 

from the rating value that has been obtained by 

using the equation (1). 

2) Adjusted Cosine Similarity Calculation Results 

Table 4 shows the article rating for each user 

who rates the two articles, before calculating the 

similarity with equation (1). 
 

Table 4. Representation of adjusted cosine similarity user rating 

in article A1 and A2 

User 𝑹𝒖,𝑨𝟏 𝑹𝒖,𝑨𝟐 �̅�𝒖 

U1 4 2 3,25 

U2 2 3 2,75 

U5 1 2 2,8 

 

S𝑖𝑚(𝐴1, 𝐴2) =
(4−3,25)(2−3,25)+(2−2,75)(3−2,75)…

√(4−3,25)2+(2−2,75)2+(1−2,8)2…
 

… + (1 − 2,8)(2 − 2,8)

… √(2 − 3,25)2+(3 − 2,75)2 + (2 − 2,8)2
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𝑆𝑖𝑚(𝐴1, 𝐴2) =
−0,9375 + −0,1875 + 1,44

√4,365√2,265
 

𝑆𝑖𝑚(𝐴1, 𝐴2) =
0,315

√4,365√2,265
 

= 0,10019 

 

After calculating the adjusted cosine similarity 

equation to find the similarity value between articles 

A1 and A2, the similarity results obtained with a value 

of 0,10019. The results of the similarity between 

articles are in Table 5. 

The next stage is to sort the similarity values in 

descending order from large to small data. This 

ranking is to take as many as n data with the highest 

similarity value. After that, calculate the predictions 

for each article that has never been rated by users and 

will be recommended to users using the weight sum 

algorithm. 

3) Weighted Sum 

Weighted sum will be used to find the predictive 

value of articles that will be recommended to users. 

First it will find the value of the new user U6. The 

calculation starts from the user column that has never 

been rated. There are 4 article columns that have not 

been rated by the user, namely the article columns A1, 

A3, A4 and A5. The calculation stages are: 

a. To find the predictions for A1, A3, A4 and A5 

ratings with a non-empty rating value (U6), the 

non-empty rating value in the A2 article is 3. 

b. After that, the article rating value is calculated 

using the formula (Aj * similarity (Ai, 

Aj)/similarity (Ai, Aj)) or  

 

𝑃(𝑢, 𝑗) =
∑ 𝑖𝜖𝐼(𝑅𝑢,𝑖 ∗ 𝑆𝑖,𝑗)

∑ 𝑖𝜖𝐼|𝑆𝑖,𝑗|
 

 

c. After getting the user rating value on the article, 

𝑅𝑢,𝑖 and the similarity value between articles 

𝑆𝑖,𝑗 , then calculated using equation (2). 

𝑃(𝑢, 𝑗)       =  
𝛴𝑖𝜖𝐼(𝑅𝑢, 𝑖 × 𝑆𝑖, 𝑗)

𝛴𝑖𝜖𝐼|𝑆𝑖, 𝑗|
 

𝑃(𝑈6, 𝐴1)  

=
(3 ∗ 0,1002) + (0 ∗ −0,7496) + (0 ∗ 0,7012) …

|0,1002 − 0,7496 + −0,7496 − 0,8418|
 

… + (0 ∗ −0,8418)
 

=
0,3006

| − 0,79|
 

= 0,1256 

 

The result of the prediction calculation for 

article A1 is 0,1256. After all the rating prediction data 

is collected, then they are sorted based on the 

predicted value from large to small data. Prediction 

results can be seen in Table 6. There are two problems 

that can affect the accuracy of rating predictions in 

the Item-based collaborative filtering method, namely 

the cold start problem and data sparsity [11], [12]. 
 

Table 6. Result prediction 

User Article Prediction Result (u,j) Round 

U1 A3 3 3 

U2 A4 2 2 

U3 

A1 1,7185 2 

A2 0,2456 0 

A3 1,036 1 

U4 
A2 0,6833 1 

A3 1,6168 2 

U6 

A1 0,1256 0 

A5 -0,1708 0 

A4 -0,2013 0 

A3 -0,9455 -1 

 

The sparsity problem is a scourge in the 

recommendation system, a problem that occurs when 

predicting ratings for pairs of items that are not rated 

by users. Evaluating the accuracy of predictions, the 

system generally treats a subset of unknown ratings 

for those with known ratings, calculating predictions 

and comparing them with the actual rating using the 

Root Mean Squared Error (RMSE). RMSE is a very 

helpful matrix in measuring inaccuracies in all ratings 

[24]. Calculation of the comparison of the predicted 

rating value with the actual RMSE rating with 

equation (5). Table 7 shows the quality of the 

closeness of the rating prediction to the actual rating 

value. 

 
Table 7. The comparison of rating predicted value with actual 

rating 

User Item 𝒓𝒖𝒊 �̂�𝒖𝒊 𝒓𝒖𝒊 − �̂�𝒖𝒊 (𝒓𝒖𝒊 − �̂�𝒖𝒊)
𝟐 

U1 

A1 4 2,25 1,75 3,0625 

A2 2 2,5 -0,5 0,25 

A3 3 2,33 0,67 0,4489 

A4 4 2,5 1,5 2,25 

A5 3 3,2 -0,2 0,04 

Total 16 12,78 3,22 6,0514 

 

𝑅𝑀𝑆𝐸 = √
1

|𝑄|
∑ (𝑟𝑢𝑖 − �̂�𝑢𝑖)

(𝑢,𝑖)∈𝑄

2

 

𝑅𝑀𝑆𝐸 = √
6,0514

6
= √1,0086 = 1,0041 

 

According to the RMSE equation, the accuracy 

value of the U1 recommendation is 1.0041, in 

percentage the RMSE error value of the 

recommendation system is 16.8%, in other words the 

accuracy of the recommendation system for U1 users 

is 83.2%. 

3.2. Shilling Attack on Recommendation 

In a shilling attack, users randomly rate the 

recommendation system so that the profile contains a 

number of possible ratings related to other active 

users, can affect the results of recommendations from 

other users. There are several classifications of rating 

models as attacks in the recommended articles 

described in [24]. 
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3.3. Evaluation Result of Articles 

Recommendation 

Evaluation of the recommendation system is 

done per user, the aim is to see the accuracy of the 

recommendations for each user who accesses the 

system. The data evaluated for recommendations, 

namely user preference data on items, scrapped 

articles, the total number of users, and affiliated users 

are users who have similarities in the field of science 

and users who have similarities in rating articles. It 

can be seen in Figure 3 as an example of evaluating 

the results of recommendations to users with ID 

G1B017001. 
 

 
Figure 3. User preference data 

 

 
Figure 4. Plot long tail graph 

 

The long tail plot in Figure 4 is used to explore 

the pattern of popularity in the interaction or rating of 

articles based on the items searched for, clicked on 

and downloaded by the user. Generally, only a small 

number of items have high interaction, and this is 

referred to as "head". Most of the items are in the 

"tail", which has little interaction with the user [25]. 
 

 
Figure 5. Rating prediction calculation results using item-based 

collaborative filtering 

 

Figure 5 is the result of recommendations using 

the Item-Based Collaborative Filtering method. The 

information contained in the table are: 

1) The article ID that represents the entire article 

information obtained from Google Scholar, 

which has been described in Table 1. 

2) The average rating is the result of the average 

overall rating on the article. 

3) The predictive value of item-based collaborative 

filtering with weighted sum calculations is 

described in Table 5. 

4) 𝑟𝑢𝑖 − �̂�𝑢𝑖 and (𝑟𝑢𝑖 − �̂�𝑢𝑖)
2 are used to calculate 

the difference between the predicted value and 

the actual value 

Recommendations to the user (G1B017001) 

obtained MAE of 0,08, MSE of 1,08  and RMSE of 

1,04. The MAE, MSE, and RMSE error values in 

percent are 0.06%, 0.81%, and 0.78%, respectively. 

In other words, the accuracy of the recommendation 

system is 99.94%, 99.19% and 99.22%. In order to 

evaluate the total results of article recommendations, 

compared the results of recommendations using the 

item-based collaborative filtering method, popular 

articles. Tests with MAP@K to evaluate the results of 

the recommendations can be seen in Figure 6. Tests 

with MAR@K to evaluate the results of predictions 

can be seen in Figure 7. 
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Figure 6. MAP@K performance of each recommended approach 

 

 
Figure 7. MAR@K performance of each recommended approach 

 

Evaluation Comparing the predicted results of 

MAP@K and MAR@K, this study compared the 

thirty articles that had the highest predictive value. It 

is known from the results that the item-based 

collaborative filtering method consistently 

outperforms other baselines. The test results show 

that the increase in MAP@K and MAR@K item-

based collaborative filtering is more statistically 

significant compared to other baselines. This is 

shown in Figure 8. 

 

 
Figure 8. MAR@K calculation results. 

4. DISCUSSION 

Previous research has recommended articles and 

journals. Research by [26] recommend the most 

suitable journals based on references. While the 

research [27] recommend the article as a legal 

reference at trial. We observed the results of 

searching articles using different tools with the exact 

keywords showing that it is possible to get different 

search results. This result is due to Google's Search 

Engine Optimization (SEO), which displays an index 

of articles according to user activity patterns [28]. The 

keywords used as input are essential in determining 

search results. Ideally, keywords consist of two or 

more keywords [29]. The use of a single keyword will 

result in a decrease in the index ranking of the article. 

However, future research can develop a more 

independent recommendation system by scraping 

article information from scientific article provider 

sites. 

5. CONCLUSION 

Based on the results of research and discussion 

on the application of web scraping and item-based 

collaborative filtering on a web-based scientific 

article recommendation system based on the 

relevance of thesis topics, this research has succeeded 

in implementing web scraping and item-based 

collaborative filtering methods and obtaining test 

results using RMSE with an accuracy value. The 

recommendation result is 0.516801. The percentage 

of the RMSE error value of the recommendation 

system is 8.62% or in other words that the accuracy 

of the recommendation system is 91.28%. 
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