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Background: Bronchoscopy for peripheral lung lesions may involve image
sources such as computed tomography (CT), fluoroscopy, radial endobronchial
ultrasound (R-EBUS), and virtual/electromagnetic navigation bronchoscopy. Our
objective was to evaluate the feasibility of replacing thesemultiple monitors with a
head-mounted display (HMD), always providing relevant image data in the line of
sight of the bronchoscopist.

Methods: A total of 17 pulmonologists wearing a HMD (Microsoft
®
HoloLens 2)

performed bronchoscopy with electromagnetic navigation in a lung phantom.
The bronchoscopists first conducted an endobronchial inspection and navigation
to the target, followed by an endobronchial ultrasound bronchoscopy. The HMD
experience was evaluated using a questionnaire. Finally, the HMD was used in
bronchoscopy inspection and electromagnetic navigation of two patients
presenting with hemoptysis.

Results: In the phantom study, the perceived quality of video and ultrasound
images was assessed using a visual analog scale, with 100% representing optimal
image quality. The score for video quality was 58% (95% confidence interval [CI]
48%–68%) and for ultrasound image quality, the score was 43% (95% CI 30%–
56%). Contrast, color rendering, and resolution were all considered suboptimal.
Despite adjusting the brightness settings, video image rendering was considered
too dark. Navigation to the target for biopsy sampling was accomplished by all
participants, with no significant difference in procedure time between
experienced and less experienced bronchoscopists. The overall system latency
for the image stream was 0.33–0.35 s. Fifteen of the pulmonologists would
consider using HoloLens for navigation in the periphery, and two would not
consider using HoloLens in bronchoscopy at all. In the human study,
bronchoscopy inspection was feasible for both patients.

Conclusion: Bronchoscopy using an HMD was feasible in a lung phantom and in
two patients. Video and ultrasound image quality was considered inferior to that of
videomonitors. HoloLens 2 was suboptimal for airway andmucosa inspection but
may be adequate for virtual bronchoscopy navigation.
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1 Introduction

In pulmonary medicine, bronchoscopy plays a crucial role in the
inspection of airways and the sampling of lung lesions. However, the
bronchoscope has limited access to small-caliber airways. In cases with
peripheral lung tumors, the diagnostic yield relies on image modalities
other than video alone (Burks and Akulian., 2020). Navigation to the
target is aided by computed tomography (CT) scans taken before the
procedure. CT scan images can be presented as two-dimensional (2D)
slices or segmented into virtual bronchoscopy, serving as a roadmap to a
lesion. These images can be integrated into an electromagnetic
navigation system with tracked instruments. Additionally, a cone-
beam CT, fluoroscopy, or endobronchial ultrasound (EBUS) can be
used intraoperatively for target confirmation. Currently, all these
additional image modalities are displayed on separate monitors,
requiring the bronchoscopists to constantly shift their attention
between different screens. An important clinical motivation is to
make these image sources readily available, not having to constantly
orientate in various directions in a bronchoscopy suite cluttered with
monitors. The workflow could be improved by always displaying the
relevant image source on a head-mounted display (HMD) equipped
with augmented reality (AR) within the line of sight of the
bronchoscopist.

In contrast to virtual reality, which provides an entirely artificial
environment, AR combines computer-generated virtual elements
with the real world. In medicine, these virtual elements can be
medical imaging data, allowing complex anatomy to be presented as
three-dimensional (3D) holograms. Studies in congenital heart
surgery (Brun et al., 2018) and oncologic kidney surgery
(Wellens et al., 2019) have shown that surgical planning with 3D
visualizations improves the understanding of anatomy.

An increasing number of studies have focused on exploring optical
see-through (OST) HMDs such as HoloLens, EpsonMoverio, or Magic
Leap, especially in the field of surgery. These devices can operate
wirelessly and be activated by hand gestures or voice, allowing real-
time display of imaging data during invasive procedures. In the surgical
context, OST-HMDs have become the preferred choice over video see-
through (VST)HMDs, whichmay introduce time lag and limit the field
of view to the camera’s perspective. Given the need for close
communication with nearby assistants during bronchoscopy
procedures, an OST-HMD would be a natural fit.

In medicine, HoloLens is the most studied optical see-through
device (Doughty et al., 2022). HoloLens offers simultaneous location
and mapping (SLAM) properties with its inertial measurement unit
and time-of-flight depth cameras. In neurosurgery, HoloLens has
demonstrated its ability to overlay 3D CT images onto patients’
heads, providing trajectories for ventricular drainage procedures (Li
et al., 2018). External navigation systems, such as electromagnetic
(EM) or optical navigation systems, can be integrated with HoloLens
to enhance accuracy. Suchmultimodal navigation systems have been
explored in phantom models, both in vascular surgery (García-
Vázquez et al., 2018) and orthopedics (Condino et al., 2018).

Replacing video monitors with HoloLens has been
demonstrated in a study by Al Janabi et al., (2020), which

simulated ureteroscopy procedures. In this study, video
endoscopy, fluoroscopy, and CT imaging data were displayed in
2D mode on the HoloLens. The procedures were found to be more
time-efficient and performed better than conventional monitors.
However, research on HMDs in pulmonary medicine is scarce. In a
recent report, four experienced pulmonologists performed a
bronchoscopy on a lung phantom using OST-HMD Moverio BT-
35E. The lung phantom was displayed as virtual bronchoscopy on
the HMD, showing a centerline to five virtual targets. All targets up
to the fifth bronchial division were reached and biopsy sampling was
simulated, though without any comparison with the traditional
monitor approach (Okachi et al., 2022).

Our study aimed to investigate whether the OST-HMD
HoloLens could replace conventional video screen monitors in
bronchoscopy examinations. We transferred 2D images from the
bronchoscopy video stream and ultrasound images from an
endobronchial ultrasound (EBUS) bronchoscope and segmented
navigation data from CT scans or direct CT imaging data to the
HMD. We explored the usefulness of an OST-HMD during
bronchoscopy in a lung phantom and in two human patients.
Our goal was to assess how the bronchoscopist perceived the
OST-HMD experience in terms of image quality, workflow, and
ergonomics. This study served as a preliminary step toward
optimizing bronchoscopy for peripheral lung targets by always
displaying the relevant images in the bronchoscopist’s line of sight.

2 Materials and methods

2.1 Study design and outcome

In this three-part proof-of-concept study, pulmonologists were
recruited to perform mixed reality bronchoscopy with an OST-
HMD. Seventeen pulmonologists participated in bronchoscopy
performed on a lung phantom. The first part involved regular
bronchoscopy with the addition of electromagnetic navigation
bronchoscopy (ENB) for navigating to a peripheral target. The
second part was EBUS bronchoscopy on the phantom. Finally,
the third part involved regular bronchoscopy conducted on two
patients by one of the pulmonologists.

The main outcome of the study was the evaluation of user
experience by the 17 participating pulmonologists, which was
performed using questionnaires with a scoring system.
Additionally, the purpose of performing bronchoscopy with
OST-HMD on two patients was to examine the feasibility and to
refine the quality of the video streams.

2.2 Electromagnetic navigation
bronchoscopy

Electromagnetic navigation bronchoscopy is an advanced
guiding technique that utilizes preoperative image data for
navigation during real-time bronchoscopy. CT imaging data can
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be segmented to generate virtual bronchoscopy, displaying a route to
the target. By combining electromagnetic tracking of the
bronchoscope, the location of the bronchoscope within the
virtual 3D bronchial tree can be determined during
examinations. Another option is to locate the tracked
bronchoscope in a 2D stack of CT slices.

ENB was provided by the open-source research navigation
platform CustusX (SINTEF, Trondheim, Norway, http://www.
custusx.org) (Askeland et al., 2016) with the Aurora® EM
tracking system (Northern Digital Inc., Waterloo, ON, Canada).
The EM tracking sensor with six degrees of freedom (DOF) (Aurora,
Northern Digital Inc., Waterloo, ON, Canada) was attached at the
tip of the bronchoscope. Preoperative CT imaging data of both
phantom and patients underwent an automated process of airway
segmentation in CustusX. Virtual bronchoscopy and centerline
route-to-target were provided (Lervik Bakeng et al., 2019). The
CT images that were registered to the phantom and the patient’s
position on the operating table was based upon automated
centerline estimations from the tracked bronchoscope during the
initial phase of the procedures (Hofstad et al., 2014). CustusX can
combine and display both preoperative and real-time intraoperative
images. This feasibility has been demonstrated in bronchoscopy
through two studies by Sorger et al. The overall navigation accuracy
was 10.0 ± 3.8 mm in a patient feasibility study (Sorger et al., 2017),
and the mean target error in an earlier lung phantom study was
found to be 2.8 ± 1.0 mm (Sorger et al., 2015).

2.3 Head-mounted display and image
stream transmission

We utilized Microsoft® HoloLens 2 in the lung phantom study
and with the second patient (Microsoft Corp, Redmond, WA,
United States). HoloLens 1 was used with the first patient. The
two image sources provided from virtual bronchoscopy with EM
navigation and bronchoscopy video were presented on the semi-
transparent screens of HoloLens (with the addition of ultrasound in
the EBUS study part). The image sources followed the line of sight of
the operator, as opposed to being fixed on regular video monitors.

The electronic transmission pathways of image streams are
depicted in Figure 1. The bronchoscopy video stream was
captured by Blackmagic Web Presenter (Blackmagic Design,

Fremont, CA, United States) and transferred to CustusX, which
also generated the ENB video stream. Through a custom C++
CustusX plugin, both video streams were sent by WiFi to
HoloLens and presented side-by-side in the line of sight of the
operator. Additional image processing such as scaling, zooming, and
down-sizing could be defined for each image source.

On the HMD, a HoloLens application was implemented in
Unity (Unity Technologies, California, United States). To receive
WiFi with the video streams, a video receiver running on the
application was implemented in C#. Each stream of images was
then converted to a Unity-compatible texture and applied to plane
objects in the Unity scene. The plane objects consisted of two
rectangles, where the two video streams could be placed. They
were presented in a field of view of 34° on HoloLens 1 and 52°

on HoloLens 2.
Running two video streams simultaneously poses limitations on

image rendering and frame rate. The HoloLens WiFi bandwidth is
sufficient for two video sources at a frame rate of 20 Hz and image
resolution of 720 p, whereas the Olympus video processing unit has
a higher frame rate of 30 Hz and image resolution of 1080 p. PNG
compression/decompression is available to minimize bandwidth
usage, but it was not utilized in this case as it increases
transmission lag further. The color model used was YUV, and
the bandwidth of the local network was 5 MHz. It turned out
that the WiFi of the HoloLens was the bottleneck in terms of
streaming latency.

Using HoloLens 1, the image delay in the first patient (Patient I)
was noticeably long. In contrast, HoloLens 2 offers more memory, a
faster CPU, and improvedWiFi capabilities.When the application was
ported to HoloLens 2, further optimizations reducing the transmission
lag were added to the streaming code. Each image source was captured
and received as an independent thread to minimize the delay. The
latency was estimated from a video captured onHoloLens 2, whichwas
recorded by the bronchoscopy video monitor.

2.4 Additional equipment used in the studies

• Lung phantom: Ultrasonic Bronchoscopy Simulator LM-099,
KOKEN CO., LTD, Tokyo, Japan (Figure 2)

• Conventional video bronchoscope (Olympus BF-P180).
(Phantom study)

FIGURE 1
Electronic transmission pathways of images provided from the bronchoscopy rack and electromagnetic navigation data are shown as endoscopy
video and 2D CT slice data (used in patient study), respectively. The image sources are finally put together and displayed on the HoloLens.
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• (Olympus BF-H190, EVIS EXCERA III, diameter 6 mm,
working channel 2.0 mm) (Patient I)

• (Olympus BF-P190, EVIS EXCERA III, diameter 4.1 mm,
working channel 2.0 mm) (Patient II)

• EBUS bronchoscope (Olympus BF-UC180F).
• Bronchoscopy rack (all from Olympus, Tokyo, Japan)

o Video processing unit (Olympus EVIS EXCERA III CV-
190 Plus)

o Light source (Olympus EVIS EXCERA III CLV-190)

o Ultrasound processing unit for EBUS (Olympus EVIS
EUS EU-ME2)

2.5 Experimental setup of the phantom
study

A lung phantom that included upper airways was examined with
a conventional video bronchoscope (Figures 2B, C). Initially, the

FIGURE 2
Bronchoscopy with HoloLens 2 (A). Lung phantom with the lymph node model for regular bronchoscopy and EBUS with an electromagnetic field
generator in the background that enables navigated bronchoscopy (B). Extension of the lung phantom with upper airways for bronchoscope
intubation (C).

FIGURE 3
Video bronchoscopy and virtual bronchoscopy with a yellow centerline to target. Screenshot from HoloLens 2 (A) during the lung phantom study
with the video on the left and virtual bronchoscopy on the right. The lower left shows the corresponding bronchoscopy video rendered on the video
monitor (B) and the lower right shows virtual bronchoscopy from ENB displayed on the navigation platform CustusX (C).
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pulmonologists performed bronchoscope intubation before they
performed a bronchial inspection of the left lung using the video
monitor. The same procedure was repeated with HoloLens 2 for
comparison. They were then asked to perform one endobronchial
forceps biopsy of a target located in front of the fourth bronchial
division in the right lower lobe while using HoloLens 2. During the
sampling maneuver, the bronchoscopy video was presented side-by-
side with ENB displayed as virtual bronchoscopy guidance to the
target (Figure 3). The lighting conditions in the bronchoscopy suite
were consistent for all participants and darker compared to a regular
bronchoscopy. Simultaneously, the brightness setting of HoloLens
2 was adjusted to one step below the highest level (as the highest level
caused color saturation disturbance).

Finally, artificial lymph nodes in the lung phantom were
examined using an EBUS bronchoscope. The participant was
presented with the bronchoscopy video and endobronchial
ultrasound images displayed on the monitor for comparison.
Subsequently, the ultrasound image was rendered on HoloLens
2 for the participant’s evaluation.

2.6 User experience evaluation and statistics

User experience was evaluated with a questionnaire filled out right
after completing the phantom test. The questionnaire focused on the
perceived image quality of the video and ultrasound presented on
HoloLens 2. When assessing image quality, the visual analog scale
(VAS) was used, which had been validated in a multi-center study for
evaluating single-use bronchoscopes (Flandes et al., 2020). TheVASwas
also employed to rate the level of difficulty with intubation.
Additionally, potentially adverse symptoms experienced by the
operators were evaluated using a seven-point Likert scale taken from
a validated virtual reality neuroscience questionnaire (Kourtesis et al.,
2019). The same scaling was used to assess color rendering perception
and the difficulty in handling the biopsy forceps. Other aspects
evaluated included brightness perception (too light/convenient/too
dark), whether there were any annoying image delays (yes/no),
considerations regarding the weight of HoloLens 2 for prolonged
timeperiods (45–60 min procedures) (too heavy/not too heavy), the
impact on procedure durations withHoloLens 2 (potentially shortened/
same as with monitors/prolonged), and in which situations HoloLens
2 could replace the regular monitor (inspecting bronchial tree/
navigation to peripheral targets/no situations). Experience with
bronchoscopy and EBUS bronchoscopy was registered; novices
(<10 procedures), intermediates (10–500), and experts (>500).
Procedural time was measured and compared between expert
bronchoscopists and the groups with less experience.

Statistical analyses were performed using GraphPad Prism
software, version 9.5.1. The procedural time between groups with
different levels of expertise was compared using the Mann–Whitney
U test with a significance level of 5%.

2.7 Patient study

The clinical study involved two patients referred to the thoracic
medicine department due to symptoms of hemoptysis. We chose to
include patients with hemoptysis as this condition requires

bronchial inspection, involves procedures of relatively short
durations, and only rarely involves invasive sampling. None of
the patients had CT imaging findings that could explain episodes
of hemoptysis. The bronchoscopies were performed in moderate
sedation anesthesia using midazolam 3–4 mg IV and alfentanil
0.75 mg IV.

Patient I was a 45-year woman with asthma and hemoptysis.
The purpose of the bronchoscopy was to inspect the airways. On
HoloLens 1, the pulmonologist was presented with the
bronchoscopy video along with EM navigation displayed as axial
CT slices. The electromagnetic sensor attached to the bronchoscope
enabled real-time and hands-free scrolling of CT slices.

Patient II was a 32-year man with hemoptysis. The primary
purpose of the bronchoscopy was to inspect the airways. In order to
test the rendering of EM navigation onHoloLens 2more extensively,
three target spots were marked in the preprocedural CT. For each
target, a centerline route in yellow was displayed, indicating the path
to reach the target. One target was set in each upper lobe, and one
target was placed in the left lower lobe. The target spots were
positioned up to the fourth bronchial generation. To reach these
assigned targets, a thinner bronchoscope was used. During the
bronchoscopy, the EM navigation data were displayed as CT
imaging data in axial planes. The EM field generator was placed
laterally to the patient’s right arm.

2.8 Ethics approval

The patient study was approved by the Regional Ethical
Committee (REC 193927). The two patients provided informed
consent to participate. In order to ensure patient safety, an
additional pulmonologist was present, observing the
bronchoscopy procedure on a conventional video monitor.

3 Results

3.1 Phantom study

In the lung phantom study, the 17 pulmonologists who
participated had an age range of 34–67 years (mean of 47 years).
Eight of them were classified as experts having previously performed
over 500 bronchoscopies. None of the participants was classified as
novices, but two had conducted less than 100 bronchoscopies.
However, out of the 17 participants, four of them were novices
in EBUS bronchoscopy.

The difficulty in bronchoscope intubation using HoloLens 2 was
graded on a scale from 0 (extremely easy) to 100% (extremely
difficult), and the average score was found to be 27% (95%
confidence interval [CI] 16%–37%). The average VAS scores for
global image quality (0 (no image) to 100% optimal image quality)
representing the bronchoscopy video and ultrasound were 58%
(95% CI 48%–68%) and 43% (95% CI 30%–56%), respectively
(Figure 4). Furthermore, the average scoring for video
bronchoscopy image resolution was 56% (95% CI 47%–65%) and
that for image contrast 52% (CI 44%–60%). Participants considered
the color rendering quality, in terms of uncovering pathology, to be
low to neutral. Eleven of the 17 participants considered the video
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images to be too dark (Figure 3A), while with EBUS, five participants
found the images to be too dark and three participants found the
images too bright. Five out of the 17 pulmonologists reported being
annoyed by image latency. The image delay with HoloLens 2 in the
phantom study and the second patient (Patient II) was found to be
0.33–0.35 s.

The mean procedural time, from the phantom’s mouth to the
right lower lobe target with biopsy forceps, was 119 s (95% CI
84–154 s) for the group with intermediate experience and 109 s
(95% CI 93–125 s) for experts (Figure 4). No statistical differences
were found between the two groups (p-value = 0.67). All participants
successfully navigated to the target for biopsy sampling. The
handling of biopsy forceps sampling using HoloLens 2 was
considered neutral in terms of difficulty (neither easy nor
difficult). Five participants believed that bronchoscopy procedures
would be prolonged when using HoloLens 2, while five others
believed that the procedures would be shortened.

Two of the pulmonologists found HoloLens 2 to be too heavy for
procedures lasting 45–60 min. In terms of adverse symptoms during
the procedures, six participants reported mild to very mild feelings
of dizziness and two reported a mild feeling of nausea. Fifteen out of
the 17 pulmonologists considered HoloLens 2 suitable for replacing
the monitors in navigation to peripheral targets. One of the
participants considered HoloLens 2 suitable for bronchial
inspection, and two participants reported HoloLens 2 not suitable
for any situation at all.

3.2 Patient study

Patient I: During the bronchoscopy procedure with HoloLens 1,
a noticeable transmission delay (>0.5 s) made orientation
challenging, and the video could not support the relatively fast
movements of a standard bronchoscopy procedure. Although no
pathology was found, for safety reasons, the results from bronchial
inspection had to rely on a second pulmonologist viewing the
conventional video monitor. The EM tracking was displayed as
2D CT slices derived from the positions of the tracked

bronchoscope. To enable scrolling of the CT slices, an EM
tracking sensor was positioned into the bronchoscope´s working
channel.

Patient II: HoloLens 2 was used, and the video-to-HoloLens
transmission delay was 0.33–0.35 s, similar to the phantom study. As
the transmission delay was adjusted for, the bronchoscopy on the
second patient proceeded without complications, following an
ordinary workflow. No intrabronchial pathology was revealed.
The default brightness setting of the bronchoscopy video
displayed on the HoloLens was considered too low and was
suggested to be improved. During the bronchoscopy, the
pulmonologist successfully reached the target in the right upper
lobe using the CT axial plane tracked by the working channel EM
sensor. However, due to the patient’s suffering from type 1 diabetes
mellitus and an intradermal glucose monitor, the electromagnetic
field was distorted, making it challenging to reliably navigate to the
other targets. Nevertheless, the rendering of CT imaging data on
HoloLens was considered adequate (Figure 5).

4 Discussion

Of the 17 pulmonologists successfully performing navigated
bronchoscopy on a lung phantom, performing targeted forceps
biopsy, 15 expressed their willingness to replace the video
monitor for HMD (HoloLens 2) for this purpose. The use of
HMD for navigation was easily adopted with no significant
difference in procedural time between most experienced
bronchoscopists and the less experienced ones. The clinical study
on patients demonstrated the feasibility of using HoloLens, but
HoloLens 2, with its more suitable hardware, proved to be more
effective inminimizing video transmission delay andmaintaining an
ordinary workflow. The noticeable long image transmission delay
with HoloLens 1 with the first patient posed challenges in keeping up
with the natural pace of a bronchoscopy.

The overall image quality, as perceived by the pulmonologists,
was considered suboptimal for both video and ultrasound. The
quality of video images received a VAS score of 58 out of 100. In

FIGURE 4
Dot plot (left) showing user evaluation of the video and ultrasound bronchoscopy image quality evaluatedwith a VAS score, with 100% being optimal
image quality. The box plot (right) shows procedural time in navigating to the target in the right lung lower lobe with biopsy forceps sampling.
Intermediate experienced participants (intermediates) have performed 10–500 bronchoscopies and experts more than 500.
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comparison, a Spanish multi-center study evaluating a disposable
single-use bronchoscope (Ambu aScope4™) with known inferior
image quality reported a score of 80 out of 100 (Flandes et al., 2020).
Various factors related to image quality seemed to contribute to the
result of our study. The low luminance of microdisplays in the OST-
HMD is a known challenge (Doughty et al., 2022), which was also
observed in our study, despite manually optimizing the brightness
setting on HoloLens 2 as the automated default brightness appeared
to be too low. Additionally, ambient lighting in the study setting was
reduced to a minimum to mitigate this issue.

One of the pulmonologists commented on the poor control of
brightness intensity, which resulted in dark areas appearing too dark
and bright areas appearing too bright in the image frame. It is a
known fact that significant non-uniformity of luminance is observed
across virtual images displayed on HoloLens 2 (Chen et al., 2021).
This non-uniformity can also affect color rendering, which was
perceived as low to neutral in our study. Non-uniformity can be
mitigated through flat-field corrections, where software
compensates for the luminance non-uniformity (Johnson A. A.
et al., 2022). Implementing such corrections could potentially
improve the perceived image quality in our study.

In a study comparing AR OST-HMD devices in surgery,
HoloLens 1 was found to have better performance in contrast
perception compared to other OST-HMD such as ODG R-7 and
Moverio BT-200 (Qian et al., 2017). The image rendering on
HoloLens 1 is generated by a liquid-crystal-on-silicone (LCoS)
display which may differ from HoloLens 2 that utilizes laser
beam scanning display (LBS) technology. In our study with
HoloLens 2, the perceived image contrast was suboptimal. It is
possible that the combination of low luminance on the device and
the non-uniformity issue influenced the assessment of contrast

rendering. The poor results regarding the perceived ultrasound
image quality could also be influenced by the aforementioned
factors, as well as the challenges examining the lung phantom
lymph node model itself (ultrasound imaging is easier in a
patient setting). It is worth noting that four pulmonologists
participating in the study were novices in EBUS.

Excellent image rendering is crucial for mucosal inspection of
the bronchial tree in patients. However, as our study indicates, it is
not guaranteed that HoloLens 2 is the best OST-HMD for rendering
endoscopic video images during bronchoscopy. It is possible that the
newer Magic Leap 2, with its LCoS display and dynamic dimming
function, may be better to address the shortcomings of low
luminance. Additionally, Moverio BT-35E, which has already
been studied in the context of bronchoscopy (Okachi et al.,
2022), comes with flip-up shades that reduce the impact of
ambient light. Another consideration could be using a VST-
HMD. When comparing bronchoscopy to surgery, an
uninterrupted view of the surroundings or seeing real-world
elements is not as important. In contrast to displaying
bronchoscopy videos, virtual bronchoscopy for navigation
purposes on the HoloLens 2 was well-received by the
pulmonologists.

The transmission time delay of images is of importance when
invasive sampling of tissue is conducted. In a study by Nguyen et al.
using ultrasound images on HoloLens 1, a latency of 0.080 s was
considered too long for real-time ultrasound-guided sampling
(Nguyen et al., 2021). In a recent study on ultrasound combined
with machine learning-driven lesion segmentation and tracking
information on HoloLens 2, the latency was estimated to be
0.143 s (Costa et al., 2023). In our study using HoloLens 2,
transmission delay was estimated to be 0.34–0.35 s, making it

FIGURE 5
Screenshot from HoloLens 2 used with patient II, showing the bronchoscopy video (A) with a 6-DOF tracking sensor (a) advanced through a
subsegmental bronchus. The position of the sensor tip (a) is displayed in the axial plane CT (B) as the center of a yellow cross (b) superimposed on the
patient’s bronchial tree. The assigned target is marked as a purple ring (c).
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unsuitable for ultrasound-guided needle sampling in real-time.
Although five of the pulmonologists in our study expressed
annoyance by the image delay, it did not interfere with the
assigned task of video-supported biopsy forceps sampling.

Two of the pulmonologists found HoloLens 2 to be heavy to
wear for procedures lasting 45–60 min, and six of them reported
mild to very mild discomfort, such as dizziness and nausea, wearing
the device. It should be noted that in studies on electromagnetic
navigation bronchoscopy (ENB) procedures with tumor sampling in
the periphery, the mean total procedure time was found to be 27 min
with ENB alone (Eberhardt et al., 2007) and 51 min with the
addition of fluoroscopy (Gildea et al., 2006). In complex
bronchial interventions of such durations, it is expected that
wearing HoloLens 2 may lead to more frequent discomfort. In
the endoscopy study of Al Janabi et al., (2020), mild discomfort
from using HoloLens was reported in 10% of the participants with
eye fatigue and neck strain being the most common complaints. In
the study of Okachi et al., (2022), none of the four pulmonologists
experienced eye or body fatigue during or after bronchoscopy using
Moverio BT-35E, although the duration of the procedures was not
reported. The battery life for HoloLens 2, which is 2–3 h (Microsoft,
2022), is not expected to affect bronchoscopy procedures.

The patient study is limited by the inclusion of only two patients
and one examining pulmonologist. The user experience could vary
among bronchoscopists, depending on the type of the bronchoscopy
procedure being performed. Target accuracy is not specifically
addressed in our study as it relies on an extrinsic EM navigation
system rather than the navigation capabilities of HoloLens 2. The
accuracy of the navigation system has been studied elsewhere (Sorger
et al., 2017). During our study, ambient lighting in the bronchoscopy
suite was set darker than usual, and results may differ under brighter
conditions. Our study did not include fluoroscopy, and areas of
bronchoscopy research for navigation and target confirmation that
involve additional image modalities such as cone-beam CT and
augmented fluoroscopy (Burks and Akulian., 2020).

A limitation of the phantom study is that the procedural time using
HoloLens 2 was not compared to that of the standard monitor
approach. However, we argue that in these procedures, the
pulmonologists’ understanding of 3D bronchial anatomy is more
important than procedural time. If line-of-sight access to different
image modalities during bronchoscopy improves their
understanding, it has significant clinical implications. Similar to
studies measuring procedural time, the pulmonologists in our study
had divided opinions on whether procedural times would be shortened
with an HMD. In a study of orthopedic surgery using fluoroscopy on a
tibia model, the procedure time did not decrease with the use of an
HMD, and the number of fluoroscopy images taken remained the same.
However, a higher number of head turns was observed with the
conventional monitor approach (Johnson M. et al., 2022). When
adding tracking information to an HMD device, procedure time has
been found to either stay the same or increase, as seen in studies of
robotic-assisted surgery (Iqbal et al., 2021) and ultrasound combined
with machine-learning segmentation (Costa et al., 2023). On the other
hand, the ureteroscopy study of Al Janabi et al., (2020) showed
improved procedural time with a 73-s reduction and improved
outcomes. In a small study of six patient cases undergoing
percutaneous dilatational tracheostomy, displaying the bronchoscopy
video on an HMD (Airscouter WD-200B) was perceived to make the

procedures faster and safer to perform as reorientation to amonitor was
unnecessary (Gan et al., 2019).

In our study, the video monitor was presented in 2D mode on
the HMD display. The use of AR with 3D lung anatomy during
thoracic cancer surgery has been studied in Li et al., (2020), where
142 patients with lung cancer underwent surgery. In endoscopy, a
study comparing 2D with 3D vision showed that the number of
errors and time spent were improved with a 3D vision on an HMD
when performing various manual tasks (Stewart et al., 2022). We
cannot rule out the benefit of providing a real-time bird’s-eye view to
the bronchoscopist who navigates the small airways with tracked
instruments (without camera access), such as having the 3D
bronchial tree superimposed on the patient’s chest. Furthermore,
an optimal solution for seamless shifting between different image
views and modalities on the HoloLens could be achieved with voice
command or other more automated methods. Aspects for future
studies could be implementing newer image sources and techniques
for bronchoscopy navigation, as well as adopting future mixed
reality devices in medical research, as this technology is still in its
early stages.

5 Conclusion

Replacing the video monitor with an HMD (HoloLens) for
multiple image sources in bronchoscopy was found to be feasible
in a lung phantom and in two patients. However, the quality of video
and ultrasound images was considered inferior to that of video
monitors. HoloLens 2 was deemed suboptimal for airway and
mucosa inspection but may be suitable for virtual bronchoscopy
navigation.
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