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Abstract

N
eural network models are one of the most successful approaches to machine learning, enjoying
an enormous amount of development and research over recent years and finding concrete
real-world applications in almost any conceivable area of science, engineering and modern life

in general. The theoretical understanding of neural networks trails significantly behind their practical
success and the engineering heuristics that have grown up around them. Random matrix theory
provides a rich framework of tools with which aspects of neural network phenomenology can be
explored theoretically. In this thesis, we establish significant extensions of prior work using random
matrix theory to understand and describe the loss surfaces of large neural networks, particularly
generalising to different architectures. Informed by the historical applications of random matrix
theory in physics and elsewhere, we establish the presence of local random matrix universality in
real neural networks and then utilise this as a modeling assumption to derive powerful and novel
results about the Hessians of neural network loss surfaces and their spectra. In addition to these
major contributions, we make use of random matrix models for neural network loss surfaces to shed
light on modern neural network training approaches and even to derive a novel and effective variant
of a popular optimisation algorithm.

Overall, this thesis provides important contributions to cement the place of random matrix
theory in the theoretical study of modern neural networks, reveals some of the limits of existing
approaches and begins the study of an entirely new role for random matrix theory in the theory of
deep learning with important experimental discoveries and novel theoretical results based on local
random matrix universality.
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Introduction

In this chapter we introduce the central objects of study for this thesis, namely deep neural networks

and their loss surfaces. Deep neural networks are an important sub-field of machine learning, so we

begin with some introductory material and context for machine learning. We make no attempts to

be exhaustive, but aim to provide a self-contained introduction, accessible for any mathematically

literate reader, to the key ideas from machine learning relevant to our investigations. We will provide

a rather more detailed introduction to deep neural networks specifically, again aiming to be accessible

to any mathematical reader. The reader familiar with machine learning and deep neural networks

may well safely skip these introductory sections, however they do establish some conventions and

points of view, which may be more or less familiar depending on the reader’s background. Following

these broad introductory sections, we will sharpen the focus to provide a summary of the prior

literature on deep neural network loss surfaces, particular focusing on the mathematical works

upon which this thesis is built. We will also take this opportunity to draw out and summarise the

existing connections between deep neural network loss surfaces and random matrix theory, but an

introduction to random matrix theory itself is postponed until the next chapter. We conclude this

introductory chapter with a summary of the new results which make up the principal intellectual

contribution of this thesis and a literature review of related work.

1.1 Machine learning

Machine learning encompasses to a great variety of areas of study and practical application in

computer science, statistics, data science, engineering, economics, genomics etc. See, for example,

Chapter 5 of [LBH15] for a high-level summary of many applications. One could summarise the

essential aspects of machine learning as: data and a model. Data could refer to traditional tabular

numeric values (e.g. stock market indices or weather readings), natural language, digital imagery,
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digital voice recordings, internet search engine logs etc. All of these fields (and many more besides)

make use of data of one form or another. Researchers and practitioners typically wish to use data

they have acquired to address questions such as:

1. Do these data support a particular hypothesis?

2. What underlying structure or dynamics are suggested by the observations in these data?

3. Can one use past data to predict future events?

4. Can one algorithmically find certain interesting subsets of a dataset?

None of these questions are unique to the field of machine learning. Indeed, many such questions

have been asked by statisticians and physical and biological scientists for centuries. The lines between

machine learning and other, as it were, traditional statistical or mathematical modeling techniques are

not entirely clear. Generally speaking, a machine learning approach to a problem is driven more by

the data than any particular model. Motivated by intuition, prior observations or theoretical work, a

physicist would traditionally start by proposing a model for the physical system under consideration

and then obtain predictions to be tested theoretically. The physical model may well contain a

number of parameters, such as physical constants, which should be estimated from data, however

these parameters are typically few in number and possess meaningful physical interpretations. The

physicist’s model is as much a tool for making useful predictions about the world as it is a tool

with which the underlying physical reality may be studied. A physicist may be able to improve

the predictive power of their model, say, by introducing more parameters that can be tuned to the

available data, but doing so would compromise its physical foundations and degrade its explanatory

power. To the machine learning practitioner, there is no tension here: data is king and, crudely

speaking, a model that better fits and predicts the data is a superior model.

The preceding description certainly does not precisely define machine learning and there are

doubtless examples of machine learning applications that lie outside of what we have presented,

however our focus is exclusively on neural networks which, as we shall see, fall well within the

boundary of machine learning as we have presented it. In the following subsections, we will outline

sub-fields within machine learning. Such is the success of deep neural networks in modern machine

learning, they are to be found in use in all of these sub-fields and, in many cases, they are the best

available approach.

1.1.1 Supervised learning

A very common problem in machine learning is that of constructing a model from a labeled dataset.

Consider a dataset of the form {xi , yi }N
i=1, where xi are the data points and the yi are the labels. The

xi may have come from any source and may or may not have a natural numerical representation as

column vectors in some Rd , however we assume that a representation of that form has been found.
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In some cases, the xi may have genuine geometrical meaning, while in other cases they may simply

be numerical values stacked into vectors. The labels can be categorical, in which case the problem

is called classification, or continuous, in which case the problem is regression. Here are two specific

examples:

1. xi = (#bedroomsi ,#bathroomsi ,floor areai , latitudei , longitudei ) and yi =market value (£) for

a set of houses in the UK.

2. xi = (pixeli 1, . . . ,pixeli d ) and yi ∈ {(0,0,1), (0,1,0), (1,0,0)} for a set of images categorised into

three disjoint classes: cat, dog and rabbit.

 

Model

Cat

Dog

Rabbit

A model in this context is a function f that is a good approximation to xi 7→ yi . f should not

simply be a memorisation of the pairs {(xi , yi )}N
i=1, since applications typically require f to be useful

on other datasets {(x̂i , ŷi )}M
i=1 generated from the same underlying distribution as {(xi , yi )}N

i=1, or

else to reveal something of the underlying distribution. f can be deterministic or stochastic and

must be computable by some algorithm, preferably quite efficiently, though this is not a universal

necessity. To be more precise, let us introduce a data generating distribution Pdata supported on

X ×Y , where X is in the majority of cases some Rd or a subset thereof. Y may be a subset of some

Rc in the regression case, or a countable or even finite set in the classification case. A single sample

(x, y) from Pdata is a single data point and its corresponding label, while a dataset D is some finite

sample from Pdata (usually taken to be sampled i.i.d.). Let Dtrain and Dtest be two separate finite

datasets sampled from Pdata. Supervised learning consists of using the training set Dtrain to construct

a model f :X →Y such that (x, f (x)) is close in distribution, in some sense, to Pdata, and practically

this is measured using the test set Dtest.

No modern summary of supervised learning would be complete without mentioning semi-

supervised learning. Within the context of this thesis, the distinction between supervised and semi-

supervised learning is not of much importance; the difference lies in how the labels are obtained.

Standard supervised learning datasets are often constructed by expending human effort to assign

labels to data points. For example, people may be paid to label images with which they are presented
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as containing some objects of interest. In some cases, labels can be obtained systematically without

any human labeling, for instance in the example of house prices above, the data already exist in some

database (though of course human effort was almost certainly required at some point to generate

the data and input them to the database). In semi-supervised learning, labels are derived directly

from the data points in some algorithmic manner. A quite natural example is that of time series,

where a model may be constructed to predict, say, the temperature in Bristol tomorrow given the

observed temperate today and for every day in the previous week. Thus the X is 7 dimensional (one

dimension for each day), and Y is one dimensional (the temperature tomorrow). Given a dataset of

historical temperatures in Bristol, simply a univariate time series Ti where i indexes the day, one

can automatically construct a labelled dataset: xi = ((Ti−7, . . . ,Ti−1),Ti ), for all i for which the indices

are valid. Any supervised learning method can then be applied to the resulting labelled data set to

produce a model capable of predicting tomorrow’s temperature. Again, from the perspective of this

thesis, semi-supervised learning is indistinguishable from supervised learning, so we will not discuss

it further.

1.1.2 Unsupervised learning

Unsupervised learning considers the case where one only has data points x and no labels y . Returning

again to the house prices example, given only a dataset of data points x containing key parameters

about houses, but no labels giving their market value, what can one learn about houses in UK? For

example, one might imagine that using only the key parameters contained in x from a large dataset

of houses, one could discover useful structure about broad categories of houses. One common

strategy that is particularly relevant in the context of deep learning is embedding. Given only a data

set of data points {xi }N
i=1, an embedding model is some map f : Rd → Re where typically e < d .

Whatever the meaning or structure of the native data points xi ∈Rd , the embedding model f will

usually be constructed so that the embeddings { f (xi )}N
i=1 have some useful geometrical meaning.

The canonical example of embedding models are word embedding models, for example see [Mik+13;

PSM14; Boj+17], where the data sets are just large collections of natural language, and the embedding

models aim to represent words in some Euclidean space such that the geometry of Euclidean space

has semantic meaning.

1.1.3 Generative modelling

Consider a dataset {xi }N
i=1 sampled from some underlying distribution P. We wish to construct an

approximating distribution P̃ from which samples can be easily drawn. In this case, P̃ would be the

model. A very elementary example of a generative modeling problem would be heights of people in

some population, say xi = height of person i . In this case, we expect P to be Gaussian and so P̃ can

be obtained simply by estimating the mean and variance. We can extend to produce a less trivial

example, where the population is a co-educational school. Rather than fitting a single Gaussian to

the whole population, it would clearly be sensible to split into boys and girls and by year groups, and
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fit a Gaussian to each. Sampling a height from the population then consists of sampling boy/girl

from a Bernoulli random variable, sampling year group from a Categorical random variable, and

then sampling the height from a Gaussian. Clearly, even in the still rather modest example, the

problem of appropriately estimating all of the Gaussian means and variances and the Bernoulli

and categorical probabilities is much harder than estimating a single Gaussian, but the model is

more expressive and will likely better represent the data. A much more complicated and modern

example, is xi = (pixeli 1, . . . ,pixeli n) for some set of images of faces. Constructing an adequate

parametric model is likely to be infeasible in this case, with the overwhelmingly most successful

modern approach being generative adversarial models (GANs) [Goo+14b] (see below).

1.1.4 Loss surfaces and the training of machine learning models

As some of the above examples have already hinted, constructing a machine learning model has

two distinct stages: model design and model training. In the height example above, model design

is simply the choice to use a Gaussian distribution and model training is just estimating the mean

and variance, e.g. by taking the sample mean and the unbiased estimate of the population variance.

Increasing in complexity, let us consider a linear regression model f (x) =Wx+b, where the matrix

W and the vector b contain the parameters of the model. Here model design is the choice of the

form of f , namely as a linear map, while model training consists of choosing W and b to obtain

f that best fits the data out of all possible models of the same linear form. It happens that the

linear regression models, like Gaussian models, are one of the few model types for which optimal

parameters can be computed exactly and in closed-form.

Let us discuss how more general machine learning models are constructed and trained. We

will describe the supervised case, for the sake definiteness, but much of what we say applies, mutatis

mutandis, to unsupervised and generative modeling. Consider again a dataset {xi , yi }N
i=1 where

xi ∈Rd , yi ∈Rc , for some positive integers d ,c. Denote again by P the underlying distribution from

which the pairs (xi , yi ) are sampled; all expectations below are taken with respect to P. We fix some

loss function1

L : Rc ×Rc →R

y, ŷ 7→L(y, ŷ)

which is some typically simple function chosen to measure the performance of a model. Typically

there is some quantity of practical interest that one wishes to optimise a model with respect to, for

example classification accuracy or mean-squared-error. L will either be directly the quantity of

interest (e.g. mean-squared-error) or will be chosen to correlate with the quantity of interest (e.g.

mutual entropy in the case of accuracy). We can now state the central aim of machine learning as an

1Also known as an objective function, or simply ‘loss’ or ‘objective’.
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optimisation problem:

argmin f ∈FEL(y, f (x)) (1.1)

where F is some class of functions. Of course, in any non-trivial case, one does not have access to

P but only the finite sample {xi , yi }N
i=1. The training set is used to optimise the function f , while

the test set is reserved for estimating EL(y, f (x)) so that the quality of the training procedure can be

measured. Here are some examples of loss functions:

1. L2: L(y, ŷ) = (y − ŷ)2.

2. L1: L(y, ŷ) = |y − ŷ |.

3. Cross-entropy: L(y, ŷ) =−∑
j y j log ŷ j .

The set of functions F can be defined in a variety of ways, but will always have some set of parameters

which are tuned to minimise the training loss∑
i
L(yi , f (xi )). (1.2)

Here are some examples of F :

1. Linear regression: F = { f (x) = Wx+b : W ∈ Rc×d ,b ∈ Rc }. Parameters are w (regression

coefficients) and b (bias). F is isomorphic to Rdc+c as a vector space.

2. Gaussian process regression: F consists of the posteriors given the data {(xi yi )}i and a prior

with mean function m : Rd → R and covariance function k : Rd ×Rd → R. m and k may be

simple functions possessing of a small number of hyper-parameters. F is infinite-dimensional,

though it is possible to consider the posterior for a fixed data set and then there are simply the

prior hyperparameters to tune, giving again a space isomorphic to some RK .

3. Neural networks, a full discussion of which is given below in Section 1.2.

Henceforth, we shall consider only finite-dimensional F isomorphic to some RN and we assume a

given parametrisation of F with some vector parameter denoted by w. For w ∈RN , fw ∈F denote

the member of F corresponding the vector of parameters w.

Having defined F and L, we obtain the notion of the loss surface

{EL(y, f (x)) : f ∈F }. (1.3)

Finding the global minimum, or some sufficiently good local minimum or saddle point, on the loss

surface is a matter of tuning a finite number of parameters. As mentioned above, there are some

special cases for which the globally optimal parameters can be computed in closed-form. For linear

regression with L2 loss, one can straightforwardly compute derivatives and solve ∂L/∂w = 0 to find
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1.2. NEURAL NETWORKS

a unique global minimum. In almost all cases, however, no such exact solution will be possible and

one must resort of approximate algorithmic approaches. A simple approach which nevertheless

turns out to be extremely powerful and the basis of much of modern machine learning is gradient

descent. Suppose that one can compute the gradient

∂

∂w
L(y, fw(x)), (1.4)

where this may be exact or in some cases approximate. Defining a small learning rate η> 0, a natural

way to slightly improve the parameters is

wt+1 =wt −η
∑

i

∂

∂w
L(yi , fw(xi )) (1.5)

where wt our the current parameter estimates and wt+1 are the updated parameters. One could

imagine repeatedly iterating to update the parameters and obtaining optimal, or at least sufficiently

performant, parameters.
∑

i can refer to a sum over the whole training set, some subset, or a a single

item. In the the first case, the described algorithm is precisely gradient descent, whereas in the latter

two cases, if the subset is randomly sampled, the algorithm is stochastic gradient descent, since at

each iteration a noisy estimate of the gradient is computed.

1.2 Neural networks

In this thesis, a neural network shall refer exclusively to a particular type of machine learning model

that was originally coined as artificial neural network (ANN) [JMM96] to draw distinction between the

machine learning models and the biological systems by which they are inspired. For our purposes,

and typically for the purposes of modern machine learning, any historical connection with biological

neural networks is of limited value (despite being historically important) and so we adopt the

common terminology of merely neural network, with the ‘artificial’ being implicit. The distinction

between neural networks and deep neural networks is important, practically and theoretically, and will

be made clear in the following discussion.

Conceptually, neural networks are non-linear functions from Rd to Rc parameterised by somew ∈
RN and formed as the composition of simple affine-linear maps and simple pointwise non-linearities

in a layered structure. Being composed of simple, modular components, neural networks provide

an elegant and efficient way of effectively arbitrarily scaling the capacity of models. Heuristically, the

number of parameters N of a parameterised model determines its capacity to learn patterns in data:

the larger N is, the more complicated and diverse the patterns that can be learned. Naturally one then

wishes to define models with many parameters and easily scale up the number of parameters to obtain

better results on complicated datasets. With traditional statistical models, the parameters typically

have some interpretation, being attached to some distribution for example, and so substantially

increasing the number of parameters will typically require complete redesign of the model. Even

with non-neural machine learning models, it is typically not possible to arbitrarily scale the number
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of model parameters, as they are typically constrained by the design of the model and/or the data. For

example, a linear regression model has no freedom: the number of parameters is determined entirely

by the data dimensionality. Neural networks immediately solve this issue, essentially providing a

simple recipe for constructing arbitrarily large models of some fixed type. Neural networks are

defined by their architecture and their parameters. The architecture is the specification of how the

parameters w are used to define a function fw. There are many different architectures in the machine

learning literature and in practical use [LBH15], however there are a small number of standard types

of architecture that cover the vast majority of architectures - we shall describe a few of the most

significant types below. Finally, we note that it is near-ubiquitous in the machine learning literature

to use the term neural network to refer to specific architectures with arbitrary parameters (which

are families of functions) and specific architectures with specific parameters (which are bona fide

functions).

Multi-layer perceptrons (MLPs) The simplest and oldest type of neural network is the MLP2

[GD98; Mur91]. Let L > 0 be an integer, and let n0,n1, . . . ,nL > 0 be integers, with n0 = d and nL = c.

Define matrices W (i ) ∈ Rni−1×ni and vectors b(i ) ∈ Rni ; these are the weights and biases respectively.

Let σ :R→R be a non-linear function3 - the activation function. Theoretically, σ is often assumed to

be differentiable, though this assumption is not required by some of our results. In all practical cases,

σ will be twice-differentiable except possibly at a finite set of points at which it is merely continuous.

We shall use this latter, weaker, condition, with the convention that, whenever expressions involving

derivatives of σ are encountered, they implicitly exclude the finite set of points at which the derivative

does not exists. This convention mirrors what is seen in practice, where σ′(x∗) = limx→x−∗ σ
′(x) for

any non-differentiable point x∗. An MLP with L layers is now defined as

fw(x) = z(L), z(l ) =W (l )σ(z(l−1))+b(l ), l = 1, . . . ,L, z(0) =x, (1.6)

where σ(x) for vectorx is defined as the vector with components σ(xi ), i.e. σ is applied element-wise.

There may optionally be another non-linearity applied to z(L), which may be different from σ, but

we will not need to consider that case here. Note that if L > 1, all layers apart from the final layer are

called hidden layers. Deep neural networks are usually defined to be networks with at least one hidden

layer, though most of the major practical successes of neural networks comes from models with

tens, or even hundreds, or hidden layers. Machine learning using deep neural network is commonly

referred to as deep learning.

Convolutional neural networks (CNNs) MLPs are a very general form of neural network that can

be applied to data of any structure, given some strategy for converting each data point to a single

vector representation. If the data are not naturally represented as vectors, forcing them into such

2MLPs are also commonly called fully-connected networks.
3Note that the definition of any neural network works if σ is linear, but this case is not generally interesting (as it

results in linear neural networks), so we exclude it by definition.
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a representation so that an MLP can be used is likely to be sub-optimal. The classical motivating

example is that of image data, where each data point is an image and so naturally represented as a

rank 3 array of pixels: (width, height, channels). By flattening the pixel arrays in vectors and applying

an MLP, we would almost certainly be making the learning problem more difficult than it really is.

For example, if the network’s only objective is to detect cats in images, a picture of a cat located in

the top left of the image should appear the same to the network as a picture of a cat in the bottom

right of the image, but an MLP presented with flattened vectors must learn separately to identify

cats in all possible locations. CNNs are the standard solution to this kind of problem, particularly

for image data [LeC+89; LB+95], but also for other data types such as time series and even natural

language text [DG14]. We can write a basic CNN as:

fw(x) = z(L), z(l ) = g (σ(z(l−1));W (l ),b(l )), l = 1, . . . ,L, z(0) =x, (1.7)

where g (·;W,b) is an affine-linear function with respect to its input and also its parameters W,b, and

the shape of the weights and biases are entirely general. This definition is clearly a strict generalisation

of the MLP, which is given by g (x;W,b) =Wx+b. CNNs take g to be a convolution operation. Let

W ∈R2k+1×2k+1×c1×c2 be a kernel and let x ∈Rh×l×c1 , then

g (x;Wi j k ) =
i+k∑

p=i−k

j+k∑
q= j−k

c1∑
r=1

Wpqr k xpqr . (1.8)

g can be similarly defined to include biases, care must be taken with the definition at the edges (e.g.

when i −k < 0) and the first two indices of W needn’t have odd dimension, but for our purposes

there is no need to consider these details. Here 2k +1 is the filter size, c1 is the number of input

channels and c2 the number of output channels. c1,c2 are the analogue of the input and output size

of each layer of an MLP. Typically, in the first layer of a CNN, k is much less than h and l , so that

the number of parameters in W is much less than the number of parameters in the a corresponding

weight matrix of an MLP: (2k +1)2c1c2 compared to hlc1c2.

Note also that the convolutional structure of (1.8) reuses entries of W in multiple location on

the input x. As well as reducing the number of parameters compared to equivalent MLPs, CNNs

also restrict to functions which are translation invariant in the desired sense motivated by the above

example of cat detection in images. Finally, note that CNNs are special case of MLPs; the operation

defined in (1.8) is affine-linear and so for any index flattening transformation φ(x) there exists a

matrix Ŵ such that g (x;W ) = Ŵφ(x). Nevertheless, CNNs are preferred to MLPs on any data for

which the convolution operation is appropriate, as they provide a beneficial inductive bias, essentially

encouraging the optimisation procedure (recall (1.5)) to find superior local optima than would be

found for an MLP.

Sequential modelling architectures CNNs are well-adapted to image data and, loosely speaking,

data which can reasonably be represented as images (e.g. spectrograms [Bad+17]). CNNs have also

been successfully applied to natural language data [DG14], however there are a few other architecture
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types designed for natural language data and other sequential data. In particular, recurrent neural

networks (RNNs) [MJ01] and later variants such as long short-term memory (LSTM) [HS97b]

networks and gated recurrent units (GRUs) [Chu+14] have architectures designed to respect the

time-ordering of the data (e.g. the order of words in a sentence) while possessing the appropriate

time re-parametrisation invariance. More recently, transformer models [Dev+19; Bro+20] have

been proposed and enjoyed considerably practical success over RNN and CNN architectures.

Architecture combinations The different architecture types outlined above need not be used in

isolation, but can be combined. For instance, it is standard practice to construct architectures as a

concatenation of a CNN and an MLP, with the MLP acting on the flattened output of the CNN4.

RNNs and transformer architectures are usually built as extensions of MLPs, though there are also

convolutional examples (see e.g. convolutional RNNs).

Generative adversarial networks (GANs) MLPs, CNNs and the various sequential modelling

architectures are the most common neural network architecture types in practical use and, between

them, provide the basis of the vast majority of applications of deep learning to supervised, unsuper-

vised and semi-supervised learning problems. GANs [Goo+14b] are the canonical basic approach to

generative modelling using neural networks. GANs are composed of two neural networks: generator

(G) and discriminator (D). G is a map Rm →Rd and D is a map Rd →R. G ’s purpose is to generate

synthetic data samples by transforming random input noise, while D ’s is to distinguish between real

data samples and those generated by G. Given some probability distribution Pd at a on some Rd ,

GANs have the following minimax training objective

min
wG

max
wD

{
Ex∼Pd at a logD(x)+Ez∼N (0,σ2

z ) log(1−D(G(z)))
}

, (1.9)

where wD ,wG are the parameters of the discriminator and generator respectively. Given a well

optimised generator model, one can sample approximately from the data distribution by sampling

latent vectors in the space Rl and passing them through the generator.

Training neural networks By defining neural network architecture suitable for some data and

by varying the number of layers, or the size of the layers (i.e. the size dimensions of the weights),

one can specify very large families of parameterised non-linear functions with essentially arbitrary

expressivity and complexity. Indeed, there are many results beginning with shallow networks [Bar93;

Cyb89; HSW89] that establish neural networks as universal function approximators within certain

classes of functions and considerable amounts of more recent work that establish the representational

power of deep networks [Dau+22; Tel15; PV18; Lu+17; LL20]. Therefore, given any data, any

learning task defined on that data and any theoretically possible level of performance, one can

be quite sure of constructing an neural network architecture, and hence a family of parametrised

4Historically, such concatenations of CNNs and MLPs were the standard approach, so are universally referred to
simply as CNNs and networks with only convolutional layers are often called fully-convolutional networks.
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functions, such that there exist some parameter values giving the specified level of performance at

the task on the data. If neural networks are to be practically useful, however, there must exist some

feasible algorithm to find such parameter values. Feasible here has at least two meanings:

• computationally feasible, i.e. the algorithm must terminate in a reasonable time using a

reasonable amount of computational resource;

• the algorithm must be general-purpose, i.e. one requires algorithms that apply to a wide variety

of datasets and architectures - it would be infeasible if a bespoke algorithm were required for

every (dataset, architecture) combination.

We have already seen how the layered structure of neural network, building complicated functions

from the composition of simple primitives, makes feasible the specification of models with arbitrary

capacity and complexity, the layered structure is also essential for feasible training. In particular,

despite their potentially enormous size and considerable complexity, most neural networks are

efficient to evaluate, as the vast majority of the computational work in their evaluation comprises

linear algebraic operations which have been well-optimised for many computational architectures

[LBH15; Pas+17; Aba+16; Ber+15]. Moreover, the layered structure makes possible the efficient

and automatic computation of derivatives of neural networks with respect to their parameters.

Indeed, consider the form an MLP in (1.6). Differentiating fw(x) with respect to any of the W (l ) is

a mathematically simple matter: one simply applies the chain rule. Let us define y(l ) =σ(z(l )), so

z(l ) =W (l )y(l−1) +b(l ). Then

∂z(l )

∂y(l−1)
=W (l ),

∂y(l )

∂z(l )
=σ′(z(l )),

∂z(l )

∂W (l )
=y(l ), (1.10)

so observe that, if σ′ is known in closed-form and an implementation provided, a computer can

implement the chain rule to automatically compute exact derivatives of fw. If derivatives of L are

also implemented, then the full derivatives ∂wL(y, fw(x)) can be computed for any x, y and at any w.

Moreover, all these gradient computations also benefit from the optimised implementations of linear

algebraic primitives. In the machine learning literature, computing fx(x) is called a forward pass and

computing ∂w fw(x) is called a backward pass. Since neural networks allow for efficient automatic

computation of loss gradients ∂wL(y, fw(x)), the simplest algorithm one could imagine to optimise

the parameters w for a dataset is stochastic gradient descent (1.5). So far it is clear that using SGD in

combination with neural network backward pass represents a feasible optimisation algorithm for

general neural networks and it quite feasible to perform hundreds of thousands of steps of SGD

in an acceptable time-frame, though obviously this varies with model and dataset size, as do the

requirements on the computational hardware. However this discussion does not address the quality

of the optimisation. That is to say, we have described a procedure for neural network optimisation

that is general-purpose, feasible to implement and apply to any architecture and dataset, and simple

computational experiments would be sufficient to determine how many SGD steps can be performed

per second for a given model and given hardware. For this procedure to be of value, however, it
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must, with sufficient probability, find parameter values w that give sufficiently good performance of

the neural network on the defined task. While SGD is an intuitive and appealing algorithm, the cases

for which it can be proven to find, say, global minima are narrow [PJ92; VPF21] and certainly cannot

be expected to generically apply to deep neural networks. Indeed, a priori, for large neural networks

with many parameters, one should expect there to be a great many saddle points and local optima of

the loss surface around which SGD could get stuck. Algorithmic innovations can somewhat mitigate

the problem of saddle points, such as endowing the gradient descent trajectory with momentum

[Nes13] or adjusting the learning rates in different directions on the loss surface [DHS11; KB14],

and these techniques can greatly improve practical performance of neural networks [Bot12]. In

very high dimensions the intuition of such techniques does not necessarily apply and if there are a

great many local minima, then we should expect SGD to converge to, at best, some local minimum

determined by the random initialisation of w. In general, there is no reason to expect that these

local minima will provide network performance anywhere near the global optimum, or even useful

performance at all. In bold defiance of these arguments, neural networks continue to have substantial

success when applied to an increasingly long list of machine learning problems: computer vision,

speech processing, natural language processing, reinforcement learning, media generation etc. We

refer the interested reader to the excellent website [cod20] where they will find links to published

literature detailing the success of neural networks in all fields of machine learning. Networks are

trained using stochastic gradient-based optimisation methods on very high-dimensional, strongly

non-convex surfaces for which no formal convergence or performance guarantees exist and yet

excellent practical performance is routinely obtained with little concern for whether the optimisation

problem has been solved. Extremely over-parametrised models can be trained with large numbers

of passes through the data without overfitting. Models with equivalent training performance can

have radically different generalisation performance depending on complicated interactions between

design choices such as learning rate size (and scheduling) and weight-decay [LH18].

1.3 Structure of neural network loss surfaces

One strand of theoretical work focuses on studying properties of the loss surfaces of large neural

networks and the behaviour of gradient descent algorithms on those surfaces. Much of the content

of this thesis sits within this line of research. [Sag+14] presented experimental results pointing

to a similarity between the loss surfaces of multi-layer networks and spherical multi-spin glasses

[MPV87]. [Cho+15] built on this work by presenting modeling assumptions under which the training

loss of multi-layer perceptron neural networks with ReLU activations can be shown to be equivalent

to a spherical multi-spin glass (with network weights corresponding to spin states). The authors then

applied spin glass results of [AAC13] to obtain precise asymptotic results about the complexity5 of

the training loss surfaces. Crudely, the implication of this work is that the unreasonable efficacy of

5Complexity will be given a formal definition in Chapter 2.
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gradient descent on the high-dimensional and strongly non-convex loss surfaces of neural network

models can in part be explained by favourable properties of their geometry that emerge in high

dimensions. Relationships between simpler neural networks and spin glasses have been known since

[KS87; GD88; EV01] and, more generally, connections between spin glass theory and computer

science were studied in [Nis01] in the context of signal processing (image reconstruction, error

correcting codes).

More recent work has dispensed with deriving explicit links between neural networks and

spin glasses, instead taking spin glass like objects as a tractable playground for gradient descent in

complex high-dimensional environments. In particular, [Bai+19] compare empirically the dynamics

of state-of-the-art deep neural networks and glassy systems, while [Man+19b; Ros+19; Aro+19;

Man+19a] study random tensor models containing some ‘spike’ to represent other features of

machine learning problems (some ‘true signal’ to be recovered) and perform explicit complexity

calculations as well as gradient descent dynamical calculations revealing phase transitions and

landscape trivialisation. [MBB20] simplify the model in favour of explicitly retaining the activation

function non-linearity and performing complexity calculations à la [AAC13; FW07; Fyo04] for

a single neuron. [PB17] study the loss surface of random single hidden layer neural networks by

applying the generalised Gauss-Newton matrix decomposition to their Hessians and modelling

the two components as freely-additive random matrices from certain ensembles. [PW17; BP19]

consider the loss surfaces of single layer networks by computing the spectrum of the Gram matrix

of network outputs. These works demonstrate the value of studying simplified, randomised neural

networks for understanding networks used in practice. The situation at present is far from clear.

The spin glass correspondence and consequent implications for gradient descent based learning

from [Cho+15; Sag+14] are tantalising, however there are significant challenges. Even if the mean

asymptotic properties of deep neural network loss surfaces were very well described by corresponding

multi-spin glass models, the question would still remain whether these properties are in fact relevant

to gradient-based algorithms running for sub-exponential time, with some evidence that the answer

is negative [Bai+19; Man+19a; FFR19]. Another challenge comes from recent experimental studies

of deep neural network Hessians [Pap18; GKX19; Gra20a; Gra+19b] which reveal spectra with

several large outliers and considerable rank degeneracy, deviating significantly from the Gaussian

Orthogonal Ensemble semi-circle law implied by a spin glass model. Bearing all this in mind, there

is a long and illustrious history in the physics community of fruitfully studying quite unrealistic

simplified models of complicated physical systems and still obtaining valuable insights into aspects

of the true systems.

Several of the assumptions used in [Cho+15] to obtain a precise spherical multi-spin glass

expression are undesirable, as outlined clearly in [CLA15]. Assuming i.i.d. Gaussian data and

random labels is clearly a going to greatly simplify the problem, however it is also the case that

many of the properties of deep neural networks during training are not specific to any particular

dataset, and there may well be phases of training to which such assumptions are more applicable
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than one might first expect. Gaussian and independence assumptions are commonplace when one

is seeking to analyse theoretically very complicated systems, so while they are strong, they are not

unusual and it is not unreasonable to expect some important characteristics of real networks to

persist. By contrast, the restriction of the arguments in [Cho+15] to exclusively ReLU activations

seems innocuous, but we argue quite the opposite is true. There are deep mathematical reasons why

Gaussian and independence assumptions are required to make progress in the derivation in [Cho+15],

while the restriction to ReLU activations appears to be an obscure peculiarity of the calculations. The

ReLU is certainly a very common choice in practice, but it is by no means the only valid choice, nor

always the best; see e.g. leaky ReLU in state-of-the-art image generation [KLA19] and GELU in state-

of-the-art language models [Dev+18]. It would not be at all surprising if a spin glass correspondence

along the lines of [Cho+15] were impossible without Gaussian and/or independence assumption on

the data, however it would be extremely concerning if such a correspondence specifically required

ReLU activations. If the conclusions drawn in [Cho+15] about deep neural networks from this

correspondence are at all relevant in practice, then they must apply equally to all activation functions

used in practice. On the other hand, if the conclusions were precisely the same for all reasonable

activation functions, it would reveal a limitation of the multi-spin glass correspondence, since

activation function choice can have significant implications for training neural networks in practice.

1.4 Contributions of this thesis

In Figure 1.1 below we give a diagram that outlines the contributions of this thesis and their position

within the literature. Rounded purple boxes denote antecedents and influences of our contributions

from the literature. The references given in these boxes are not intended to be exhaustive but simply

indicators. Rectangular orange boxes denote our contributions, where we display both the published

papers and the corresponding Chapter in this thesis. We expand further on the context of this thesis

and its contributions in the following subsections. Chapters 3 and 4 form the first major contribution

and are discussed in section 1.4.1. Chapters 7 and 8 form a distinct major contribution but are

nevertheless related to the the earlier chapters, as indicated in the diagram. Chapters 5 and 6 are

distinct contributions that are certainly connected to the major parts of the thesis, but are more

peripheral in their contribution; they are discussed in section 1.4.3 and 1.4.4 respectively.

1.4.1 Generalisation of spin glass models for neural networks loss surfaces

The first major contribution of this thesis is a significant generalisation of the understanding of spin

glass models for neural network loss surfaces. Beginning with Chapter 3, we return to the modeling

assumptions and methodology of [Cho+15] and extend their results to multi-layer perceptron

models with any activation function. We demonstrate that the general activation function has the

effect of modifying the exact multi-spin glass by the addition of a new deterministic term in the

Hamiltonian. We then extend the results of [AAC13] to this new high-dimensional random function.
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[Cho+15; AAC13]

[Bas+21] - Chapter 3

[Bas+22a] - Chapter 4

[Sag+17; Pap18; Gra20a]

[BGK22] - Chapter 7

[Gra+21] - Chapter 5

[GZR22]

[Bas+22b] - Chapter 8

[GB22] - Chapter 6

Figure 1.1: Schematic of the contributions of this thesis

At the level of the logarithmic asymptotic complexity of the loss surface, we obtain precisely the

same results as [Cho+15], however the presence of a general activation function is felt in the sharp

asymptotic complexity. On the one hand, our results strengthen the case for [Cho+15] by showing

that their derivation is not just an accident in the case of ReLU networks. On the other hand, we

have shown that this line of reasoning about neural networks is insensitive to an important design

feature of real networks that can have significant impacts on training in practice, namely the choice

of activation function. The main calculation for our result uses a Kac-Rice formula to compute

landscape complexity of the modified multi-spin glass model we encounter. Kac-Rice formulae have

a long history in the Physics literature [BM80; BM81] and more specifically to perform complexity

calculations [Fyo04; Fyo05; AAC13]. Complexity calculations in spiked matrix and tensor models in

[Ros+19; Aro+19] have addressed spin glass objects with specific rank-1 deterministic additive terms,

however those calculations do not extend to the case encountered here since those deterministic

terms create a single distinguished direction — parallel to the gradient of that term everywhere on

the sphere — which is critical to their analysis; our extra deterministic term creates no such single

distinguished direction. We chart a different course using supersymmetric methods in Random

Matrix Theory. Supersymmetric methods have been used before in spin glass models and complexity

calculations [CGG99; Ann+03; Cri+03; Fyo04], often using the replica trick. We show how the full

logarithmic complexity results of [AAC13] can be obtained using a supersymmetric approach quite

different to the approach used in that and similar works. By moving to this approach, we can make

progress despite the presence of the extra deterministic term in the multi-spin glass. Our approach

to the supersymmetric calculations most closely follows [FN15; Noc16], but several steps require

approximations due to the extra term. Some of our intermediate results in the supersymmetric and

RMT calculations are stronger than required here, but may well be useful in future calculations, e.g.

spiked spherical multi-spin glass models with any fixed number of spikes. Finally, our approach
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computes the total complexity summed over critical points of any index and then uses large deviations

principles to obtain the complexity with specified index. This is the reverse order of the approach

taken in [AAC13] and may be more widely useful when working with perturbations of matrices with

known large deviations principles.

Motivated by our results in Chapter 3, we ask if it is possible to further extend the spin glass

modeling approach to capture yet further peculiarities and details of modern neural networks. We

seek, in particular, a model that is capable of revealing the influence of architectural details at leading

order in the annealed complexity, unlike the relatively weak effect of the activation function seen in

Chapter 3. Modern deep learning contains a very large variety of different design choices in network

architecture, such as convolutional networks for image and text data (among others) [Goo+16;

Con+17], recurrent networks for sequence data [HS97b] and self-attention transformer networks

for natural language [Dev+19; Rad+18]. Given the ubiquity of convolutional networks, one might

seek to study those, presumably requiring consideration of local correlations in data. One could

imagine some study of architectural quirks such as residual connections [He+16], and batch-norm

has been considered to some extent by [PW17]. In Chapter 4, we propose a novel model for generative

adversarial networks (GANs) [Goo+14a] as two interacting spherical spin glasses. GANs have been

the focus of intense research and development in recent years, with a large number of variants

being proposed [RMC15; Zha+18b; LT16; KLA20; MO14; ACB17; Zhu+17] and rapid progress

particularly in the field of image generation. From the perspective of optimisation, GANs have

much in common with other deep neural networks, being complicated high-dimensional functions

optimised using local gradient-based methods such as stochastic gradient descent and variants. On

the other hand, the adversarial training objective of GANs, with two deep networks competing, is

clearly an important distinguishing feature, and GANs are known to be more challenging to train

than single deep networks. Our objective is to capture the essential adversarial aspect of GANs

in a tractable model of high-dimensional random complexity which, though being a significant

simplification, has established connections to neural networks and high dimensional statistics.

Our model is inspired by [Cho+15; Ros+19; Man+19b; Aro+19] with spherical multi-spin

glasses being used in place of deep neural networks. We thus provide a complicated, random,

high-dimensional model with the essential feature of GANs clearly reflected in its construction.

By employing standard Kac-Rice complexity calculations [Fyo04; FW07; AAC13] we are able

to reduce the loss landscape complexity calculation to a random matrix theoretic calculation. We

then employ various Random Matrix Theory techniques as in [Bas+21] to obtain rigorous, explicit

leading order asymptotic results. Our calculations rely on the supersymmetric method in Random

Matrix Theory, in particular the approach to calculating limiting spectral densities follows [Ver04]

and the calculation also follows [GW90; Guh91] in important ways. The greater complexity of the

random matrix spectra encountered present some challenges over previous such calculations, which

we overcome with a combination of analytical and numerical approaches. Using our complexity

results, we are able to draw qualitative implications about GAN loss surfaces analogous to those
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of [Cho+15] and also investigate the effect of a few key design parameters included in the GAN.

We compare the effect of these parameters on our spin glass model and also on the results of

experiments training real GANs. Our calculations include some novel details, in particular, we use

precise sub-leading terms for a limiting spectral density obtained from supersymmetric methods to

prove a required concentration result to justify the use of the Coulomb gas approximation. We note

that our complexity results could be also be obtained in principle using the methods developed in

[ABM21a], however our work was completed several months before this pre-print appeared. Our

approach for computing the limiting spectral density may nevertheless be the simplest and would be

used as input to the results of [ABM21a].

The role that statistical physics models such as spherical multi-spin glasses are to ultimately play

in the theory of deep learning is not yet clear, with arguments both for and against their usefulness

and applicability. Before our contributions, the major result was [Cho+15] which, though influential,

has received considerable criticism and could have reasonably been considered a parochial curiosity,

rather than profound insight into neural network loss surfaces. Our work in Chapter 3 considerably

weakens the case against [Cho+15], and our work in Chapter 4 clearly demonstrates the potential of

spin glass models (and statistical physics based models in general) to capture and explain phenomena

in deep neural networks. Indeed, to the best of our knowledge, Chapter 4 provides the first attempt to

model an important architectural feature of modern deep neural networks within the framework of

spin glass models. Our analysis reveals potential explanations for observed properties of GANs and

demonstrates that it may be possible to inform practical hyperparameter choices using models such

as ours. Much of the advancement in practical deep learning has come from innovation in network

architecture, so if deep learning theory based on simplified physics models like spin-glasses is to

keep pace with practical advances in the field, then it will be necessary to account for architectural

details within such models; our work is a first step in that direction.

1.4.2 Discovery of RMT universality in loss surfaces and consequences for loss surface
models

The other major contribution of this thesis is the instigation of the study of the role of random

matrix theory statistics in deep learning at the local (i.e. microscopic) scale and the building of a

strong case that the results which characterise the first half of the thesis, and other RMT-based

results from the literature besides, can be expected to be much more general in applicability than

their very restrictive modeling assumptions would suggest.

An important and fundamental problem with Chapters 3 and 4 and related work in the literature

is that typically the average spectral density of the Hessian of neural networks does not match that of

the associated canonical random matrix ensembles that results from the modeling assumptions and

are crucial in the technicalities of the calculations. This is illustrated in Figure 1.2. Put simply, one

does not observe the Wigner semicircle or Marchenko-Pastur eigenvalue distributions, implied by the Gaussian
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Figure 1.2: Comparison of different global spectral statistics (spectral densities). (a) We show actual
GOE data to demonstrate the form of the Wigner semicircle. (b) Hessian of cross entropy loss for
MLP on MNIST. (c) Hessian of cross entropy loss for logistic regression on MNIST. Note the
log-scale on the y-axis. A few outliers have been clipped from logistic regression to aid visualisation.

Orthogonal or Wishart Ensembles. As shown in [Gra20a; Gra+19b; Pap18; Pap19; GKX19; SBL16;

Sag+17] the spectral density of neural network Hessians contain outliers and a large number of

near zero eigenvalues, features not seen in canonical random matrix ensembles. Furthermore, even

allowing for this, as shown in [Gra+20] by specifically embedding outliers as a low rank perturbation

to a random matrix, the remaining bulk spectral density still does not match the Wigner semicircle

or Marchenko-Pastur distributions [Gra20a], bringing into question the validity of the underlying

modelling. The fact that the experimental results differ markedly from the theoretical predictions

has called into question the validity of neural network analyses based on canonical random matrix

ensembles. Moreover, the compelling results of works such as [Cho+15; PB17] are obtained using

very particular properties of the canonical ensembles, such as large deviation principles, as pointed

out in [Gra20a]. The extent to which such results can be generalised is an open question. Hence,

further work is required to better understand to what extent random matrix theory can be used to

analyse the loss surfaces of neural networks. In Chapter 7, we show that the local spectral statistics

(i.e. those measuring correlations on the scale of the mean eigenvalue spacing) of neural network

Hessians are well modelled by those of GOE random matrices, even when the mean spectral density

is different from the semicircle law. We display these results experimentally on MNIST trained

multi-layer perceptrons and on the final layer of a ResNet-34 on CIFAR-10. The objective of

Chapter 7 is to motivate a new use for Random Matrix Theory in the study of the theory of deep

neural networks. In the context of more established applications of random matrix theory, this

conclusion may not be so surprising – it has often been observed that the local spectral statistics are

universal while the mean density is not – however, in the context of machine learning this important

point has not previously been made, nor its consequences explored. In Chapter 7 we illustrate it in

that setting, through numerical experiments, and start to examine some of its implications.

Having established experimentally the presence of universal local random matrix statistics in

real-world neural networks (though admittedly very small ones by modern standards), we proceed in

Chapter 8 to demonstrate how local random matrix statistics can be used as modeling assumptions

for models of deep neural network Hessians to obtain surprisingly strong generalisations of prior
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spectral results. Works such as [AAC13; Cho+15; Fyo05] and our own contributions in Chapters 3

and 4 show how detailed calculations can be completed beyond in and beyond the standard spin glass

case, however these results all depend on important properties of the GOE, to which the Hessians

in those cases are closely related. In a recent work, [GZR20] showed how valuable practical insights

about DNN optimisation can be obtained by considering the outliers in the spectrum of the loss

surface Hessian. Once again, this work relies on special properties from random matrix theory,

indeed an expression for the outliers follows from a known phase transition result whereby the

largest eigenvalue “pops out” of the bulk. This result has been proven only for rotationally invariant

matrix ensembles in [BN11], itself a generalisation of the celebrated BBP phase transition [BAP05],

though it was conjectured in [BN11] to be more general (a point which we clarify in Chapter 8,

section 8.1.3). In addition, the explicit form of a Wigner semi-circle density was used to obtain the

concrete outlier expression used in practice.

Microscopic random matrix universality is known to be far more robust than universality on

the macroscopic scale. Indeed, such results are well established for invariant ensembles and can be

proved using Riemann-Hilbert methods [Dei99]. For more general random matrices, microscopic

universality has been proved by quite different methods in a series of works over the last decade or

so, of which a good review is [EY17a]. Crucial in these results is the notion of a local law for random

matrices. The technical statement of local laws is given later in section 2.7, but roughly they assert that

the spectrum of a random matrix is, with very high probability, close to the deterministic spectrum

defined by its limiting spectral density (e.g. the semicircle law for Wigner matrices). Techniques vary

by ensemble, but generally a local law for a random matrix ensemble provides the control required to

demonstrate that certain matrix statistics are essentially invariant under the evolution of the Dyson

Brownian motion. In the case of real symmetric matrices, the Dyson Brownian motion converges

in finite time to the GOE, hence the statistics preserved under the Dyson Brownian motion must

match the GOE. The n-point correlation functions of eigenvalues are one such preserved quantity,

from which follows, amongst other properties, that the Wigner surmise is a good approximation to

the adjacent spacings distribution.

At the macroscopic scale, there are results relevant to neural networks, for example [PSG18;

Pas20] consider random neural networks with Gaussian weights and establish results that are

generalised to arbitrary distributions with optimal conditions, so demonstrating universality. On the

microscopic scale, our work in Chapter 7 provided the first evidence of universal random matrix

theory statistics in neural networks and was subsequently to the weight matrices of neural networks

in [TSR22], but no prior work has considered the implications of these statistics, that being the

central contribution of Chapter 8. Our main mathematical result is a significant generalisation of the

Hessian spectral outlier result recently presented by [GZR20]. This generalisation removes any need

for GOE or Wigner forms of the Hessian and instead leverages much more universal properties of

the eigenvectors and eigenvalues of random matrices which we argue are quite likely to hold for

real networks. Our results make concrete predictions about the outliers of DNN Hessians which
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we compare with experiments on several real-world DNNs. These experiments provide indirect

evidence of the presence of universal random matrix statistics in the Hessians of large DNNs, which

is noteworthy as certainly these DNNs are far too large to permit exact eigendecomposition of their

Hessians as done in Chapter 7. Along a similar line, we show how local random matrix laws in DNNs

can dramatically simplify the dynamics of certain gradient descent optimisation algorithms and

may be in part responsible for their success. Finally, we highlight another aspect of random matrix

universality relevant to DNN loss surfaces. Recent work [ABM21a] has shown that the so-called ‘self

averaging’ property of random matrix determinants is very much more universal than previously

thought. The self-averaging of random matrix determinants has been used in the spin glass literature

both rigorously and non-rigorously (e.g. [Fyo04; Fyo05; AAC13; Bas+21; Bas+22a] inter alia) and

is the key property that produces the exponentially large/small number of local optima repeatedly

observed. We argue that insights into the geometry of DNN loss surfaces can be conjectured from

quite general assumptions about the Hessian and gradient noise and from the general self-averaging

effect of random matrix determinants.

1.4.3 Correlated noise models for neural network loss surfaces

Spin glass and statistical physics based models provide an important perspective on the geometric

and statistical properties of neural network loss surfaces, as is extensively explored in Chapters 3 and

4, alongside prior work in the literature. Part of the appeal of these approaches is their ontological

separation from classical approaches to analysis and methods of proof in statistical learning theory.

Having defined a model and settled on stochastic gradient descent (or a variant) as the optimisation

approach, a natural question is: does stochastic gradient descent converge under some assumptions

and what, if any, guarantees are there on the parameters to which it converges? Questions like this are

well-studied in the statistical learning and optimisation literature [PJ92; VPF21], but in the context of

neural network this work is of limited applicability as the known results all rely on properties that are

not possessed by neural networks, such as convexity of the loss surface (as a function of the network

weights). Some recent work has established convergence results using weaker assumptions like the

PL inequality [Bel21] and [RYH22] has developed a theory of neural network training dynamics

based on perturbation analysis. In aggregate, there are many separate results giving guarantees on

SGD under a variety of assumptions, some of which are plausible for neural networks but what exists

is far short of a complete theory. The results based on spin glass models, as seen in Chapter 3 and 4,

are quite different in nature from these SGD convergence results, providing insight into the overall

structure and complexity of the loss surfaces on which SGD operates. These approaches are able to

capture much more of the genuine complexity of the loss surfaces of real neural networks than the

classical SGD convergence analyses, however the results they provide are somewhat like descriptive

sketches of the the loss surfaces, unlike the precise convergence guarantees of the classical analyses.

In Chapter 5 we present work that bridges that gap between these two parallel streams of thought.

Concretely, we obtain several variations on SGD convergence results, particularly in the case of
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iterate averaging. Iterate averaging is a well-known technique in stochastic optimisation, where the

parameter iterates wk are simply averaged to produce the new sequence

ŵt = 1

t

t∑
k=1

wk . (1.11)

Intuitively, this simple averaging should have the effect of reducing the variance in the parameter

estimates, and indeed this very fact is critical in some convergence proofs, such as that for Adam

[KB14] given in [RKK19]. That being said, to the best of our knowledge there has been no explicit

theoretical work analysing the generalisation benefit of iterate averaging. Whilst [Izm+18] propose

that iterate averaging leads to “flatter minima which generalise better”, flatness metrics are known

to have limitations as a proxy for generalisation [Din+17b]. [Mar14] show that the iterate average

convergence rate for both SGD and second-order methods are identical, but argue that second-

order methods have an optimal pre-asymptotic convergence rate on a quadratic loss surface. Here,

pre-asymptotic means before taking the number of iterations t →∞ and quadratic means that the

Hessian is constant at all points in weight-space. The analysis does not extend to generalisation and

no connection is made to adaptive gradient methods, nor to the importance of the high parameter-

space dimensionality of the problem, both of which are addressed by our approach in Chapter 5.

Amendments to improve the generalisation of adaptive methods include switching between Adam

and SGD [KS17] and decoupled weight decay [LH18], limiting the extent of adaptivity [CG18;

Zhu+20]. We incorporate these insights into our algorithms but significantly outperform them

experimentally. The closest algorithmic contribution to our work is Lookahead [Zha+19], which

combines adaptive methods with an exponentially moving average scheme.

The key contribution of Chapter 5 is to introduce spin glass like statistical models for neural

network loss into the realm of SGD convergence results. In particular, we make use of a general

stationary Gaussian process model for the noise of the loss surface which is a generalisation of the

spin glass models used prior work and our own and bring two important benefits. Firstly, these

models are intrinsically amenable to asymptotic analysis in the regime of very large parameter

dimensionality, indeed this kind of asymptotic analysis is our focus in Chapters 3 and 4. As there,

this is an important feature of any analysis of neural networks, as virtually all successful modern

applications use large networks with very many parameters. Secondly, these loss surface models

are inherently models of statistical dependence between the noise on loss surface gradient iterates,

a feature which, again, is central to the calculations in Chapters 3 and 4. In the context of SGD

convergence results and iterate averaging, statistical dependence between gradient iterates is essential

for a realistic analysis, as the weights, and hence gradients, at each iteration of stochastic gradient

descent are clearly not independent. Beginning with a simple model of independent, isotropic

Gaussian gradient noise, we first establish a basic result for SGD with iterate averaging in the high-

dimensional regime, exhibiting explicitly the variance reduction effect of iterate averaging compared

to standard SGD. We then replace the inadequate and naïve assumption of independent gradient

noise with a Gaussian process model for the loss noise, from which we derive a dependent model
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for the gradient noise. In this setting, we prove a generalised convergence result for SGD and SGD

with iterate averaging, again demonstrating the variance reducing effect of iterate averaging but

also providing insights into the effect of learning rate which derives directly from the dependence

between gradient iterates. We additionally establish a sequence of results for variations on the basic

Gaussian process noise model and also for certain adaptive gradient descent algorithms. Overall,

our work provides an entirely novel approach to the modeling and analysis SGD algorithms which

incorporates important properties of modern neural networks and creates connections between

two previously separate approaches in the study of their training. Our novel perspective on the

issue of SGD convergence and iterate averaging provides insight into the interaction between iterate

averaging, adaptive gradient descent methods and learning rates, which helps to explain why most

experimental results with iterate averaging may have historically been poor.

1.4.4 Practical application of random matrix loss surface models for hyperparameter
tuning

A unifying feature of all work in this thesis is the study of neural networks via models of their

loss surfaces. Our work shows how such models can be developed and analysed to shed light on

the important features such as the configuration of local optima and the spectral outliers of loss

surface Hessians, both of which are relevant to gradient-based optimisation of f neural networks’

parameters. As important as these studies are for advancing the relatively primitive theoretical

understanding of what has become a ubiquitous and indispensable approach to machine learning,

the immediate practical applications are quite limited. The spin-glass models of Chapters 3 and 4

are largely without any direct practical application, being too crude a statistical modern for practical

neural networks. We demonstrate in Chapters 7 and 8 that universal local random matrix theory

statistics can be used to build much more realistic models of neural network loss surfaces and yield

detailed predictions about spectral outliers of their Hessians. It is beyond doubt that such results

about spectral outliers are of practical use, as clearly demonstrated in [GZR22], where the results are

used to derive practical and effective scaling rules for learning rates. Our results considerably expand

and substantiate those of [GZR22], but it has not been demonstrated that these much more precise

results add anything practically over the cruder and less rigorous approach of their antecedents.

Chapter 6 introduces an entirely new application of random matrix theory techniques to neural

network loss surfaces, producing immediate practical benefit to the training of real-world networks.

The founding idea of Chapter 6 is a simple observation about a very common numerical ‘hack’

used in several standard variants of stochastic gradient descent. Let L(w) be the loss surface of some

neural network with parameters w ∈RN and let H =∇2L be its Hessian.

Stochastic gradient descent updates weights according to the rule

wk+1 =wk −αk∇L (1.12)
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where wk are the network parameters after k iterations of SGD and at each iteration a different

batch is used. αk > 0 is the learning rate which, in the simplest setting for SGD, does not depend on k,

but in general can be varied throughout training to achieve superior optimisation and generalisation.

The general form of adaptive optimiser updates is

wk+1 =wk −αk B−1∇L (1.13)

where B is a pre-conditioning matrix. The essential idea of adaptive methods is to use the pre-

conditioning matrix to make the geometry of L more favourable to SGD.

One approach is to take B to be diagonal, which can be thought of as having per-parameter

learning rates adapted to the local loss surface geometry. More generally, one might seek an ap-

proximation B to the local loss surface Hessian, effectively changing the basis of the update rule

to a natural one, with per-direction learning rates. Alternatively, if B ≈ H then the local quadratic

approximation to the loss surface, i.e. the second-order term in a Taylor expansion, is isotropic in

weight space. What both of these approaches have in common is that they in principle allow for

bigger steps (i.e. larger αk , as the different scales of the ∇L in the different parameters are normalised.

Indeed, a standard approach for diagonal B is to construct a diagonal approximation to H . Without

this, αk must essentially be tuned to be so small that the change of w in the direction of the largest

component of ∇L is not too large. For Adam [KB14], the most commonplace adaptive optimiser in

the deep learning community, B is given by the diagonal matrix with entries

√
〈g 2

k 〉+ε
〈gk 〉 . Here g is the

loss gradient and 〈·〉 denotes an empirical exponential moving average or iterations.

For many practical problems of interest, the test set performance of adaptive gradient methods is

significantly worse than SGD [Wil+17]—a phenomenon that we refer to as the adaptive generalisation

gap. As a consequence of this effect, many state-of-the-art models, especially for image classification

datasets such as CIFAR [Yun+19] and ImageNet [Xie+19; Cub+19], are still trained using SGD

with momentum. Although less widely used, another class of adaptive methods which suffer from

the same phenomenon [Tor20] are stochastic second order methods, which seek to alter the learning

rate along the eigenvectors of the Hessian of the loss function. KFAC [MG15] uses a Kroenecker

factored approximation of the Fisher information matrix (which can be seen as a positive definite

approximation to the Hessian [Mar14]). Other methods use Hessian–vector products [Dau+14;

Mar10] in conjunction with Lanczos methods and conjugate gradients [MS06]. All second order

and adaptive gradient methods, are endowed with an extra hyper-parameter called the damping or

numerical stability co-efficient respectively. This parameter limits the maximal learning rate along

the eigenvectors or unit vectors in the parameter space respectively and is typically set to a very

small value by practitioners.

In principle there is no reason why a certain parameter gradient should not be zero (or very

small) and hence the inversion of B could cause numerical issues. This is the original reason given

by [KB14] for the numerical stability coefficient ε. Similarly so for KFAC for which B =∑P
i λiϕiϕ

T
i

where {λi ,ϕi }P
i=1 are the eigenvalue, eigenvector pairs of the kronecker factored approximation

23



CHAPTER 1. INTRODUCTION

to the Hessian. Hence to each eigenvalue a small damping coefficient δ is added. Whilst for both

adaptive and second order gradient methods, the numerical stability and damping coefficients are

typically treated in the literature as extra nuisance parameters which are required to be non-zero but

not of great theoretical or practical importance, we strongly challenge this view. In Chapter 6, we

relate these coefficients to the well known linear shrinkage method from random matrix theory. It is

clear from a random matrix theory perspective, that the sub-sampling of the Hessian will lead to the

creation of a noise bulk in its spectrum around the origin, precisely the region where the damping

coefficient is most relevant. We show, both experimentally and theoretically, that these coefficients

should be considered as extremely important hyper-parameters whose tuning has a strong impact

on generalisation. Furthermore, we derive from a random matrix theory additive noise model of

the loss surface Hessian a novel algorithm for their online estimation, which we find effective in

experiments on real networks and datasets.

1.4.5 Mathematical contributions

We end this section with a brief summary of the purely mathematical contributions of this thesis,

much of which has been covered above but in the context of their applications.

Due to the presence of an additive term deforming the GOE matrix, in Chapter 3 we are forced

to use different methods to obtain the complexity results analogous to [AAC13] and in so doing

provide a novel approach to these calculations. [AAC13] starts by computing the index-specific

complexity and then sums over index to obtain the non-specific complexity. By contrast, we use

supersymmetric methods to first obtain the non-specific complexity and then use the large deviations

principle to reintroduce the index dependence. To the best of our knowledge, this approach has

not been used before, though there are of course many works that perform the first part of this

calculation for various models.

In Chapter 4 we make use of the Coulomb gas method to calculate a random matrix determinant

as part of the complexity calculation, which is entirely routine, however we also provide a proof of

the validity of the Coulomb gas method for the relevant matrix ensemble. The proof structure is a

standard matter of establishing complementary upper and lower bounds. The proof of the upper

bound makes use of standard probabilistic inequalities and properties of Gaussians, however we use

the supersymmetric method integral representations to derive error bounds on the mean spectral

density which are the key ingredient in the proof of the lower bound.

Finally, in Chapter 8 we prove a novel result for the limiting spectral measures of additions of

random matrices. It is well known [AGZ10; VDN92] that the sum of two free independent random

matrices with well defined limiting spectral measures has a limiting spectral measure given by the

free convolution of the two. We are able to establish the same free convolutional limiting spectral

measure but requiring only that one of the matrices obeys quantum unique ergodicity. The proof of

this result is also a novel application of quantum unique ergodicity, as we leverage a supersymmetric

representation to compute the limiting spectral and use the defining quantum unique ergodicity

24



1.5. LITERATURE REVIEWOF DEEP LEARNING THEORY

property to compute the integral over the matrix eigenvectors.

1.5 Literature review of deep learning theory

We close this chapter with a broad review of the literature on deep learning theory. This is a field

experiencing a tremendous amount of activity so our review shall be far from exhaustive. We will

give particular attention to the literature related to random matrix theory, but shall also seek to

highlight the other broad approaches that have attained some prevalence.

1.5.1 Random matrix theory

Random and complex landscapes The work most closely related to our own began with [Cho+15;

CLA15; Sag+14] where the connections between neural network loss surfaces and spin glasses were

first introduced and studied, with the underpinning mathematical results being drawn from the

random matrix theory literature such as [Fyo04; Fyo05; AAC13]; we discuss these works in detail

elsewhere in this chapter and the next. In the same lineage of work are more recent notable examples

such as [Ros+19; Man+19b; Aro+19] which can be summarised as the study of high-dimensional

signal-plus-noise models. These works avoid any direct connection to neural networks, instead

focusing on much simpler random matrix and tensor models that act as playgrounds for stochastic

gradient descent on high-dimensional loss surfaces. This approach is of course inspired by [Cho+15]

and these works similarly consider issues of loss surface complexity, but with the explicit inclusion of

extra structure, or ‘signal’. This signal was notably lacking from [Cho+15], as the spin-glass is really

just a model of pure noise. Intuitively, one expects that the loss surfaces of real neural networks

contain some underlying structure induced by the structure of the data and the network itself, but

that a considerable component of noise is also induced on the surface by the noise on the data and

also possibly the weights and biases themselves. By creating simple, paired-down loss surface models

containing the same kind of high-dimensional noise present in the spin glass, but with some signal

(or structure) injected, these works are able to study questions about the presence and prevalence

of spurious minima i.e. local minima of the noisy loss surface that are uncorrelated with the true

minima of the noise-less surface. They uncover phase transitions between chaotic surfaces on which

the structure-induced minima are swamped by spurious minima and surfaces which, though they

contain many noise-induced minima, the structure of the minima is such that the signal is still

recoverable.

Random neural networks In the line of work discussed above, random matrices arise somewhat

indirectly in the study of neural networks via the Kac-Rice approach to landscape complexity

analysis. Since neural networks are constructed using, and parametrised by, weight matrices in each

of their layers, one can naturally seek a theory of random neural networks by considering these

weight matrices to be random. [PB17] bridged the gap between studies of landscape complexity
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and random neural networks by considering networks with i.i.d. normal weights applied to i.i.d.

normal data and computing the limiting spectral density of their Hessians in the large parameter

number limit. They decompose the Hessian as the sum of a positive semi-definite matrix (often

called to Gauss-Newton matrix elsewhere [Mar16a]) and a matrix that contains all the dependence

on the residuals (i.e. the error terms between the network predictions and the truth values). With this

decomposition, they make assumptions of free independence to enable the use of tools from free

probability to compute the limiting spectral densities. By assuming also an i.i.d. Gaussian form of the

residuals parameterised by some variance ε, they are able to describe the spectra of neural networks

Hessian at different loss values a compare with experiment. Random networks were also considered

in [LLC+18] in the context of random feature ridge regression i.e. a 1-layer neural network with

MSE loss and an L2 ridge regularisation penalty for which only the final layer is trained. The first

layer, being untrained, acts as a random transformation of the the input data and then the weights of

the final layer have a unique solution known in closed form, since the final layer is simply a linear

ridge regression on the random features. Since the final layer weights can be solved in closed form,

a closed form is available for the training error which is found to be given in terms of the resolvent

Q = (N−1ΣTΣ+γI )−1 where Σ=σ(W X ) are the random features produced by the random weights

W and input data points X and N is the number of random features (i.e. the width of the hidden

layer). The proofs rely largely on concentration properties of sub-Gaussian random variables to

establish that various random matrix quantities concentrate on their expectations. In a related work

[PW17] 1-layer neural networks with random weights were considered. The authors compute the

limiting spectral density of the Gram matrix Y T Y of the network output Y . This work was the first

in which the non-linearities introduced by neural network activation functions were handled directly

and analytically in the setting of random matrix theory, since [LLC+18] was restricted to polynomial

activation functions. The weight entries and the data entries are assumed to i.i.d. Gaussians and

the proof of the limiting spectral density uses the moment method of random matrix theory. An

interesting consequence of the results is that there exist certain non-linear activation functions

for which the Gram matrix spectrum is the Marcenko-Pastur distribution, so that the spectrum is

preserved through the non-linear activation function. The authors conjecture that these “isospectral”

activation functions may have beneficial practical properties for training, as the spectral statistics

remain constant through the layers, an idea somewhat reminiscent of batch norm [IS15]. [BP19]

extends the results of [PW17] to more general (i.e. sub-Gaussian) entry distributions on the network

weights and the data, using again a moment method proof. They also extend to the case of multiple

layers, though the results in that case are very intricate and opaque. Continuing again in this line of

work, [ALP22] extends the analysis to 1-layers random networks with random biases ans shows that

the distribution of the biases induces something like a mixture over activation functions. [PSG18]

considers the input-output Jacobian J of random multi-layer networks using the techniques of free

probability theory to derive the spectrum of the Gram matrix J J T . Using these results, they are

able to derive necessary and sufficient conditions on the spectra of the weight matrices to give a

26



1.5. LITERATURE REVIEWOF DEEP LEARNING THEORY

stable spectrum (i.e. not no explosion nor collapse) in the large network depth limit. These results

were subsequently generalised and given a fully-rigorous proof in a series of papers by Pastur and

collaborators [Pas20; PS22; Pas22]. The first paper in the sequence considers the Gaussian case, as

in [PSG18], with the chief difficulty being that the free independence that is required to apply the

streamlined free probability argument given in [PSG18] is not apparent. The second paper extends

to general i.i.d. distributions with at least four finite moments and the third extends to weights

matrices with orthogonal distributions (so not i.i.d. entries). Another perspective on random neural

networks is given in the works [SPS17; Yan+19], where the techniques of mean field theory are

applied to the standard multi-layer perceptron architectures, firstly with linear or ReLU activations

and then with more general activations and batch normalisation. The training loss of the network

plays the role of the Lagrangian and the partition function is computed by explicitly integrating out

the random (i.i.d. Gaussian) weights and biases. In the case of batch normalisation, the authors are

able to use the mean field techniques to make predictions about instabilities (e.e. due to gradient

explosion) of very deep networks in the presence of batch normalisation. Beyond the question of

why does SGD work at all for deep neural networks, there are various phenomena observed in their

training and use that lack adequate theoretical explanations. One such is the double/triple descent

phenomenon, which is commonly observed in large modern deep neural networks but is at odds

with classical statistical learning theory. Standard results from statistical learning theory dictate that

the best attainable test loss of a particular model decreases as the number of parameters N of the

model increases, but only up to a point beyond which the loss increases again. This is a reflection of

the classical bias-variance trade-off [Has+09] which states that the expected test error of a machine

learning model can be decomposed into two additive terms, bias and variance, which account for

different sources of error in the fitting process. High variance means that there is high variation in

the estimated parameters between different sampled instances of the training set which indicates

that the model tends to systematically fit to the noise in the training data, rather than the underlying

structure (called overfitting). High bias means that the test error over different sampled instances

of the training set is biased away from zero, indicating that the model tends to systematically fail

to identify meaningful generalisable structure in the data (called underfitting). It is intuitive that a

model with too few parameters will tend to underfit, as the model lacks the expressive capacity to

capture the structure in the data. On the other hand, a model with too many parameters (i.e. more

than are really needed to capture the structure in the data) will tend to overfit as it is has spare

capacity that can be used to interpolate noise in the training data, which of course drives down the

training loss, but at the expense of increasing the test loss. All of this holds for classical approaches to

machine learning, i.e. broadly those before the deep learning revival of the 2010s, however repeated

empirical observations with increasingly larger deep networks have revealed that this classical picture

has its limits. Modern deep networks used in computer vision applications are routinely chosen to

have 10s of millions of parameters, which by any reasonable measure is considerably more than

would be required to express the true structure in the data and is indeed sufficient to allow for perfect
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interpolation of the training data [He+16]. Modern transformer networks used extensively in natural

language processing are larger still [Bro+20] with 100s of billions of parameters. Repeatedly and

in multiple domains, it has been observed that dramatically increasing the number of networks

parameters and also the training time can lead to ever better test set performance even when training

data are near perfectly interpolated. This phenomenon was dubbed the double descent, referring to

the shape of the graph of test error against number of parameters. Classically, this graph has a

single local minimum at the point of bias-variance balance, but very large deep neural networks

have revealed a second, lower minimum in the greatly (“abundantly”) over-parameterised region

[Zha+16; Zha+21; BRT19; Bel+19]. Prior works attempted to analyse this phenomenon in the

simplest cases of linear regression models [BHM18], but the key contribution of [AP20b] was to

analyse the effect of parameter number on single hidden layer random networks. Neural networks

with a single hidden layer are the simplest example of a model in which the number of trainable

parameters N can be specified separately from the input data dimension d and target data dimension

C , since in a model with no hidden layers (e.g. linear or logistic regression) N is necessarily equal

to dC , whereas the width of even a single hidden layer can be specified arbitrarily. The authors

were able to show that single hidden layer networks with random i.i.d. Gaussian weights trained on

entirely random data with random labels display a double descent, even a triple descent, with a third

test error minima in an extreme “hyperabdundant” parametrisation region. Much like the earlier

work [Cou+19], the test error is expressed as a certain random matrix resolvent which is in turn

computed by determining the limiting spectral density of a certain random matrix via tools from free

probability theory and invoking notions of random matrix universality to replace the complicated,

intractable matrix ensembles arising from the network with certain independent Gaussian matrices.

This work produces an immediate insight: the double (triple) descent phenomenon is not unique to

deep neural networks, nor even to the type of data on which they are typically trained or the training

procedure, but rather it is a “background” property of over-parametrised non-linear models and

generic data.

Spectra of neural networks The works discussed so far consider random neural networks and

random matrices in neural networks ex-ante, i.e. modeling assumptions are made, or models con-

structed, that explicitly introduce randomness to neural networks or their loss surfaces. Their is

another line of work which is better characterised as ex-post randomisation, wherein neural networks

are directly studied and, for example, spectral properties of their loss surface Hessians or weights

are analysed. For the fist time in [Pap18; Pap19], the spectra of loss surface Hessians of real-world

neural networks were approximated and analysed. For practical modern neural networks, the loss

surface Hessian is of course far too large to even store in memory, let alone compute via automatic

differentiation or eigen-decompose, having N 2 entries, where the number of network parameters N

is typically 107 or more. The key numerical advance in these works is the application of Lanczos

iteration methods [Lan50; MS06] to compute high-quality approximations to the spectral density

of very large matrices given only the matrix-vector multiplication function MH : RN → RN with
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MH (v) = Hv and not the whole matrix H . This can be combined with the Pearlmutter trick [Pea94]

which computes

∂2l

∂wi∂w j
v = ∂

∂wi

(
vT ∂l

∂w j

)

which is very much amenable to automatic differentiation in modern deep learning frameworks. Ac-

tually, this approach was pioneered contemporaneously by Granziol and collaborators in a sequence

of pre-prints for which the best reference is [GZR22]. One of the key insights in those works was to

highlight the very considerable discrepancy between the spectra of real neural network Hessians and

those of standard canonical random matrix models such as the GOE that is assumed by spin glass

models such as [Cho+15] and in [Gra20a], it was proposed that the spectra of products of canonical

random matrix ensembles can be used to obtain agreement with certain aspects of the spectra of

real neural networks, in particular their considerable rank degeneracy.

These empirical analyses uncover rich and interesting structure in the spectra of real deep neural

networks, in particular the spectra clearly display a bulk and some large outliers. The outliers appear

to be directly attributable to the classes in a typical classification problem (i.e. one outlier per class)

and naturally one expects from random matrix theory that the bulk corresponds to noise [PB20].

There is further structure still, with the discovery in an later work [Pap20] of a group of eigenvalues

outside of the bulk6 but much smaller than the main outliers. There are typically C (C −1) of these

outliers, for a C class classification problem, so they appear to correspond somehow to inter-class

correlations.

Rather than considering loss surface Hessians, another line of inquiry has directly analysed

the spectra of neural network weight matrices before, during and after training. [MM18] consider

several types of network trained on real datasets and look at the spectra of their weights matrices

at initialisation and as training progresses. They identify several distinct phases of training from

these spectra, beginning with full classical random matrix behaviour at initialisation and developing

towards some heavy-tailed distribution leading to the conjecture that neural networks are implicitly

regularised by some process inducing these heavy tailed spectra as training proceeds. Note that the

idea of implicit regularisation of neural networks via stochastic gradient descent pre-dates this work

by several years [NTS14; Ney+17a; Ney+17b; Ney17]. Finally, we mention [TSR22] in which the

spectra of random and trained neural network weight matrices was analysed but on the local scale,

rather than the global scale pursued by [MM18]. This work followed on from our own in Chapter 7

[BGK22] and similarly discovered the robust presence of universal GOE random matrix spacing

statistics in the spectra.

6Though not stated by the author, this extra group of outlier eigenvalues must clearly be outside the Tracy-Widom
region as well.
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1.5.2 Other approaches

We mentioned above some mean-field approaches to the analysis of neural networks, but this would

not be complete without also mentioning the recent work of Roberts and Yaida [RYH21] in which

this subject is developed in considerable depth. The authors proceed incrementally from linear

networks at initialisation (the simplest case), to non-linear networks and ultimately training dynamics

via a perturbation theory approach. This analysis relies heavily on the neural tangent kernel which can

be introduced quite simply by considering the loss derivatives via the chain rule:

∂L

∂θa
=∑

i

∂L

∂zi

∂zi

∂θa

where z is the network output which is fed into the loss L. A single step of stochastic gradient descent

will update the weights θ by taking a small step of scale η along the negative gradient direction, so

that the leading order (in η) change in the loss is

∆L =−η∑
i , j

∑
a,b

∂L

∂zi

∂L

∂zi

∂zi

∂θa

∂zi

∂θb

which leads to the identification of the neural tangent kernel

Ki , j =
∑
a,b

∂zi

∂θa

∂zi

∂θb
.

The neural tangent kernel can be seen to largely govern the dynamics of stochastic gradient descent

for very wide networks (i.e. those with some fixed number of layer but very many parameters in

each layer), see e.g. [JGH18; AP20a].

Building on the above-mentioned decomposition of neural network Hessian spectra into compo-

nents attributable to class centres and inter-class correlations [Pap20], the concept of neural collapse

has been advanced. Empirical studies of network pre-activations in [PHD20] discovered that, in

networks trained to good accuracy, the pre-activations coalesce around C clusters, one for each

class in the classification problem. Indeed, as training progresses the pre-activations converge to

very low variance around the class cluster centres and the cluster centres themselves converge to an

equiangular tight frame.

Another recent line of work studies neural networks in their capacity as function approximators

[E+20] and attempts to characterise using the tools of mathematical analysis the sets of functions

that can be well approximate by neural networks. A 2-layer (i.e. 1 hidden layer) network can be

expressed as a random feature model

f (x,a) = 1

m

m∑
j=1

a jφ(x;w j ), φ(x,w) =σ(xTw).

This expression can be rewritten as an integral by defining an atomic probability measure π =
m−1 ∑m

j=1δw j over the first layer weights {w j } j

f (x,a) =
∫

a(w)φ(x;w)dπ(w),
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which suggests the generalisation of this expression to any probability measure π, so producing a

type of random neural network with marginalised first layer weights. In this construction, the 2-layer

MLP network can be viewed as a Monte Carlo integration approximation to this more general object.

An important insight about the role of the curse of dimensionality in deep learning is revealed by this

formalism. Classical function approximation theory typically constructs approximations of a function

f by defining some Sobolev space with a convenient basis, say of polynomials. If m is the number of

free parameters in the approximation (e.g. the maximum degree of the polynomial basis) and d is

the input dimension of f , then one obtains an approximation error that scales something like m−α/d

for some α> 0 defined by the details of the chosen approximation space. As the input dimension d

grows, this error term becomes less and less favourable, requiring exponentially more free parameters

m to achieve the same approximation error. This contrasts sharply with the above Monte Carlo

integration interpretation of a 2-layer MLP, which has an error term with the standard MC scaling

of m−1/2, which crucially is independent of the input dimension d . This analysis approach provides

some insight into how neural networks appear to overcome the curse of dimensionality in their

input space faced by other approaches to machine learning. The results in [E+20] go further and in

fact identify precisely the function spaces for which 2 layer MLPs can provide good approximations.

[Bel21] considers the success of stochastic gradient descent at finding high quality minima

for deep neural networks. As we have already discussed, classical optimisation theory holds that

finding global minima of non-convex functions is generally intractable and [Bel21] argues that

the considerable over-parametrisation of modern neural networks implies that their loss surfaces

are filled with many local minima and they are generically not even locally convex around those

minima. The PL inequality [Pol64; Loj63] for a loss function L with constant µ is 1
2∥∇L(w)∥2 ⩾µL(w)

and, combined with a smoothness condition, is sufficient to guarantee exponential convergence of

stochastic gradient descent [Bel21], but the PL condition is much weaker than even local convexity.

The conclusion of this line of work is broadly that the classical picture that lack of convexity and

numerous local minima mean that stochastic gradient descent on neural networks is doomed to fail

is overly pessimistic and weaker, more plausible conditions may suffice to provide expectation of

convergence.
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2
Mathematical tools

This chapter aims to provide a self-contained introduction to the main mathematical tools required

in the subsequent chapters, intended to be accessible to a mathematical audience with no previous

familiarity with random matrix theory.

2.1 Introduction to random matrix theory

Random matrix theory provides much of the mathematical context and insight for the results in

this thesis, as well as providing most of the techniques used in the calculations. It is a large a diverse

field touching many areas of pure and applied mathematics and physics and we shall not attempt to

provide comprehensive introduction. The classic introduction is Mehta’s book [Meh04]. Thorough

and mathematically orientated modern treatments can be found in the books by Anderson, Guionnet

and Zeitouni [AGZ10], Tau [Tao12] and Meckes [Mec19]. Accessible and application orientated

introductions are given by [LNV18] and [PB20]. A detailed introduction to modern topics in a

mathematically rigorous style can be found in [EY17a]. Given the breadth of random matrix theory,

only a fraction of its concepts and tools are required in this thesis and so we restrict this introduction

to those.

2.1.1 Random matrices

A random matrix is no more nor less than one would expect, namely a matrix-valued random variable.

Such objects are entirely natural in almost any branch of applied mathematics or statistics. Consider

for example a sample of N data points each being represented as a tuple of M real values, such as 2-

tuples of latitude and longitude for locations of house or 500-long tuples of returns data for the S&P

500 index. It is natural, at least from the perspective of computational convenience, to stack these
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data points into an array X of shape N ×M with each row corresponding to a single sample. From the

perceptive of a pure mathematician thinking of matrices as representations of linear maps on vector

spaces, X does not appear to be a matrix, but just a collection of number conveniently packed into a

array. Suppose that the N samples are x1, . . . ,xN drawn from a multivariate Gaussian distribution

N (0,Σ). The information contained in the sample is entirely represented by this sequence in RN , so

what is the purpose of stack them into a ‘matrix’ X ? One answer is, of course, numerical convenience

and efficiency. For example, suppose that Σ is known and we wish to construct the standardised

variables zi = Σ−1/2xi . One can view this as a sequence of N matrix-vector operations, but it is

more mathematically compact and numerically efficient to instead view it as a single matrix-matrix

operation Z =Σ−1/2X . There are, however, deeper and richer reasons to consider X . Consider the

matrix S = 1
N X T X - an M ×M positive semi-definite symmetric matrix. One can clearly write

Si j = 1

N

N∑
k=1

(xk )i (xk ) j

and so Si j is an empirical estimate from N samples of the covariance between the i-th and j-th

coordinates in the data distribution. The eigenvalues and eigenvectors of S clearly have meaning, for

example the eigenvector corresponding to the largest eigenvalue is the direction in RM responsible

for the most variance in the data. In the S&P 500 example above, this direction would correspond to

‘the market’, and in the coordinates example, it may correspond to a major river along whose banks

most settlements are found. We need not restrict ourselves to matrices of the form of N samples of M

dimensional variables. Consider data collected from a telecommunications network on N end-points

(or nodes), examples of which include telephone numbers or registered users of instant messaging

services. Let Xi j be the number of communication events between end-point i and end-point j

observed over some time period. Properly normalised by the total number of events in the same

period, Xi j could instead be an empirical estimate of the probability of communication between end-

points i and j . Viewing X as a symmetric matrix, not merely and array, and computing its spectral

decomposition, one will find that the eigenvectors corresponding to meaningful communities in the

network, with the eigenvalues giving an estimate of the relative importance of each community in

the network.

These examples illustrate a critical point: viewing arrays of random variables (or data) as matrices

is not a mere numerical convenience, for one finds that bona fide linear algebraic objects such as

eigenvalues and eigenvectors have meaning and structure. Let us return to the example of a matrix

X containing financial data, e.g. share prices or returns, for M assets sampled over N days. If M is

small compared to a large sample size N , then we can expect much of the noise in the samples to

average out to produce a matrix S with M meaningful eigenvector representing genuine correlations

between the M assets. In the opposite extreme where M is much larger that N , we expect that many

of the genuine correlations in the data will be lost in the noise. But what of the intermediate case,

where M and N are of comparable size? Intuitively, one expects that the strongest signals in the data

(such as the the market) will be preserved and clearly visible through the noise in the data, while
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more subtle signals will be lost. Translating this into the language of random matrices, the largest

eigenvalues (and their eigenvectors) correspond to genuine signal in the data, while the smallest

correspond to sample noise. The obvious question is whether one can separate the signal from the

noise, i.e. how many of the largest eigenvalues are signal? This question can be seen, conceptually, as

motivating much of the work in random matrix theory. Consider any linear algebraic property of a

matrix: eigenvalues, eigenvectors, determinant, trace, characteristic polynomial, condition number,

etc. Given a distribution on a matrix, what is the distribution on any of these objects? If one can

answer this question for pure noise random matrices, then one can easily identify matrices that

contain signal. If one can answer the question in the case of signal-plus-noise random matrices, then

one can separate the signal from the noise.

The above discussion has been rather statistically-focused, but historically random matrix theory

was used by Wigner and Dyson [Wig67; Dys62a; Dys62b; Dys70] to provide elegant and powerful

models for atomic nuclei. The governing quantum mechanical equation for an atomic nucleus is the

Schrödinger equation

Hψi = Eiψi (2.1)

where H is an Hermitian operator (the Hamiltonian) on an Hilbert space, {ψi } is a wave functions

and Ei are corresponding energy levels. The physical observables here are the energy levels, but in

all but the very simplest of cases (such as a Hydrogen nucleus) they cannot be computed analytically,

or even numerically, owing to the complexity of the interaction between the nucleons. Dyson and

Wigner’s insight was that the general appearance of energy levels on average can be described by

simple statistical models of (2.1) not requiring detailed knowledge of the equation or its solution. To

quote Dyson [Dys62b]:

The statistical theory will not predict the detailed sequence of levels in any one nucleus, but it will

describe the general appearance and the degree of irregularity of the level structure, that is expected

to occur in any nucleus which is too complicated to be understood in detail.

This aspect of random matrix theory will be of particular value in this thesis. We endeavour to

understand properties of very large deep neural networks applied to complicated high-dimensional

tasks on real-world data. Such models may contain millions of free parameters operating on datasets

of millions of samples with many thousands of dimensions per sample and complicated statistical

dependence between dimensions. The dynamics of the model parameters as they are trained are

far too complicated to be studied directly. As with atomic nuclei many decades earlier, the central

hypothesis of this thesis and other related contemporary work is that statistical theories of deep

neural networks can describe their general properties and be used to understand their behaviour

without reference to the intractable details of their training dynamics.
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2.1.2 Random matrix ensembles

Probability distributions on matrices are commonly referred to as ensembles in random matrix theory.

There are modest number of canonical random matrix ensembles that form the foundation of

much of the work in random matrix theory and about which a great deal is known in considerable

mathematical detail. The importance of each of the canonical ensembles tends to vary between

application areas, so we shall restrict ourselves in this section to only those ensembles that feature in

the coming chapters. We shall be exclusively interested in real matrices, as the matrices that arise

when studying neural networks and machine learning are almost always real. Moreover, many of the

matrices we shall be interested in will be symmetric. The most important random matrix ensemble

for this thesis is the Gaussian orthogonal ensemble (GOE). There is some variation between authors

on unimportant normalisation, but we shall say that a N ×N matrix X ∈ RN×N is a GOE matrix,

X ∼GOEN if

Xi j
i.i.d.∼ N

(
0,

1+δi j

2N

)
for i ⩽ j and Xi j = X j i for i > j , (2.2)

i.e. X has Gaussian entries, independent up-to symmetry and with twice the variance on the diagonal

as off-diagonal. This specific variance structure allows for a powerful closed-form expression of the

law of X :

dµ(X ) = 1

ZN
exp

(
−N

TrX T X

2

)
d X (2.3)

where ZN is a normalisation constant and d X is simply the standard Lebesgue product measure on

the upper-diagonal and diagonal entries of X . Note that the GOE is called an orthogonal ensemble

because it possesses symmetry with respect to the real orthogonal group O(N ) on orthogonal matrices.

Sampling a matrix X from GOEN can be done with a very simple algorithm:

Yi j
i.i.d.∼ N (0,1), X = Y +Y T

2N
.

The GOE is a specific case of the more general class of Wigner matrices, which have independent

(up-to symmetry) Gaussian entries with variance σ2
d /N on the diagonal and σ2

u/N off the diagonal.

Generalising even further, generalised Wigner matrices take the form

Xi j
i.i.d.∼ µ for i < j , Xi i

i.i.d.∼ µd and Xi j = X j i for i > j

for any sufficiently well-behaved measures µ and µd on R. There are complex Hermitian and

quaternionic version of GOE and Wigner matrices for details of which we refer the reader to any

standard reference on random matrix theory.

An alternative generalisation of the GOE is born of (2.3), which we rewrite as

dµ(X ) = 1

ZN
exp

(−NTrV (X )
)

d X
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where V : RN×N → RN×N is defined to be V (X ) = 1
2 X T X . In deference to its origins in statistical

physics, V is often referred to as a potential. With this rewritten form of the GOE density, one can

simply change the definition of V and so obtain different distributions on real symmetric matrices.

We shall also encounter matrices distributed with Haar measure on the orthogonal group O(N ).

The Haar measure on any compact group G [Mec19] is the unique measure µH aar finite on all

subsets of G such that

µ(g S) =µ(S) ∀g ∈G and S ⊂G .

The Haar measure can be viewed as the ‘flat random’ measure on G and, in the case G =O(N ), a

matrix distributed with Haar measure is a uniform random matrix on the real orthogonal group.

Geometrically, a matrix with Haar measure on O(N ) is a uniform random basis rotation. Haar

random orthogonal matrices O can be sampled quite simply by sampling N i.i.d. vectors xi with

i.i.d. N (0,1) entries and then applying the Gram-Schmidt algorithm the obtain an orthonormal set

of vectors o1, . . . ,oN which are the rows of the Haar-distributed matrix [Mez06].

Finally, we mention the real Ginibre [AGZ10] ensemble on N ×M matrices which are simply

matrices with i.i.d. entries and no symmetry constraint. The Ginibre analogue of the GOE is and

ensemble of matrices with i.i.d. N (0,1/N ) entries.

2.1.3 Eigenvalues and spectral measures

Let XN be any real symmetric random matrix of shape N × N . The following discussion could

equally be presented for any Hermitian random matrix and could be generalised much further

at the expense of having to account for non-real eigenvalues. For the purposes of this thesis, we

may restrict our discussion to matrices with real eigenvalues and, to be concrete, let us stick to real

symmetric matrices. Let λ1 <λ2 < . . . <λN be the eigenvalues of XN . The empirical spectral measure

of XN is defined as

µ̂N = 1

N

N∑
i=1

δλi (2.4)

where δλ is a Dirac δ-function mass at location λ, i.e. defined by∫
A
δλ =1{λ ∈ A}

for any set A ⊂R. Since XN is random, its eigenvalues {λ1, . . . ,λN } are random variable with some

joint probably density p(λ1, . . . ,λN ). µ̂N is a probability measure on R and moreover, it is a random

probability measure, its distribution being induced by p(λ1, . . . ,λN ). Imagine constructing many in-

dependent samples of XN , hence from p(λ1, . . . ,λN ) and hence of µ̂N . Once could imagine averaging

the samples of µ̂N

1

m

m∑
j=1

µ̂N
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and so obtaining some indication of the average location of the eigenvalues of XN . Intuitively, one

would imagine this average measure becoming a better and better approximation to some absolutely

continuous measure (though there is, of course, no general guarantee of such convergence). Extending

this to a concrete mathematical question: does Eµ̂N exist, and what is it? In the same way that one

can imagine growing the number of sampled eigenvalues by increasing the number of independent

samples of XN , one can also consider a family of distributions on XN , parametrised by dimension

N ∈N, and let the dimension N for a single sample grow. In this context, there is another natural

question: does limN→∞ µ̂N exist, how strong is the convergence, and what it the limit measure?

When it exists, we shall define

µ∞ = lim
N→∞

µ̂N (2.5)

to be the limiting spectral measure of XN (being intentionally vague about the strength of convergence,

for now). Likewise, when the expectation exists, we define

µN = Eµ̂N (2.6)

to be the mean spectral measure of XN . When either of these measure are absolutely continuous with

respect to Lebesgue measure, we define

ρ∞(λ) = dµ∞
dλ

to be the limiting spectral density (LSD) and similarly

ρN (λ) = dµN

dλ

is the mean spectral density. Let us now be concrete and consider some specific examples, beginning

with the most famous.

Example 2.1 (GOE) . Recalling the form (2.3) of the GOE measure on N ×N matrices, we can now

explore why it was described as “powerful”. Let X be an N ×N GOE random matrix. Since X is real

symmetric, it is an elementary result of linear algebra that X can be written in the form X =U TΛU ,

where U ∈O(N ) is a real orthogonal matrix and Λ is a real diagonal matrix. Of course, the diagonal

entries of Λ are the eigenvalues of X and the rows of U are the corresponding eigenvectors. But now

exp

(
−NTrX T X

2

)
= exp

(
−NTrU TΛUU TΛU

2

)
= exp

(
−NTrU TΛ2U

2

)
= exp

(
−NTrΛ2

2

)
which depends only on the eigenvalues of X and not on the eigenvectors. We must deal with the

Jacobian of the change of variables from X to (Λ,U ). A standard calculation found in any introductory

text on random matrix theory shows that

∏
1⩽i⩽ j⩽N

d Xi j =∆({λi }N
i=1)dµH aar (U )

N∏
i=1

dλi
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where the Vandermonde determinant is defined by

∆({λ1, . . . ,λN }) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 · · · 1

λ1 λ2 · · · λN

λ2
1 λ2

2 · · · λ2
N

...
...

...
...

λN−1
1 λN−1

2 · · · λN−1
N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= ∏

1⩽i< j⩽N
|λi −λ j |. (2.7)

Overall, we see that

dµ(X ) = dµH aar (U )∆({λi }N
i=1)

N∏
i=1

dλi
e−

Nλ2
i

2p
2πN

(2.8)

where there was of course no need to compute the normalisation constant, as it can simply be written

down from the simple Gaussian product measure form in the λ1, . . . ,λN . The form (2.8) already

reveals much about the statistics of the eigenvalues and eigenvectors of X . It is immediately obvious

that the eigenvalues are independent of the eigenvectors. The eigenvectors are Haar-distributed, so

they are simply a flat random orthonormal basis of RN . The eigenvalues have richer structure, but

we can immediately make some heuristic comments on their statistics. Absent the Vandermonde

term, the eigenvalues would be i.i.d. centred Gaussians with variance 1/N , so the larger N is, the less

dispersed the eigenvalues will be around 0. The Vandermonde term introduces dependence between

all of the eigenvalue, and specifically it introduces repulsion, as ∆(λi ) is a decreasing function of the

distance between the eigenvalues. We can predict therefore that the distribution of the λ1, . . . ,λN is

some equilibrium balancing the repulsion between all eigenvalues and the independent confining

Gaussian potentials on each eigenvalue.

We shall now turn our attention to the mean and limiting spectral measures of the GOE. There

are several quite different routes by which one can obtain these results. For a general and entirely

rigorous approach, which in fact applies to any generalised Wigner matrix, we direct the reader

to [AGZ10]. We present an approach using supersymmetric methods later in this chapter. For

now, we shall present a derivation using the Coulomb gas method [CFV16] which, in addition to the

supersymmetric method, is of great relevance to the central calculations of this thesis.

Let us introduce the following reformulation of the eigenvalue joint density function of the

GOE:

p(λ1, . . . ,λN ) =∆({λi }N
i=1)

N∏
i=1

e−
Nλ2

i
2p

2πN
= 1

(2πN )N /2
exp

(
−N

2

N∑
i=1

{
λ2

i −
1

N

∑
j ̸=i

log |λi −λ j |
})

.

Further, using the definition of the empirical spectral density, we can write

p(λ1, . . . ,λN ) = 1

(2πN )N /2
exp

(
−N 2

2

∫
d µ̂N (λ)

{
λ2 −

∫
λ′ ̸=λ

d µ̂N (λ′) log |λ′−λ|
})

(2.9)
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Figure 2.1: The Wigner semi-circle density (orange line plot) compared to histograms of eigenvalues
computed from single samples of N ×N GOE matrices (blue) for various values of N

from which the repulsion vs confinement statistics of the eigenvalues is made most clear. The

logarithmic (Coulomb) potential has a singularity and 0 which penalises eigenvalue configurations

with insufficient space between eigenvalues, whereas the quadratic potential penalises configurations

with any eigenvalues too far from the origin. Continuing in the parlance of statistical physics, define

the Lagrangian

E(λ;µ) =λ2 −
∫
λ′ ̸=λ

dµ(λ′) log |λ−λ′|

and thence the action

I[µ] =
∫

dµ(λ)E(λ;µ)

with which we have

p(λ1, . . . ,λN ) = 1

ZN
exp

(
−N 2

2
I[µ̂N ]

)
. (2.10)

Let us consider N →∞ and for now assume that µ̂N converges, in some sense, to µ∞. It is clear from

the action principle (or Laplace’s method for asymptotic evaluation of integrals) that µ∞ must be a

global minimiser of I. As such, µ∞ must be a deterministic probability measure on R, so we shall

assume weak almost sure convergence of µ̂N to µ∞. It remains just to solve the variational problem

argminµ∈P(R)I[µ]

where P(R) is the set of all probability measures on R. The solution for ρ∞ can be found e.g. in

[AG97] and is

ρ∞(λ) = ρSC (λ) = 1

π

√
2−λ2 (2.11)

which is the celebrated Wigner semi-circle density.

The semi-circle density is striking by its simplicity and elegance which, in fact, hint at a much

deeper role in random matrix theory than just the limiting spectral density of a particular random

matrix ensemble. Firstly, the semi-circle is not unique to the GOE but is shared by all generalised

Wigner matrices (though, of course, the derivation above is possible only for the three canonical
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Figure 2.2: The Wigner semi-circle density (orange line plot) compared to histograms of eigenvalues
computed from 100 i.i.d. samples of N ×N GOE matrices (blue) for various N values.

Gaussian Wigner ensembles: GOE, GUE, and GSE). More importantly, the semi-circle takes the

place of the Gaussian in an analogue of the the central limit theorem for random matrices, about

which we provide more discussion in section 2.6.

So far, we have spoken only of the LSD, but what of the mean spectral density? We shall defer

an explicit calculation for the GOE to section 2.3, but we shall see that the density ρN of the mean

spectral measure µN can be written as

ρN (λ) = ρSC (λ)+o(1)

where the o(1) term is uniformly small in N for λ ∈R. Once again, this property of the very special

GOE ensemble points to a much deeper phenomenon in random matrix theory: self-averaging.

To leading order in large N , the spectral density of a single random GOE matrix of size N ×N is

deterministic and identical to the mean spectral density, which is an average of the whole GOE

ensemble of random matrices.

Example 2.2 (An invariant ensemble) . Recall the Lagrangian defined above

E(λ;µ) =λ2 −
∫
λ̸=λ′

dµ(λ′) log |λ−λ′|

with which we were able to express the GOE joint eigenvalue density as

p(λ1, . . . ,λN ) = 1

ZN
exp

(
−N 2

2

∫
d µ̂N (λ)E(λ; µ̂N )

)
. (2.12)

The origin of the two terms in E is quite plain: λ2 simply comes from the Gaussian distribution

of the GOE entries, while the logarithmic term comes from the Vandermonde determinant. The

Vandermonde term is therefore universal to any real symmetric matrix ensemble, as it follows simply

from the matrix change of variables. Similarly, if we were discussion complex Hermitian matrices

there would be a universal Vandermonde term simply twice that for real symmetric matrices. So for

any real symmetric matrix ensemble, we could in principle repeat the above procedure and arrive

at a Lagrangian with exactly the same logarithmic Vandermonde term, along with some ensemble

specific term. Of course, in general this term would not factorise nicely over the eigenvalues, so

the above reduction to simply
∫
µ̂N (λ)E(λ, µ̂N ) would not be possible. Let us then just consider
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ensembles for which this factorisation does occur, so that one would obtain the same Lagrangian

form of the eigenvalues density but with Lagrangian

EV (λ;µ) =V (λ)−
∫
λ̸=λ′

dµ(λ′) log |λ−λ′|

where V : R→R is some function with sufficient smoothness and sufficiently fast growth at infinity to

define a normalisable probability density. Such a random matrix ensemble is known as an invariant

ensemble because it retains the same orthogonal invariance possessed by the GOE. The matrix density

for an invariant ensemble can be simply written as

p(X )d X ∝ e−
N
2 TrV (X )d X .

For a real symmetric matrix argument X =OTΛO one has the power series definition

TrV (X ) = ∑
r⩾0

ar TrX r = ∑
r⩾0

ar TrOTΛO . . .OTΛO = ∑
r⩾0

ar TrΛr =V (Λ) =TrV (Λ),

so

p(X )d X ∝ e−
N
2

∑N
j=1 V (λ j )

∆({λi }N
i=1)dλ1 . . .dλN dµH aar (O)

which confirms the Lagrangian expression given above.

2.1.4 The Wigner surmise

As we have seen in the preceding section, though the semi-circle plays a deep role in random matrix

theory, it is by no means a universal spectral density for random matrix ensembles. Simply change

the potential to deviate from the simple quadratic case was sufficient to produce entirely different

spectral densities with invariant ensembles. So, at the level of the mean (or limiting) spectral measure,

the semi-circle is more general that the GOE and the Gaussian Wigner ensembles, but is specific

to Wigner matrices. One of the most astonishing results in random matrix theory is that there are

properties of GOE matrices that are, in fact, universal in the sense that they are properties shared by

a very wide class of matrices beyond the GOE and Wigner ensembles. A full discussion of this kind

of random matrix universality is deferred to the later Section 2.7.

Random matrix theory was first developed in physics to explain the statistical properties of

nuclear energy levels, and later used to describe the spectral statistics in atomic spectra, condensed

matter systems, quantum chaotic systems etc; see, for example [WM08; Bee97; Ber+87; Boh91].

None of these physical systems exhibits a semicircular empirical spectral density. However they all generically

show agreement with random matrix theory at the level of the mean eigenvalue spacing when local

spectral statistics are compared. The key insight here is that while almost any realistic physical

system, model or even the machine learning systems which are the central objects of study for

this thesis, will certainly not posses semi-circular densities at the macroscopic scale of the mean
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spectral density, but nevertheless random matrix theory can still describe spectral fluctuations on

the microscopic scale of the mean eigenvalue spacing.

It is worth noting in passing that possibilities other than random-matrix statistics exist and

occur. For example, in systems that are classically integrable, one finds instead Poisson statistics

[BT77; Ber+87]; similarly, Poisson statistics also occur in disordered systems in the regime of strong

Anderson localisation [Efe99]; and for systems close to integrable one finds a superposition of

random-matrix and Poisson statistics [BR84]. So showing that random matrix theory applies is far

from being a trivial observation. Indeed it remains one of the outstanding challenges of mathematical

physics to prove that the spectral statistics of any individual Hamiltonian system are described by it

in the semi-classical limit.

Random matrix calculations in physics re-scale the eigenvalues to have a mean level spacing of

1 and then typically look at the nearest neighbour spacings distribution (NNSD), i.e. the distribution

of the distances between adjacent pairs of eigenvalues. One theoretical motivation for considering

the NNSD is that it is independent of the Gaussianity assumption and reflects the symmetry of the

underlying system. It is the NNSD that is universal (for systems of the same symmetry class) and not

the average spectral density, which is best viewed as a parameter of the system. The aforementioned

transformation to give mean spacing 1 is done precisely to remove the effect of the average spectral

density on the pair correlations leaving behind only the universal correlations.

In contrast to the LSD, other k-point correlation functions are also normalised such that the

mean spacing between adjacent eigenvalues is unity. At this microscopic scale, the LSD is locally

constant and equal to 1 meaning that its effect on the eigenvalues’ distribution has been removed

and only microscopic correlations remain. In the case of Wigner random matrices, for which the

LSD varies slowly across the support of the eigenvalue distribution, this corresponds to scaling byp
P . On this scale the limiting eigenvalue correlations when P →∞ are universal; that is, they are the

same for wide classes of random matrices, depending only on symmetry [GMW98]. For example,

this universality is exhibited by the NNSD. Consider a 2×2 GOE matrix, in which case the j.p.d.f

has a simple form:

p(λ1,λ2) ∝|λ1 −λ2|e−
1
2 (λ2

1+λ2
2). (2.13)

Making the change of variables ν1 = λ1 −λ2,ν2 = λ1 +λ2, integrating out ν2 and setting s = |ν1|
results in a density ρW i g ner (s) = πs

2 e−
π
4 s2

, known as the Wigner surmise (see Figure 2.3). For larger

matrices, the j.p.d.f must include an indicator function 1{λ1 ⩽λ2 ⩽ . . .λP } before marginalisation so

that one is studying pairs of adjacent eigenvalues. While the Wigner surmise can only be proved

exactly, as above, for the 2 × 2 GOE, it holds to high accuracy for the NNSD of GOE matrices

of any size provided that the eigenvalues have been scaled to give mean spacing 1.1 The Wigner

surmise density vanishes at 0, capturing ‘repulsion’ between eigenvalues that is characteristic of RMT

statistics, in contrast to the distribution of entirely independent eigenvalues given by the Poisson law

1An exact formula for the NNSD of GOE matrices of any size, and one that holds in the large P limit, can be found
in [Meh04].
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ρPoi sson(s) = e−s . The Wigner surmise is universal in that the same density formula applies to all

real-symmetric random matrices, not just the GOE or Wigner random matrices.
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Figure 2.3: The density of the Wigner surmise.

2.1.5 Eigenvectors

What of the eigenvectors of random matrices? We have already seen that GOE matrices, and invariant

ensembles in general, have Haar-distributed eigenvectors entirely independent of the eigenvalues.

Just as the semi-circle is unique to Wigner matrices but the GOE Wigner surmise is seen in all

matrices with orthogonal group symmetry, so Haar-distributed eigenvectors independent of the

eigenvalues are seen only in invariant ensembles (not even in non-Gaussian Wigner matrices) but

certain properties of Haar matrices are universal across a similarly wide class of random matrices.

Once again, the discussion of these deep universality results will be given in Section 2.7, but we shall

set the scene by first describing the delocalisation property of Haar-distributed eigenvectors.

Let U be an N ×N Haar-distributed orthogonal matrix and let u1, . . . ,uN be its rows. Recall

from the discussion above wherein the Haar distribution was introduced the following construction:

Let g1, . . . ,gN be i.i.d. vectors from N (0, IN ); (2.14)

let v1, . . . ,vN be the results of a Gram-Schmidt algorithm; (2.15)

then, in distribution, {ui }N
i=1 = {vi /∥vi∥2}N

i=1. (2.16)

Fix some r < N and introduce the event

BN (υ) := {|N−1〈gi ,g j 〉−δi j |⩽ N−υ, 1⩽ i , j ⩽ r
}

. (2.17)

Then it is an exercise in Gaussian calculations and asymptotics, as given in [GM+05], to conclude

that under the i.i.d Gaussian law of the (g j )N
j=1 the complementary event has low probability for

large N :

P(BN (υ)c ) =O(C (υ)e−αN 1−2υ
), (2.18)
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where α,C (υ) > 0 and we take 0 < υ< 1
2 to make this statement meaningful. What’s more, one can

directly obtain that, given BN ,

∥gi∥2
2 = N 1−υ (2.19)

for any υ> 0. So, restricting to only a fixed subset of the eigenvectors as N →∞, the simply i.i.d.

Gaussian vectors gi from which they are constructed are, with high probability, close to being

orthogonal even before applying Gram-Schmidt algorithm and they all have the same L2 norm to

leading order in N . This line of reasoning leads to the fact that, with high probability,

||N−1/2g̃ j −u j ||⩽ N− υ
2 , (2.20)

so, indeed, in the above precise probabilistic sense, any subset of Haar-distributed eigenvectors are

extremely close to an corresponding set of i.i.d. standard Gaussian vectors, re-scaled by N−1/2.

2.2 Kac-Rice formulae

The majority of chapters 3 and 4 is concerned with computing the expected complexity of certain

loss surfaces in the limit as the number of parameters N →∞. Let us recall a basic definition of

complexity as introduced above. Let M be a compact, oriented, N-dimensional C 1 manifold with a

C 1 Riemannian metric g . Let ψ :M→R be a random field on M. For an open set A ⊂R, let

C (A) ≡ ∣∣{x ∈M | ∇ψ(x) = 0, ψ(x) ∈ A}
∣∣ . (2.21)

C (A) simply counts the number of local optima of ψ for which ψ lies in the set A. Note that the

condition of a compact manifold M is important here; without other constraints (for which see e.g.

[ABM21b]) there is no guarantee of a finite value for C (A) given a non-compact M. Computing

anything about C (A) appears extremely challenging, but one can make some informal progress

rather directly with an integral expression

C (A) =
∫
∇ψ(M)

du δ(u)1{ψ(∇ψ−1(u)) ∈ A} (2.22)

which one can write down simply from the sampling property of the δ-function. The the composition

property of the δ-function gives

C (A) =
∫
M

dx |det∇2ψ(x)|δ(∇ψ(x))1{ψ(x) ∈ A}. (2.23)

From this simple argument, we see that the Hessian of ψ, and in particular the absolute value of its

determinant, will be central to calculation of C (A). Recall that ψ is a random field, so its Hessian ∇2ψ

is a random matrix of size N ×N , so one can see already that the complexity of random functions

is connected with random matrix theory. What these simple arguments lack is any reference to

the probability density of ψ. Since ψ is random, so also is C (A), so we must be more precise about
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what ‘calculating C (A)’ means. One could attempt to compute the entire density of C (A), but this is

clearly the most difficult objective. Let us restrict our consideration to simple statistics of C (A) and,

in particular, its expected value. Proceeding informally, we have

EC (A) = E
{∫

M
dx |det∇2ψ(x)|δ(∇ψ(x))1{ψ(x) ∈ A}

∣∣∣∣∇ψ(x) = 0

}
px(0) (2.24)

where px is the density of ∇ψ at the point x ∈M. Within the conditional expectation, the delta

function can be dropped, giving simply

EC (A) = E
[∫

M
dx |det∇2ψ(x)|1{ψ(x) ∈ A}

∣∣∣∣∇ψ(x) = 0

]
px(0) (2.25)

and finally swapping the order of integration informally gives

EC (A) =
∫
M

dx px(0)E

[
|det∇2ψ(x)|1{ψ(x) ∈ A}

∣∣∣∣∇ψ(x) = 0

]
. (2.26)

We see now that EC (A) will be tractable if we can compute the joint distribution ofψ,∇2ψ conditional

on ∇ψ, and subsequently evaluate the random determinant’s expected value. The expression (2.26)

is an example of a Kac-Rice formula [Kac43; Ric44]. These kind of informal arguments have been

extensively used in the mathematical physics literature to compute quantities such as expected

landscape complexities and cardinalities of other level-sets of random functions [Ber02; BLO98;

FS02; Fyo04; Fyo05]. These arguments can be made fully rigorous and cast in a more general setting

as is shown in the important book by Adler and Taylor [AT09]. We repeat here the foundational

Kac-Rice result from that work which is central to our complexity calculations in the coming chapters.

Theorem 2.1 ([AT09] Theorem 12.1.1) . Let M be a compact , oriented, N-dimensional C 1 manifold

with a C 1 Riemannian metric g . Let φ :M→RN and ψ :M→RK be random fields on M. For an open set

A ⊂RK for which ∂A has dimension K −1 and a point u ∈RN let

Nu ≡ ∣∣{x ∈M | φ(x) =u, ψ(x) ∈ A}
∣∣ . (2.27)

Assume that the following conditions are satisfied for some orthonormal frame field E:

(a) All components of φ, ∇Eφ, and ψ are a.s. continuous and have finite variances (over M).

(b) For all x ∈M, the marginal densities px of φ(x) (implicitly assumed to exist) are continuous at u.

(c) The conditional densities px (·|∇Eφ(x),ψ(x)) of φ(x) given ψ(x) and ∇Eφ(x) (implicitly assumed to

exist) are bounded above and continuous at u, uniformly in M.

(d) The conditional densities px (·|φ(x) = z) of det(∇E jφ
i (x)) given are continuous in a neighbourhood of

0 for z in a neighbourhood of u uniformly in M.

(e) The conditional densities px (·|φ(x) = z) are continuous for z in a neighbourhood of u uniformly in M.
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(f) The following moment condition holds

sup
x∈M

max
1⩽i , j⩽N

E

{∣∣∣∇E jφ
i (x)

∣∣∣N
}
<∞ (2.28)

(g) The moduli of continuity with respect to the (canonical) metric induced by g of each component of ψ,

each component of φ and each ∇E jφ
i all satisfy, for any ε> 0

P(ω(η) > ε) = o(ηN ), as η ↓ 0 (2.29)

where the modulus of continuity of a real-valued function G on a metric space (T,τ) is defined as (c.f.

[AT09] around (1.3.6))

ω(η) := sup
s,t :τ(s,t )⩽η

|G(s)−G(t )| (2.30)

Then

ENu =
∫
M
E
{|det∇Eφ(x)|1{ψ(x) ∈ A} | φ(x) =u

}
px (u)Volg (x) (2.31)

where px is the density of φ and Volg is the volume element induced by g on M.

Note the greater generality of this theorem compared to the heuristic derivation above. The

required result for complexity can be obtained as a special case by taking φ=∇ψ and u= 0.

2.3 Supermathematics

Grassmann variables are entirely algebraic objects defined by an anti-commutation rule. Let {χi }i be a

set of Grassmann variables, then by definition

χiχ j =−χ jχi , ∀i , j . (2.32)

The complex conjugates χ∗i are separate objects, with the complex conjugation unary operator ∗

defined so that
(
χ∗i

)∗ = −χ∗i , and Hermitian conjugation is then defined as usual by χ† = (χT )∗.

The set of variables {χi ,χ∗i }N
i=1 generate a graded algebra over C. Mixed vectors of commuting and

anti-commuting variables are called supervectors, and they belong to a vector space called superspace.

The integration symbol
∫

dχi dχ∗ is defined as a formal algebraic linear operator by the properties∫
dχi = 0,

∫
dχi χ j = δi j , (2.33)

and these are called Berezin integrals. Functions of the the Grassmann variables are defined by their

formal power series, e.g.

eχi = 1+χi + 1

2
χ2

i + . . . = 1+χi (2.34)

where the termination of the series follows from χ2
i = 0 ∀i , which is an immediate consequence of

(2.32). From this it is apparent that (2.33), along with (2.32), is sufficient to define Berezin integration
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over arbitrary functions of arbitrary combinations of Grassmann variables. Finally we establish our

notation for supersymmetric (or graded) traces of supermatrices. We will encounter supermatrices

of the form

M =
(

A B

C D

)

where A,D are square block matrices of commuting variables and B ,C are rectangular block matrices

of Grassmann variables. In this case, the graded trace is given by trgM =TrA−TrD and such matrices

are referred to as (B +F )× (B +F ), where A is shape B ×B and D is shape F ×F . We refer the reader

to [Efe96] for a full introduction to supersymmetric variables and methods.

Grassmann variables play an important role in quantum field theory and related fields [Pes18;

GSW12], being the algebraic representation of fermions, with bosons being represented by commut-

ing variables. As such, even in applications unrelated to quantum physics, the particle nomenclature

may be used; for example the diagonal blocks of the matrix M above may be referred to as bosonic

blocks and the off-diagonals referred to as fermionic blocks. There are important connections between

random matrix theory and quantum field theory in which the role of supersymmetry in both is made

quite plain [Ver04], but for the purposes of this thesis, Grassmann variables and supersymmetric

methods are simply mathematical tools that we use to compute certain random matrix quantities.

Supersymmetric methods provide a powerful way of computing random matrix determinants, which

in turn can have many applications to compute various quantities of interest [Ver04; Noc16]. We

will focus on two such applications that are used in chapters 3, 4 and 8.

Consider a random N ×N matrix X and suppose if has a limiting spectral measure µ with density

ρ and Stieljtes transform g . Given a density on X , an important question is to determine the spectral

density ρ, by the Stieljtes inversion formula, it is sufficient to compute g :

ρ(x) = 1

π
lim
ε→0

ℑg (x + iε). (2.35)

Let G(z) be the Stieljtes transform of the empirical spectral measure of X , i.e.

G(z) = 1

N

N∑
i=1

1

z −λi
(2.36)

where λi are the eigenvalues of X . G is a random function and for many matrix ensembles will have

the convergence property G → g weakly almost surely as N →∞. Similarly, G will typically have the

self-averaging property EG → g in the sense of deterministic functions. It follows that computing

ρ can be achieved by computing the leading order term in an asymptotic expansion for EG in the

limit N →∞. The key to this approach is that, if the average EG can be computed over the matrix

ensemble X , then the asymptotic analysis for large N can be performed on deterministic objects to

obtain ρ, rather than having to deal with asymptotics of random functions. To see the connection
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with random determinants and thence supersymmetry, we can rewrite

G(z) = 1

N

1

det(zI −X )

N∑
i=1

N∏
k ̸=i

(z −λk ) = 1

N

∂

∂j

∣∣∣∣
j=0

det(zI −X + jI )

det(zI −X )
(2.37)

where the first equality is a simple algebraic identity and the second follows from the product rule of

differentiation. It follows that computing EG is equivalent to computing the random matrix average

E
det(zI −X + jI )

det(zI −X )
(2.38)

followed by some differentiation. Note that this ‘trick’ involving the introduction of the dummy

variable j is widely used as well in the perturbation theory approach to quantum field theory [Pes18].

We have seen in the previous section that random matrix determinants are to be expected for

example in complexity calculations, i.e. one needs to compute E|det X | for a random N ×N matrix

X , and doing so in the large N limit may be sufficient. The presence of the absolute value here is a

particular nuisance, but just like the Stieljtes transform above, ratios of determinants can be used to

provide an alternate formulation:

|det X | = (det X )2

(
p

det X )2
= det X det Xp

det X
p

det X
(2.39)

where the principal branch of the square root is taken.

The general challenge here is to compute expectations of ratios of integer and half integer powers

of random matrix determinants. This topic has been much explored in the literature, see e.g. [Fyo05;

Ver04; Noc16; Noc17]. The role of supersymmetric methods in this approach stems from a familiar

change of variables result. For a non-singular Hermitian N ×N matrix X

1

(−i )NπN

∫
RN

dze−izT Xz = 1p
det X

(2.40)

where the determinant is the simply the Jacobian of the transformation from variables z to X 1/2z.

Similarly, using complex integration variables one can obtain

1

(2π)N

∫
CN

dzdz∗e−iz† Xz = 1

det X
. (2.41)

The final ingredient is to use Grassmann integration variables to obtain an analogous expression for

det X , as opposed to powers of its reciprocal. Indeed, by introducing Grassmann variables χi ,χi∗
and a Berezin integral, we obtain

1

(−i )N

∫ N∏
i=1

dχi dχ∗i e−iχ† Xχ = det X . (2.42)

Rather than a change of variable result from multivariate calculus, this result is proved by expanding

the exponential. Recall that
∫

dχi 1 = 0, so the only therm in the exponential expansion that can
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be non-zero after Berezin integration are those that contain each χi and χ∗i at least once. But also,

since χ2
i = 0 = (χ∗i )2, the only non-zero terms are those that contain each χi ,χ∗i exactly once, hence∫ N∏

i=1
dχi dχ∗i e−iχ† Xχ = 1

N !

∫ N∏
i=1

dχi dχ∗i (−iχ†Xχ)N

= (−i )N 1

N !

∫ N∏
i=1

dχi dχ∗i
N∑

j1,k1,..., jN ,kN=1
χ∗j1

X j1k1χk1 . . .χ∗jN
X jN kNχkN (2.43)

The only non-zero terms from the sum must have j1, . . . , jN equal to a permutation of 1, . . . , N and

similarly k1, . . . ,kN , so we can write∫ N∏
i=1

dχi dχ∗i e−iχ† Xχ = (−i )N 1

N !

∫ N∏
i=1

dχi dχ∗i
∑

σ,τ∈SN

χ∗σ(1)Xσ(1)τ(1)χτ(1) . . .χ∗σ(N )Xσ(N )τ(N )χτ(N ).

(2.44)

Re-indexing the sum over the symmetric group by defining σ=σ′ ◦τ, we see that the sum over τ

can be rendered trivial, giving just a constant factor of N !, so∫ N∏
i=1

dχi dχ∗i e−iχ† Xχ = (−i )N
∫ N∏

i=1
dχi dχ∗i

∑
σ′∈SN

χ∗σ′(1)Xσ′(1)1χ1 . . .χ∗σ′(N )Xσ′(N )NχN . (2.45)

Finally, the Grassmann terms must be commuted to render them in the correct order to agree with

the differentials, i.e.∫ N∏
i=1

dχi dχ∗i e−iχ† Xχ = (−i )N
∫ N∏

i=1
dχi dχ∗i

1∏
j=N

χ∗j χ j
∑
σ∈SN

sgn(σ)
N∏

k=1
Xσ(k)k = (−i )N det X . (2.46)

To conclude, ratios of certain powers of random matrix determinants can be written as Gaussian

integrals over supersymmetric (i.e. mixed commuting and Grassmann) vectors. While this may seem

at first like an increase in complexity, the supersymmetric representations have certain advantages,

such as linearity since e−iφ†(X+Y )φ = e−iφ† Xφe−iφ†Y φ. For example, if X and Y are independent,

then a supersymmetric representation allows E|det(X +Y )| to be computed as two separate and

independent expectations of X and Y . It is this linearisation effect of supersymmetric representations

that is at the heart of its application to many calculations, including those in chapters 3 and 4. In all

applications of the supersymmetric method in random matrix theory, the random matrix calculation

is reduced to ‘simply’ Ee−iTrX K where the matrix K =φφ† +χχ† for some commuting vector φ and

Grassmann χ of dimension N . The distribution of X is then encoded in this Fourier transform

like object, and the remainder of the calculation is then an exercise in evaluating supersymmetric

integrals. In the case of the GOE, this average is particular easy to compute:

Ee−iTrX K = N N

(2π)N /2

∫
d X exp

{
−N

2
TrX 2 − iTrX K

}
= N N

(2π)N /2

∫
d X exp

{
−N

2
Tr

(
X + i

1

N
K

)2

− 1

2N
TrK 2

}
== e−

1
2N TrK 2

. (2.47)
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The final technique we need to introduce for supersymmetric methods is the Hubbard-Stratonovich

transformation. Consider complex commuting integration variables φ ∈CN and Grassmann variables

χ. Then Tr(φφ† +χχ†)2 = trgQ2 where

Q =
(
φ†φ φ†χ

χ†φ χ†χ

)
. (2.48)

The Hubbard-Stratonovich transformation introduces a 2×2 matrix integration variable σ which is

of the same supersymmetric 1+1 type as Q then

e−
1

2N trgQ2 =
∫

dσ e−
N
2 trgσ2−iψ†σψ (2.49)

where

ψ=φ⊗
(

1

0

)
+χ⊗

(
0

1

)
. (2.50)

The power of the Hubbard-Stratonovich transformation is that it linearises the dependence of

the supersymmetric integrand on the supersymmetric N-dimensional vectors at the cost only

of introducing an integral over an extra 2×2 (or in general k ×k) supersymetric matrix. In many

calculations, this transformation makes the N-dimensional supersymmetric integral easy to compute,

leaving only an integration of a fixed number of supersymmetric variables, which is precisely the

conditions required for applying standard techniques from asymptotic analysis for N →∞.

2.4 Large deviations principles

Consider as an example a N ×N GOE matrix X normalised so that the semi-circular radius is 2. By

the very existence of such a compact limiting spectral density, eigenvalues greater than 2 or less than

−2 are in some sense unlikely for large N . Large deviations principles (LDPs) answer the question

of precisely how unlikely these eigenvalues are. Let λ1 ⩽ . . .⩽λN be the eigenvalues of X . The large

deviation event for λ1 is {λ1 < x} for x <−2, and similarly for λN is {λN > x} for x > 2. Fixing an

integer k⩾1 as N →∞ there are also the large deviations events {λk < x} for x <−2 (and similarly for

λN−k ). Formally, a large deviations principle for λk with speed α(N ) and rate function Ik (x) requires

limsup
N→∞

1

α(N )
logP(λk < x) =−Ik (x) for x ⩽−2, (2.51)

limsup
N→∞

1

α(N )
logP(λk ⩾ x) =−∞ for x ∈ (−2,2). (2.52)

For x ∈ (−2,2), if λk ⩾ x, then there is an non-empty interval (−2, x) in which there are at most

k eigenvalues, so this represents a configuration of eigenvalues for which the difference between

µ̂N and µ is not negligible, which must be extremely unlikely since µ̂N converges to µ. The large
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Figure 2.4: The samples show an example spectrum of a very large random matrix with only a small
number of eigenvalues less than −1.2. One can see that the empirical spectral density µ̂N deviates in
a non-negligible manner from µSC .

deviations principle encodes this as the infinity in (2.52), which says that {λk ⩾ x} is very much more

unlikely than even {λk <−2}. In the case of the GOE [ADG01; AAC13], α(N ) = N and

Ik (x) = kI1(x) =


k
2

∫ −2
x d z

p
z2 −4 , for x ⩽−2,

∞ otherwise.

Note that the infinity in (2.52) should be expected from the expression (2.10) of the eigenvalue

j.p.d.f. as e−N 2I[µ̂N ], since λk ⩾ x for x ∈ (−2,2) implies I[µ̂N ] > 0; figure 2.4 shows this argument

pictorially.

Indeed, this intuition is a good representation of the full rigorous argument to prove this LDP.

Note that that µ̂N is a random probability measure, so it appears as though µ̂N obeys a LDP with

speed N 2 and rate function something like I , where recall

I[µ] =
∫

dµ(λ)E(λ;µ) =
∫

dµ(λ)λ2 −
∫

dµ(λ)dµ(λ′) log |λ−λ′|.

This is in fact the case and was established in [AG97], where the rate function was found for for

β= 1,2,4 to be

Jβ[µ] = 1

2

(∫
dµ(λ)λ2 −β

∫
dµ(λ)dµ(λ′) log |λ−λ′|+ β

2
log

β

2
− 3

4
β

)
, (2.53)

which has a unique minimiser, with with value 0, among all probability measures on R at the semi-

circle measure with radius
√

2β . This fact alone is sufficient to establish (2.52) for the GOE. Indeed,
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consider the bounded Lipschitz distance on probability measure on R

dLi p (µ,ν) = sup
∥ f ∥Li p⩽1

∣∣∣∣∫ f (x)d(µ−ν)(x)

∣∣∣∣
where the supremum is taken over all Lipschitz function with Lipschitz constant at most 1. Using this

metric, one can define a ball Bε(µSC ) of radius ε centred on the minimiser µSC of J1. For x ∈ (−2,2),

if λk ⩾ x then

dLi p (µSC , µ̂N )⩾
∣∣∣∣∫ x

−2
dµSC (λ)− k

N

∣∣∣∣> ε
for all large enough N and for some fixed ε> 0 (independent of N ). So if λk ⩾ x, then µ̂N lies outside

the ball of radius ε centred on µSC , but since J1 has a unique minimiser, it follows that J1[µ̂N ] > δ
for all large enough N and for some δ> 0 (independent of N ), so the LDP on µ̂N yields the infinite

limit (2.52). The proof to establish the complementary limit (2.51) also makes use of the LDP on

µ̂N . The joint density p(λ1, . . . ,λN ) can be split as

p(λ1, . . . ,λN ) = p(λk+1, . . . ,λN ) f (λ1, . . . ,λk ;λk+1, . . . ,λN )

∝∆({λi }k
i=1)p(λk+1, . . . ,λN )exp

(
−N

k∑
j=1

{
λ2

j

2
−

∫
d µ̂N−k (λ) log |λ−λ j |

})
.

By placing all eigenvalues inside large ball of radius M , the left-over Vandermonde term ∆({λi }k
i=1)

can be bounded by 2M k2
, say. Since N is very large and k fixed, the LDP for the empirical spectral

density µ̂N−K of λk+1, . . . ,λN applies and µ̂N−k can be effectively replaced by µSC , incurring only an

error term suppressed by an LDP bound of size e−cN 2
for some constant c > 0. It then remain to

bound the contribution from eigenvalues outside the ball of radius M and to evaluate the supremum

over λ< x of
∫

dµSC (λ′) log |λ′−λ|− 1
2λ

2, which gives precisely the result Ik (x) stated above.

2.5 Random determinants

We have discussed how the supersymmetric method can be used in random determinant calcula-

tions such as EX log |det X | and this in fact provides the basis for much of our work with random

determinants arising in Kac-Rice formulae in chapters 3 and 4. In this section, we provide some

broader background on random determinant calculations using different techniques and for other

statistics.

A foundational work in random determinant calculations is [AAC13]. The focus of that work is

the calculation of the complexity of the basic spherical p-spin glass model. Let f : RN →R be the

spin glass and consider the following sets of points on the N-sphere:

{x ∈ SN | ∇ f (x) = 0, f (x) <
p

N u},

{x ∈ SN | ∇ f (x) = 0, f (x) <
p

N u, i (∇2 f (x)) = k},
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where i (·) is the index, which simply counts the number of negative eigenvalues of a real symmetric

matrix. For fixed N , note that these sets are almost surely finite and so one can unambiguously define

the following notions of complexity simply as the cardinality of these sets:

ECN (u) = |{x ∈RN | ∇ f (x) = 0, f (x) <
p

N u}|,
ECN ,k (u) = |{x ∈RN | ∇ f (x) = 0, f (x) <

p
N u, i (∇2 f (x)) = k}|,

The appropriateness of the scale
p

N of the upper bound on f will become apparent below. The

argument proceeds in the following steps:

1. Apply a Kac-Rice formula to express the complexity as integral involving the absolute value

of the determinant of a random Hessian:

ECN ,k (u) =
∫

SN
dx E

[
|det∇2 f |1{ f (x)⩽

p
N u}1{i (∇2 f (x)) = k} | ∇ f (x) = 0

]
px(0)

where px is the density of ∇ f at x.

2. Exploit spherical symmetry of the integrand to dispense with the integral over the N-sphere.

3. Use the covariance function of f to derive the joint distribution of f , its derivatives and its

Hessian. The derivatives must be taken parallel to the N-sphere, so the Hessian is an N−1×N−1

matrix. One discovers that ∇ f is independent of f and ∇ f , which greatly simplifies the above

expectation. Moreover, ∇2 f just has Gaussian entries and Gaussian conditioning laws can be

used to derive the distribution of ∇2 f | f (x) = y. One finds that it is a shifted GOE X − y I ,

where X is a standard GOE. In addition, ∇ f is an isotropic Gaussian vector with variance p.

4. The complexity is then given by

ECN ,k ∝
∫ u

−∞
d y e−

N y2

2 E
[|det(X − y I )| | 1{i (X − y I ) = k}

]
. (2.54)

5. The determinant simplifies greatly and can be written as a product over eigenvalues. Then the

expectation can be rewritten as

E
[|det(X − y I )| | 1{i (X − y I ) = k}

]∝ ∫
dλ1 . . .λN−1e−

N y2

2

N−1∏
j=1

e−
(N−1)λ2

j
2 ∆({λi }N−1

i=1 )
N−1∏
j=1

|λ j − y |

1{λ1 ⩽ . . .⩽ y ⩽λN−1}.

Note that from the above expression it is clear that
p

N is the correct scaling to make the

density of f agree with that of the eigenvalues of ∇2 f . With some re-scaling of variables, the

determinant and the Vandermonde terms combine to give an N ×N Vandermonde, so overall

ECN ,k (u) ∝P(λk ⩽ AN u)

with the probability taken over an N ×N GOE and for some constant AN . ECN ,k can then be

computed using a large deviations principle for the k-th eigenvalue of an N ×N GOE.
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6. CN can be derived from CN ,k by summing over all k.

In reality, the main results of [AAC13] and related work (such as our own) focus on computing the

leading order term in a large N asymptotic expansion of logE|det(X − y I )|, though in some cases it

is possible to compute the sharp leading order term in E|det(X − y I )|, as done in [AAC13] and also

in chapter 3. To state the precise results from [AAC13], we require the following definitions:

Θp (u) =


1
2 log(p −1)− p2−2

4(p−1) u2 − I1(u;E∞) if u ⩽−E∞,

1
2 log(p −1)− p−2

4(p−1) u2 if −E∞ ⩽ u ⩽ 0,

1
2 log(p −1) if 0⩾ u,

(2.55)

where E∞ = 2
√

p−1
p , and I1(·;E) is defined on (−∞,−E ] by

I1(u;E) = 2

E 2

∫ −E

u
(z2 −E 2)1/2d z =− u

E 2

√
u2 −E 2 − log

(
−u +

√
u2 −E 2

)
+ logE , (2.56)

and

Θp,k (u) =


1
2 log(p −1)− p−2

4(p−1) u2 − (k +1)I1(u;E∞) if u ⩽−E∞,

1
2 log(p −1)− p−2

p if u >−E∞.
(2.57)

Then we have the following limit results

lim
N→∞

1

N
logECN (u) =Θp (u), lim

N→∞
1

N
logECN ,k (u) =Θp,k (u). (2.58)

There are some important features to highlight about these results. Note that E∞ plays the

role of the left edge of the support of a semi-circle density which, of course, has its origin in the

GOE distribution of f ’s Hessian. In particular, note that Θp,k includes large deviations terms for u

below −E∞, the effective left edge of a semi-circle, but not above it. We also note the structure of

stationary points of f that is encoded in Θp and Θp,k for which we show plots in Figure 2.5. Negative

values of Θp,k (u) correspond to upper bounds on f below which it has ‘exponentially few’ stationary

points of index k i.e. effectively none. Positive values, by contrast, correspond to exponentially

many stationary points of index k. This therefore is the mathematical description of the ‘layered

structure’ of spin glass stationary points on which [Cho+15] and our results in chapters 3 and 4

depend. There exist critical values Ei
∞
i=1 such that Θp,i (−Ei ) = 0. For f below the critical value −E0,

there are effectively no stationary points of f . Between −E0 and −E1, there are exponentially many

local minima, but effectively no stationary points of any other index. Between −E1 and −E2 there

are exponentially many local minima and stationary points of index 1, but effectively none of any

higher indices. The final critical value is −E∞, above which stationary points of all indices are found

The quantity logECN , where the logarithm is taken after the expectation is known as the annealed

average, and so the corresponding complexity is known as the annealed complexity. The alternative
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4 3 2 1 0 1 2 3
u

4

3

2

1

0

1
H(u)
E

(a) Plot of ΘH .

2.5 2.4 2.3 2.2 2.1 2.0 1.9 1.8
u

1.25

1.00

0.75

0.50

0.25

0.00

0.25

0.50

H, 0(u)
H, 1(u)
H, 2(u)
H, 3(u)
E

(b) Plot of ΘH ,k k = 0,1,2,3.

Figure 2.5: Plots of the functions ΘH and ΘH ,k for H = 20.

is known as the quenched complexity, in which the expectation is taken after the logarithm. We shall

discuss the differences between the two below. The first few steps outlined above are quite general

and we shall see them repeated, mutatis mutandis, in chapters 3 and 4. The later steps, however, are

clearly highly specific to the precise conditional Hessian distribution of the spin-glass. In particular,

if the Hessian were a GOE shifted by a some matrix other than a multiple of the identity, then one

would be unable to so easily dispense with the eigenvector component of the matrix expectation.

Further, step 5 is an miraculous simplification wherein the conditional value of f is effectively

inserted as an extra eigenvalue of the GOE, so reducing the whole calculation to a tail probability

of the k-th eigenvalue of a GOE. We shall in chapters 3, 4 and 8 how supersymmetric techniques,

among others, can be be employed to generalise these steps in more complicated settings. In a

sequence of recent works [ABM21a; ABM21b; McK21] the question of random determinants was

considered for considered for very general random matrices. Indeed, there is every reason to believe

that the general framework developed particularly in [ABM21a] provides close to optimal conditions

under which the annealed average over absolute values of random matrix determinants can be

computed. The method developed in that work is, in essence, a rigorous mathematically justified

version of a general mathematical physics approach known as the Coulomb gas method [CFV16; For10].

Consider a random N ×N matrix X with (random) eigenvalues λ1, . . . ,λN , empirical spectral density

µ̂N and assume a limiting spectral density µ. Let us consider real symmetric X , but of course what

we describe can be equally well presented for Hermitian X . One can simply express the determinant

of X in terms of its eigenvalues alone and then use the definition of µ̂N to write

E|det X | = E
N∏

j=1
|λ j | = Eexp

{
N

∫
d µ̂N (λ) log |λ|

}
.

Recall from (2.10) that the eigenvalue density can be written in the form

p(λ1, . . . ,λN ) = 1

ZN
exp

(
−N 2

2
I[µ̂N ]

)
,
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so that

E|det X | = 1

ZN

∫
dλ1 . . .dλN exp

{
N

∫
d µ̂N (λ) log |λ|

}
exp

(
−N 2

2
I[µ̂N ]

)
.

Heuristically, the Laplace method can be applied to conclude that the dominant leading order

contribution to this integral as N →∞ comes from µ̂N in a small ball around µ, so

E|det X | ∼ exp

{
N

∫
dµ(λ) log |λ|

}
and then

1

N
logE|det X | ∼

∫
dµ(λ) log |λ|.

This approach gives solid intuition for the asymptotic behaviour of E|det X | in general, but is of

course only heuristic. In chapter 4, the Coulomb gas method plays an important part in the Kac-

Rice calculation of complexity, however we have to expend some effort to provide the rigorous

justification for its use in that particular case and these arguments are quite specific to the matrix

ensemble in question. The main theorems of [ABM21a] provide a general justification for the

Coulomb gas method, or really the result above that can be derived using it. The theorems are quite

general but rely on a number of technical conditions on the matrix ensemble and much of the effort

in that paper and its companions [ABM21b; McK21] is devoted to proving satisfaction of these

conditions for some particular matrix ensembles of interest. Interestingly, parts of the argument in

[ABM21a] are not dissimilar to the Laplace method heuristic above, as one of the key ingredients is

a condition on X giving good enough bounds on the convergence rate of µ̂N to Eµ̂N and Eµ̂N to µ.

At the time of writing, these results are the most general and powerful tools for calculating E|det X |,
however establishing satisfaction of their conditions is by no means straightforward so for some

matrix ensembles, less general techniques may be easier to apply.

We close this section by mentioning the differences between the annealed averages that we have

discussed in some detail and the alternative quenched averages. The Jensen-Shannon theorem gives

the inequality

E log |det X |⩽ logE|det X |

so the annealed average is an upper bound for the quenched average and likewise the annealed

complexity of a random function is an upper bound for the quenched complexity. The annealed

complexity has received much more attention in the literature, in part because it is more analytically

tractable. At least heuristically, one can see why this should be by just trying to repeat the simple

Coulomb gas argument above. Recall that the key to the argument’s success (and, in some real

sense, the success of [ABM21a]) is expressing |det X | as exp
(
N

∫
dm̂uN (λ) log |λ|). This expression,

written as a functional of µ̂N and in the form eN ... is exactly what is required for Laplace style

asymptotic analysis when combined with the eigenvalue density inside the expectation. By contrast,
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log |det X | = N
∫

d µ̂N (λ) log |λ|, which cannot be expressed in the above Laplace-amenable form.

[Ros+19] is an important recent work that begins the extension of the Kac-Rice approach to quenched

complexity via the non-rigorous replica method. The authors highlight that the quenched and

annealed complexities do not in general agree even to leading order and argue that the quenched

complexity is, in some sense, the better representation of a surface’s complexity. In chapters 3 and 4

in which annealed complexity calculations feature significantly, we use highly simplified statistical

physics models of much more complicated objects (deep neural networks), attempting to retain just

enough of the original structure to provide some insight while still having an analytically tractable

complexity. What’s more, the complexity itself, annealed or quenched, is just a static snapshot of

the already much simplified loss landscape, whereas real-world neural networks are trained over

some complex stochastic trajectory in parameter space. As with any model of a complex system,

these complexity calculations can only ever be expected to provide some limited insight into aspects

of the underlying system. Given that the models themselves are very simplified and a focus on

just their complexity is a considerable simplification of real training dynamics, we argue that the

distinction between annealed on quenched complexity in this context, while important, is not the

most significant factor affecting ecological validity.

Finally, we note that quantities other than the expectation of complexity (equivalently: absolute

values of determinants) have been considered. In the context of spherical p-spin glass considered

in [AAC13], the variance of the complexity is obtained in [Sub17] which is necessary to determine

whether the expected value is typical. The proofs in this case are much more technical than those for

the expectation and extensions to more complicated models such as those considered in Chapters 3

and 4 appears out of reach.

2.6 Free probability

Free probability theory is a rich and deep field describing probability distributions on non-commuting

algebras. The notation of freeness itself provides the generalisation of the concept of independence

from standard probability theory to non-commuting algebras. The theory extends beyond the bound-

aries of random matrix theory to probability distributions on more general algebras [VDN92], but

its connection to random matrix theory is immediately clear: random matrices are non-commuting

objects endowed with probability distributions. For the purposes of this thesis, we will need only a

basic introduction to free probability in the context of random matrices.

Consider two N × N real matrices A and B , where A is random and B may be random or

deterministic. Suppose that A is rotationally invariant, i.e. its eigenvectors follow Haar measure on

the orthogonal group. A is then said to be in general position compared to B , which means roughly

that there is entirely no correlation or dependence between their eigenspaces. In this case, A and

B can be shown to be free independent of each other. Suppose that both A and B have limiting

spectral measures µ and ν respectively and let C = A+B . Since A and B are free independent, it is
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known [VDN92; AGZ10] that C has the limiting spectral measure µ⊞ν, which is known as the free

additive convolution between the measures µ and ν. To define the free additive convolution, we must

introduce some integral transforms. Let gµ, gν be the Stieljtes transforms of µ and ν and let Bµ = g−1
µ

and Bν = g−1
ν be their inverses. The R-transforms are then defined as Rµ(z) = Bµ(z)− z−1 and

Rν(z) = Bν(z)− z−1. The R-transforms play the role of Fourier transforms for probability measures,

as one has the result

Rµ⊞ν = Rµ+Rν. (2.59)

In fact, one must take care with the definitions of these transforms. The above expressions are just a

consequence of their true definitions as formal power series in the complex plane.

The Stieljtes transform of a measure is given by the power series

gµ(z) = ∑
n⩾0

m(µ)
n z−(n+1) (2.60)

where m(µ)
n = ∫

dµ(x) xn is the n-th moment of µ (likewise for ν). The R-transform of a measure is

defined as a formal power series [AGZ10]

Rµ(z) =
∞∑

n=0
k(µ)

n+1zn (2.61)

where k(µ)
n is the n-th cumulant of the measure µ. It is known [AGZ10] that k(µ)

n =C (µ)
n where the

functional inverse of the Stieljtes transform of the measure is given by the formal power series

Bµ(z) = 1

z
+ ∑

n=1
C (µ)

n zn−1. (2.62)

So the key result (2.59) is really a statement about the cumulants of µ,ν and µ⊞ν, namely

k(µ⊞ν)
n = k(µ)

n +k(ν)
n .

There is a useful relation between cumulants and moments which can be found, for example, in

the proof of Lemma 5.3.24 in [AGZ10]:

mn =
n∑

r=1

∑
0⩽i1,...,ir⩽n−r
i1+...+ir =n−r

kr mi1 . . .mir . (2.63)

The final concept we need from free probability theory is subordination functions. Given measures

µ,ν there exists a subordination function ω :C→C such that gµ⊞ν(z) = gν(ω(z)) [Bia97]. Depending

on the context, the subordination function formulation relating µ⊞ν to µ and ν can prove more

convenient than the formulation via sums of R-transforms, see e.g. [Bia97; CD16] and chapter 8

below.

We conclude this briefest of introduction to free probability by providing a few concrete results

for integral transforms of the a specific measure, namely the semi-circle µSC with density ρSC (x) =
π−1

p
2−x2 . We shall include the calculations as we have been repeatedly frustrated to find them

absent from the literature. Henceforth µ=µSC and we will drop all µ and SC labels.
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Stieltjes transform For odd n clearly mn = 0 by the symmetry of the semi-circle measure. Now

consider the even moments:

m2n =π−1
∫

d x x2n
√

2−x2 = 21+nπ−1
∫ π/2

−π/2
dθcos2θ sin2n θ

= 21+nπ−1
∫ π/2

−π/2
dθ(sin2n θ− sin2(n+1)θ) (2.64)

The trigonometric integrals are standard exercises in basic calculus2:∫ π/2

−π/2
dθ sin2n θ =π2n −1

2n

2n −3

2n −2
. . .

1

2
(2.65)

so

m2n = 21+n 2n −1

2n

2n −3

2n −2
. . .

1

2

(
1− 2n +1

2n +2

)
= 21+n 2n −1

2n

2n −3

2n −2
. . .

1

2

1

2n +2
. (2.66)

Thus we have the Stieltjes transform

g (z) =
∞∑

n=0
z−(2n+1)21+n 1

2n +2

2n −1

2n

2n −3

2n −2
. . .

1

2

= z
∞∑

n=0

(
z2

2

)−(n+1)
1

2n +2

2n −1

2n

2n −3

2n −2
. . .

1

2

= z
∞∑

n=0

(
z2

2

)−(n+1)
1

(n +1)!

(2n −1)(2n −3) . . .1

2n+1

= z
∞∑

n=0

(−z2

2

)−(n+1)
1

(n +1)!

(2n −1)(2n −3) . . .1

2n+1 (−1)n+1 (2.67)

and we can now identity the Taylor expansion of a familiar function, so

g (z) = z

(
1−

√
1− 2

z2

)
= z −

√
z2 −2 . (2.68)

For a general semi-circle with radius r , we can thence immediately write down its Stieltjes transform

2

r

(
z −

√
z2 − r 2

)
(2.69)

where the pre-factor comes simply from the appropriate normalisation of the density
p

r 2 −x2

relative to
p

2−x2 . Inverting this Siteltjes transform is simple. Let y(z) = g−1
r (z), then

r z = 2y −2
√

y2 − r 2

⇐⇒ 4y2 −4r 2 = 4y2 −4zr y + z2r 2

⇐⇒ g−1
r (z) = y(z) = 1

z
+ r z

4

from which it follows that Rr (z) = r z
4 .

2The usual approach is to write sin2n θ = sin2n−2 θ−cos2 θ sin2n−2 θ, apply integration by parts to the second term
and then iterate.
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2.7 Local laws and universality

Earlier in this chapter, we introduced the Wigner surmise and the rough notion of local universality

in random matrices. This section provides further details about universality, with particular emphasis

on the rather stunning sequence of papers beginning around [EYY12] that are well on the way to

answering quite definitively the question of local universality.

Broadly speaking, universality refers to the phenomenon that certain properties of special

random matrix ensembles (such as the GOE) remain true for more general random matrices that

share some key feature with the special ensembles. For example, the Wigner semicircle is the limiting

spectral density of the Gaussian Wigner ensembles, i.e. matrices with Gaussian entries, independent

up to symmetry (symmetric real matrices, Hermitian complex matrices) [Meh04]. The Gaussian

case is the simplest to prove, and there are various powerful tools not available in the non-Gaussian

case, however the Wigner semicircle has been established as the limiting spectral density for Wigner

matrices with quite general distributions on their entries [AGZ10; Tao12]. While surprisingly general

is some sense, the Wigner semicircle relies on independence (up to symmetry) of matrix entries, a

condition which is not typically satisfied in real systems. The limiting form of the spectral density

of a random matrix ensemble is a macroscopic property, i.e. the matrix is normalised such that the

average distance between adjacent eigenvalues is on the order of 1/
p

N , where N is the matrix size.

At the opposite end of the scale is the microscopic, where the normalisation is such that eigenvalues

are spaced on a scale of order 1; at this scale, random matrices display a remarkable universality.

For example, any real symmetric matrix has a set of orthonormal eigenvectors and so the set of all

real symmetric matrices is closed under conjugation by orthogonal matrices. Wigner conjectured

that certain properties of GOE matrices hold for very general random matrices that share the same

(orthogonal) symmetry class, namely symmetric random matrices (the same is true of Hermitian

random matrices and the unitary symmetry class). The spacings between adjacent eigenvalues should

follow a certain explicit distribution, the Wigner surmise, and the eigenvectors should be delocalised,

i.e. the entries should all be of the same order as the matrix size grows. Both of these properties are

true for the GOE and can be proved straightforwardly with quite elementary techniques. Indeed,

in the case of 2×2 GOE, it is a standard first exercise in random matrix theory to prove that the

eigenvalue spacing distribution is precisely the Wigner surmise (for N ×N GOEs it is only a good

approximation and improves as N →∞). Microscopic random matrix universality is known to be far

more robust than universality on the macroscopic scale. Indeed, such results are well established for

invariant ensembles and can be proved using Riemann-Hilbert methods [Dei99]. For more general

random matrices, microscopic universality has been proved by quite different methods in a series of

works over the last decade or so, of which a good review is [EY17a]. Crucial in these results is the

notion of a local law for random matrices. The technical statements of some local laws are given

below, but roughly they assert that the spectrum of a random matrix is, with very high probability,

close to the deterministic spectrum defined by its limiting spectral density (e.g. the semicircle law
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for Wigner matrices). Techniques vary by ensemble, but generally a local law for a random matrix

ensemble provides the control required to demonstrate that certain matrix statistics are essentially

invariant under the evolution of the Dyson Brownian motion. In the case of real symmetric matrices,

the Dyson Brownian motion converges in finite time to the GOE, hence the statistics preserved

under the Dyson Brownian motion must match the GOE. The n-point correlation functions of

eigenvalues are one such preserved quantity, from which follows, amongst other properties, that the

Wigner surmise is a good approximation to the adjacent spacings distribution. The process we have

just outlined is known as the ‘three step strategy’, which we now state in its entirety for real Wigner

matrices, though the essence of the strategy is much more general.

1. Establish a local semi-circle law for the general Wigner ensemble X .

2. Universality for Gaussian divisible ensembles. Consider a random matrix X t = e−t/2X +p
1−e−t G , where G is a standard GOE matrix. One must show that X t has universality for

t = N−τ for any 0 < t au < 1. The clearest interpretation of this result is that, as X evolves

under a matrix Ornstein-Uhlenbeck process, its local eigenvalue statistics have ‘relaxed’ to

those of the GOE after any timescales greater than N−1. Concretely this process is

d X t = 1p
N

dBt − 1

2
X t d t

where Bt is a standard symmetric Brownian motion and the initial data is X0 = X . The local

law on X is a key ingredient in establishing this result.

3. Approximation by a Gaussian divisible ensemble. This final step, sometimes called the ‘com-

parison step’, has to show that the local statistics of the matrix X can be well approximated by

those of the Gaussian divisible ensemble X t for short times scale N−τ where τ< 1. Combining

with step 2, one then obtain universality for X .

We now make the preceding statements about correlation functions precise, following the

treatment in [EY17b]. For an N ×N matrix X , let p(k)
N be its k-point correlation function, i.e.

p(k)
N (x1, . . . , xk ) =

∫
dλk+1 . . .dλN pN (x1, . . . , xk ,λk+1, . . . ,λN )

where pN is simply the symmetrised joint probability density of the eigenvalues of X (i.e. the joint

density of the unordered eigenvalues). Assume that X has a limiting spectral density ρ with compact

support and is normalised so that it the support is [−p2 ,
p

2 ]. Assume also that the symmetry group

of X is O(N ), i.e. X is real-symmetric. One statement of spectral universality for X is that for any

κ> 0 and for any E ∈ [−p2 +κ,
p

2 −κ] we have

lim
N→∞

1

ρ(E)k

∫
Rk

dαF (α)p(n)
N

(
E + α

Nρ(E)

)
=

∫
Rk

dαF (α)q (k)
GOE (α)
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for any smooth and compactly supported function F : Rk → R. Here q (k)
GOE is simply the k-point

correlation function for a GOE scaled so that its semi-circular radius is
p

2 . This is so-called spectral

universality in the bulk. From this statement, the local nature of spectral universality is quite plain.

One fixes some location inside the bulk of the limiting spectral density of X , referred to as an energy

E3, then ones takes an fixed number k of eigenvalues and looks at their marginal joint probability

density in a region of the spectrum centred tightly on E . As the matrix size N diverges, so the small

region around E shrinks and the joint distribution of the k eigenvalues in the small region converges

to simply the joint distribution of k eigenvalues of a standard GOE matrix. Note that the ‘small

region’ around the location E in the spectral bulk has a precisely prescribed scaling of 1/N , which is

the scaling so that, with overwhelming probability, the number of eigenvalues in the small region is

of order 1. Spectral universality as presented above is clearly good deal stronger than the Wigner

surmise and is describing at least a similar phenomenon. We can go further however, an consider a

different formulation of spectral universality that is a direct generalisation of the Wigner surmise,

namely spectral gap universality in the bulk. Of course, we note that all of the above has been stated

for real symmetric matrices and the GOE, but could equally well have been stated for Hermitian

matrices and the GUE.

For an 0 <α< 1 and any integers r, s ∈ [αN , (1−α)N ]

lim
N→∞

∣∣∣∣EX F
(
Nρ(λr )(λr −λr+1), . . . , Nρ(λr )(λr −λr+k )

)
−EGOE F

(
NρSC (λs)(λs −λs+1), . . . , NρSC (λs)(λs −λs+K )

)∣∣∣∣= 0

where F is an arbitrary function as before. These two formulations of spectral universality are known

to be equivalent [EY17b]. To recover the Wigner surmise, take n = 1 and then one obtains

lim
N→∞

∣∣∣∣EX F
(
Nρ(λr )(λr −λr+1)

)−EGOE F
(
NρSC (λs)(λs −λs+1)

)∣∣∣∣= 0. (2.70)

Note that ρSC (λs)N is precisely the scaling required around λs to bring the GOE eigenvalues onto

the scale on which the mean spacing is unity, thus for large N

EGOE F
(
NρSC (λs)(λs −λs+1)

)= ∫
drρWigner(r )F (r )+o(N ),

and so (2.70) is indeed the precise statement of the universality of the Wigner surmise for X .

There are several forms of local law, but all provide high probability control on the error between

the (random) matrix Green’s function G(z) = (z −X )−1 and certain deterministic equivalents. In all

cases we use the set

S = {
E + iη ∈C | |E |⩽ω−1, N−1+ω⩽ η⩽ω−1} (2.71)

3The physics terminology is due to the historical origins of spectral universality in the Wigner surmise within the
context of random matrix models for quantum mechanical Hamiltonians.
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for ω ∈ (0,1) and the local law statements holds for all (large) D > 0 and (small) ξ> 0 and for all large

enough N . The averaged local law states:

sup
z∈S

P

(∣∣∣∣ 1

N
TrG(z)− gµ(z)

∣∣∣∣> Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D . (2.72)

The isotropic local law states:

sup
∥u∥,∥v∥=1,z∈S

P

(
|uT G(z)v− gµ(z)| > Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D . (2.73)

The anisotropic local law states:

sup
∥u∥,∥v∥=1,z∈S

P

(
|uT G(z)v−uTΠ(z)v| > Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D (2.74)

where Π(·) is an N ×N deterministic matrix function on C. The entrywise local law states:

sup
z∈S,1⩽i , j⩽N

P

(
|Gi j (z)−Πi j (z)| > Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D . (2.75)

The anisotropic local law is a stronger version of the entrywise local law. The anisotropic local

law is a more general version of the isotropic local law, which can be recovered in the isotropic

case by taking Π= gµI . The entrywise local law can also be applied in the isotropic case by taking

Π= gµI . The averaged local law is weaker than all of the other laws. General Wigner matrices are

known to obey isotropic local semi-circle laws [ES17]. Anisotropic local laws are known for general

deformations of Wigner matrices and general covariance matrices [KY17] as well as quite general

classes of correlated random matrices [EKS19].

Local universality is not limited to the eigenvalues of random matrices. Recall that the eigen-

vectors of the canonical Gaussian orthogonal, unitary and symplectic ensembles are distributed

with Haar measure on their respective symmetry groups. We have seen the precise and deep sense

in which the eigenvalues of very general random matrices are similar to those of the very special

canonical Gaussian orthogonal ensemble of the same symmetry class, but what of the eigenvectors?

Is there some precise sense in which the eigenvectors of quite general random matrices are similar

to Haar-distributed sets of vectors on their corresponding symmetry group? The first steps in this

direction can be found in [BY17] where quantum unique ergodicity (QUE) is proved for generalised

Wigner matrices. It is well known that the eigenvectors of quite general random matrices display a

universal property of delocalisation, namely

|uk |2 ∼
1

N
(2.76)

for any component uk of an eigenvector u. Universal delocalisation was conjectured by Wigner

along with the Wigner surmise for adjacent eigenvalue spacing. QUE states that the eigenvectors of
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a random matrix are approximately Gaussian in the following sense ([BY17] Theorem 1.2):

sup
||q||=1

sup
I⊂[N ],
|I |=n

∣∣∣EP
((

N |qTuk |2
)

k∈I

)−EP
((|N j |2

)n
j=1

)∣∣∣⩽ N−ε,

for large enough N , whereN j are i.i.d. standard normal random variables, (uk )N
k=1 are the normalised

eigenvectors, P is any polynomial in n variables and ε > 0. Note that the set I in this statement

is a subset of [N ] ≡ {1,2, . . . , N } of fixed size n; n is not permitted to depend on N . Recall from

earlier in this chapter, around (2.20), that fixed size subsets of Haar distributed eigenvectors of large

random matrices can be well approximated by vectors of independent Gaussian entries. Note that

the statement of QUE given above is of precisely the same character
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3
Neural networks with general activation functions

The content of this chapter was published first as a pre-print in April 2020 (https://arxiv.org/

abs/2004.03959) and later as a journal article: “The loss surfaces of neural networks with general

activation functions”. Nicholas P Baskerville, Jonathan P Keating, Francesco Mezzadri and Joseph

Najnudel. Journal of Statistical Mechanics: Theory and Experiment, 2021(6):064001, 2021.

NPB suggested general activation functions as a focus, performed all of the calculations and

experiments and wrote the paper. The other authors contributed ideas for possible approaches,

provided feedback on results throughout and made small revisions to the drafts. Anonymous

reviewers spotted some minor errors, advised on changes of presentation and provided useful

references.

3.1 Introduction

3.1.1 Multi-layer perceptron neural networks

Let f :R→R be a suitably well-behaved (e.g. differentiable almost everywhere and with bounded

gradient) non-linear activation function which is taken to applied entry-wise to vectors and matrices.

We study multi-layer perceptron neural networks of the form

y(x) = f (W (H) f (W (H−1) f (. . . f (W (1)x) . . .))) (3.1)

where the input data vectors x lie in Rd and the weight matrices {W (ℓ)}H
ℓ=1 have any shapes compatible

with x ∈Rd and y(x) ∈Rc . As discussed in Chapter 1, the matrices W (ℓ) are parameters of the neural

network f and in practice they will be randomly initialised with some standard distribution and then

“learned” using some gradient descent algorithm on a data set. Their shapes are essentially arbitrary

up-to compatibility constraints and the choice of hidden layer widths (i.e. the number of rows in each
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W ℓ)) is an engineering decision unique to each concrete application. Note that, as in [Cho+15], we

do not consider biases in the network.

3.1.2 Outline of results and methods

Following [Cho+15], we view y as a random function over a high-dimensional weight-space and

explore its critical points, i.e. vanishing points of its gradient. The randomness will come from

taking the input data to be random. We define the following key quantities1:

Ck,H (u) =expected number of critical points of y of index k taking values at most u, (3.2)

CH (u) =expected number of critical points of y taking values at most u. (3.3)

In Section 3.2 we make precise our heuristic definitions in (3.2)-(3.3). Following [AAC13] we

obtain precise expressions for Ck,H and CH as expectations under the Gaussian Orthogonal Ensemble

(GOE) and use them to study the asymptotics in the large-network limit. Our results reveal almost

the same ‘banded structure’ of critical points as first found in [Cho+15]. In particular we establish

the existence of the same critical values E0 > E1 > ... > E∞ such that, with overwhelming probability,

critical points taking (scaled) values in (−Ek ,−Ek+1) have index at-most k +2, and that there are

exponentially many such critical points. We further obtain the exact leading order terms in the

expansion of CH (u), this being the only point at which the generalised form of the activation function

f affects the results. In passing, we also show that the network can be generalised to having any

number of output neurons without much affecting the calculations of [Cho+15] who only consider

single-output networks.

In Section 3.2 we extend the derivation of [Cho+15] to general activation functions by leveraging

piece-wise linear approximations, and we extend to multiple outputs and new loss functions with a

simple extension of the corresponding arguments in [Cho+15]. In Section 3.4 we obtain expressions

for the complexities Ck,H ,CH using a Kac-Rice formula as in [AAC13; FW07; Fyo04] but are forced

to deal with a perturbed GOE matrix, preventing the replication of the remaining calculations in

that work. Instead, in Section 3.5 we use the supersymmetric method following closely the work of

[Noc16; FN15] and thereby reach the asymptotic results of [AAC13] by entirely different means.

3.2 Neural networks as random functions

In this section we show that, under certain assumptions, optimising the loss function of a neural

network is approximately equivalent to minimising the value of a random function on a high

dimensional hypersphere, closely related to the spin glass. Our approach is much the same as

[Cho+15] but is extended to a general class of activation functions and also to networks with multiple

output neurons.
1Recall that the index of a critical points is the number of negative eigenvalues of the Hessian at that point.
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3.2.1 Modelling assumptions

We make the following assumptions, all of which are required for the specific analytic framework of

the results in this chapter and are taken either exactly from, or by close analogy with [Cho+15]. We

defer a discussion of their plausibility and necessity to Section 3.2.4.

1. Components of data vectors are i.i.d. standard Gaussians.

2. The neural network can be well approximated as a much sparser2 network that achieves very

similar accuracy.

3. The unique weights of the sparse network are approximately uniformly distributed over the

graph of weight connections.

4. The activation function is twice-differentiable almost everywhere in R and can be well approx-

imated as a piece-wise linear function with finitely many linear pieces.

5. The action of the piece-wise linear approximation to the activation function on the network

graph can be modelled as i.i.d. discrete random variables, independent of the data at each

node, indicating which linear piece is active.

6. The unique weights of a the sparse neural network lie on a hyper-sphere of some radius.

Remark 3.1. An alternative to assumption 5 would be to take the activation function to be random (and

so too its piece-wise linear approximation). In this paradigm, we consider the ensuing analysis of this

chapter to be a study of the mean properties of the induced ensemble of neural networks. Resorting to

studying mean properties of complicated stochastic systems is a standard means of simplifying the

analysis. We do not develop this remark further, but claim that the following calculations are not

much affected by switching to this interpretation.

3.2.2 Linearising loss functions

In [Cho+15] the authors consider networks with a single output neuron with either L1 or hinge loss

and show that both losses are, in effect, just linear in the network output and with positive coefficient,

so that minimising the loss can be replaced with minimising the network output. Our ensuing

analysis can just as well be applied to precisely these situations, but here we present arguments

to extend the applicability to multiple output neurons for L1 regression loss and the widely-used

cross-entropy loss [JC17] for classification.

L1 loss. The L1 loss is given by

LL1 (y(X),Y ) :=
c∑

i=1
|yi (X)−Yi | (3.4)

2As in [Cho+15], a network with N weights is sparse if it has s unique weight values and s ≪ N .
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where X is a single random data vector and Y a single target output. Following [Cho+15], we assume

that the absolute values in (3.4) can be modelled by using Bernoulli random variables, Mi say,

taking values in {−1,1}. Precisely, we replace |yi (X)−Yi | with Mi (yi (X)−Yi ), so that the Bernoulli

variables Mi model which section of the absolute value function yi (X)−Yi lies in. We do not expect

X ,Y and the Mi to be independent, however it may be reasonable to assume that X and the Mi

are conditionally independent conditioned on Y . We then have

EM |Y LL1 (y(X),Y ) = EM |Y
c∑

i=1
Mi (yi (X)−Yi ) =

c∑
i=1

(2πi −1)yi (X)−
c∑

i=1
EM |Y Mi Yi

=
c∑

i=1
(2πi −1)yi (X)−

c∑
i=1

(2πi −1)Yi (3.5)

where the Mi are Bernoulli random variables with P(Mi = 1) =πi . Observe that the second term in

(3.5) is independent of the parameters of the network.

Cross-entropy loss. The cross-entropy loss is given by

Lentr(y(X),Y ) :=−
c∑

i=1
Yi log

(
SM[y(X)]i

)
(3.6)

where SM is the soft-max function:

SM :Rc →Rc ,

z 7→ exp(z)∑m
i=1 exp(zi )

(3.7)

and exp(·) is understood to be applied entry-wise. Note that we are applying the standard procedure

of mapping network outputs onto the simplex ∆c−1 to allow us to calculate a mutual entropy.

Restricting to c-class classification problems and using one-hot label vectors [Inc20], we obtain

Lentr(y(X),Y ) =−
c∑

i=1
Yi

{
yi (X)− log

(
c∑

j=1
exp(y j (X))

)}
(3.8)

We note that classification networks typically produce very ‘spiked’ soft-max outputs [Guo+17],

therefore we make the approximation

c∑
i=1

exp(yi (X)) ≈ max
i=1,...,c

{exp(yi (X))} (3.9)

and so we obtain from (3.8) and (3.9)

Lentr(y(X),Y ) ≈−
c∑

i=1

{
Yi yi (X)−Yi max

j=1,...,c
{y j (X)}

}
(3.10)

We now model the max operation in (3.10) with a categorical variable, M ′′ say, over the indices

i = 1, . . . ,c and take expectations (again assuming conditional independence of X and M ′′) to obtain

EM ′′|Y Lentr(y(X),Y ) =−
c∑

i=1
Yi

(
yi (x)−

c∑
j=1

π′′
j y j (X)

)
(3.11)
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Now Y is a one-hot vector and so (3.11) in fact reduces to

EM ′′|Y Lentr(y(X),Y ) =
c∑

j=1
π′′

j y j (x)− yi (x) (3.12)

for some i .

Remark 3.2. The arguments in this section are not intended to be anything more than heuristic, so

as to justify our study of aTy for some constant a instead of the actual loss function of a neural

network. The modelling assumptions required are no stronger than those used in [Cho+15].

3.2.3 Network outputs as spin glass-like objects

We assume that the activation function, f , can be well approximated by a piece-wise linear function

with finitely many linear pieces. To be precise, given any ε> 0 there exists some positive integer L

and real numbers {αi ,βi }L
i=1 and real a1 < a2 < . . . < aL−1 such that

| f (x)− (αi+1x +βi+1)| < ε ∀x ∈ (ai , ai+1], 1⩽ i ⩽ L−2,

| f (x)− (α1x +β1)| < ε ∀x ∈ (−∞, a1], (3.13)

| f (x)− (αL x +βL)| < ε ∀x ∈ (aL−1,∞).

Note that the {αi ,βi }L
i=1 and {ai }L−1

i=1 are constrained by L−1 equations to enforce continuity, viz.

αi+1ai +βi+1 =αi ai +βi , 1⩽ i ⩽ L−1 (3.14)

Definition 3.1. A continuous piece-wise linear function with L pieces f̂
(
x;

{
αi ,βi

}L
i=1 , {ai }L−1

i=1

)
is an

(L,ε)-approximation to to a function f if
∣∣∣ f (x)− f̂

(
x;

{
αi ,βi

}L
i=1 , {ai }L−1

i=1

)∣∣∣< ε for all x ∈R.

Given the above definition, we can establish the following.

Lemma 3.1. Let f̂
(
·;{αi ,βi

}L
i=1 , {ai }L−1

i=1

)
be a (L,ε)-approximation to f . Assume that all the W (i ) are

bounded in Frobenius norm3. Then there exists some constant K > 0, independent of all W (i ), such that∥∥ f (W (H) f (W (H−1) f (. . . f (W (1)x) . . .)))− f̂ (W (H) f̂ (W (H−1) f̂ (. . . f̂ (W (1)x) . . .)))
∥∥

2 < K ε (3.15)

for all x ∈Rd .

Proof. Suppose that (3.15) holds with H − 1 in place of H . Because f̂ is piece-wise linear and

continuous then we clearly have

| f̂ (x)− f̂ (y)|⩽ max
i=1,...,L

{|αi |}|x − y | ≡ K ′|x − y | (3.16)

3Recall assumption 6, which is translated here to imply bounded Frobenius norm.
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which can be seen by writing

f̂ (x)− f̂ (y) = ( f̂ (x)− f̂ (ai ))+ ( f̂ (ai )− f̂ (ai−1))+ . . .+ ( f̂ (a j+1)− f̂ (a j ))+ ( f̂ (a j )− f̂ (y)) (3.17)

for all intermediate points a j , . . . , ai ∈ (y, x). Using (3.16) and our induction assumption we obtain

∥∥ f̂ (W (H) f (W (H−1) f (W (H−2) f (. . . f (W (1)x) . . .)))− f̂ (W (H) f̂ (W (H−1) f̂ (W (H−2) f̂ (. . . f̂ (W (1)x) . . .)))
∥∥

2

⩽cK ′∥∥W (H) [ f (W (H−1) f (W (H−2) f (. . . f (W (1)x) . . .)))− f̂ (W (H−1) f̂ (W (H−2) f̂ (. . . f̂ (W (1)x) . . .)))
]∥∥

2

⩽cK K ′∥∥W (H)
∥∥

F ε

⩽K ′′ε,

for some K ′′, where on the last line we have used the assumption that the network weights are

bounded to bound ∥W (H)∥F . The result for H = 1 follows immediately from (3.16). ■

Remark 3.3. One could be more explicit in the construction of the piece-wise linear approximation

f̂ from f given the error tolerance ε by following e.g. [Ber+15]. We do not develop this further here

as we do not believe it to be important to the practical implications of our results.

In much the same vein as [Cho+15] (c.f. Lemma 8.1 therein), we now use the following general

result for classifiers to further justify our study of approximations to a neural network in the rest of

the chapter.

Theorem 3.1. Let Z1 and Z2 be the outputs of two arbitrary c-class classifiers on a dataset X . That is,

Z1(x), Z2(x) take values in {1,2, . . . ,c} for x ∈X . If Z1 and Z2 differ on no more than ε|X | points in X , then

corr(Z1, Z2) = 1−O(ε) (3.18)

where, recall, the correlation of two random variables is given by

E(Z1Z2)−EZ1EZ2

std(Z1)std(Z2)
. (3.19)

Proof. Let Xi ⊂X be the set of data points for which Z1 = i for i = 1,2, . . . ,c. Let Xi , j ⊂Xi be those

points for which Z1 = i but Z2 = j where j ̸= i . Define the following:

pi = |Xi |
|X | , ε+i = ∑

j ̸=i

|Xi , j |
|X | , ε−i = ∑

j ̸=i

|X j ,i |
|X | . (3.20)
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We then have

EZ1 =
c∑

i=1
i pi , (3.21)

EZ2 =
c∑

i=1
i (pi −ε+i +ε−i ) (3.22)

EZ1Z2 =
c∑

i=1
i 2(pi −ε+i )+ ∑

1⩽i< j⩽c
i j

|Xi , j |+ |X j ,i |
|X | (3.23)

std(Z1) =
[

c∑
i=1

i 2pi −
∑
i , j

i j pi p j

]1/2

(3.24)

std(Z2) =
[

c∑
i=1

i 2(pi −ε+i +ε−i )−∑
i , j

i j (pi −ε+i +ε−i )(p j −ε+j +ε−j )

]1/2

. (3.25)

Now, by assumption
∑

i ε
±
i ⩽O(ε) and so ε±i ⩽O(ε) for all i . Similarly, |Xi , j |/|X |⩽O(ε) and so

we quickly obtain from (3.21)-(3.23)

cov(Z1, Z2) =
c∑

i=1
i 2pi −

∑
i , j

i j pi p j +O(ε). (3.26)

Finally, combining (3.24) - (3.26) we obtain

cor r (Z1, Z2) = 1+O(ε)

(1+O(ε))1/2
= 1+O(ε). (3.27)

■

The final intermediate result we require gives an explicit expression for the output of a neural

network with a piece-wise linear activation function.

Lemma 3.2. Consider the following neural network

ŷ(x) = f̂ (W (H) f̂ (. . . f̂ (W (1)x) . . .)) (3.28)

where f̂
(
·;{αi ,βi

}L
i=1 , {ai }L−1

i=1

)
is a piece-wise linear function with L pieces. Then there exist Ai , j taking

values in

A :=
{

H∏
i=1

α ji : j1, . . . , jH ∈ {1, . . . ,L}

}
(3.29)

and A(ℓ)
i , j taking values in

A(ℓ) :=
{
βk

H−ℓ∏
r=1

α jr : j1, . . . , jH−ℓ,k ∈ {1, . . . ,L}

}
(3.30)

such that

ŷi (x) =
d∑

j=1

∑
k∈Γi

x j ,k A j ,k

H∏
l=1

w (l )
j ,k +

H∑
ℓ=1

nℓ∑
j=1

∑
k∈Γ(ℓ)

i

A(ℓ)
j ,k

H∏
r=ℓ+1

w (r )
j ,k (3.31)

where Γi is an indexing of all paths through the network to the i-th output neuron, Γ(ℓ)
i is an indexing of all

the paths through the network from the ℓ-th layer to the i-th output neuron, w (l )
j ,k is the weight applied to the

j -th input on the k-th path in the l-th layer, x j ,k = x j , and nℓ is the number of neurons in layer ℓ.
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Proof. Firstly, for some j = 1, . . . ,L

f̂ (W (1)x)i =α j (W (1)x)i +β j (3.32)

and so there exist j1, j2, . . . ∈ {1, . . . ,L} such that

[W (2) f̂ (W (1)x)]i =
∑
k

W (2)
i k (α jk (W (1)x)k +β jk ) =∑

k
α jk W (2)

i k

∑
l

W (1)
kl xl +

∑
k

W (2)
i k β jk . (3.33)

Continuing in the vein of (3.33), there exist k1,k2, . . . ∈ {1, . . . ,L} such that

f̂ (W (2) f̂ (W (1)x))i =αki

∑
r
α jr W (2)

i r

∑
l

W (1)
kl xl +αki

∑
r

W (2)
i r β jr +βki (3.34)

from which we can see that the result follows by re-indexing and induction. ■

We now return to the neural network y(·). Fix some small ε> 0, let f̂
(·; {αi ,βi }L

i=1, {xi }L−1
i=

)
be a

(L,ε)-approximation to f and let ŷ be the same network as y but with f replaced by f̂ . By Lemma

3.1, we have4

∥y(x)− ŷ(x)∥2 ≲ ε (3.35)

for all x ∈Rd , and so we can adjust the weights of ŷ to obtain a network with accuracy within O(ε)

of y. We then apply Lemma 3.2 to ŷ and assume5 that the Ai , j and A(ℓ)
i , j can be modelled as i.i.d.

discrete random variables with

EAi , j = ρ, EA(ℓ)
i , j = ρℓ (3.36)

and then

Eŷi (X) = ρEx
d∑

j=1

∑
k∈Γi

X j ,k

H∏
l=1

w (l )
j ,k +

H∑
ℓ=1

ρℓ

nℓ∑
j=1

∑
k∈Γ(ℓ)

i

H∏
r=ℓ+1

w (r )
j ,k . (3.37)

Our reasoning is now identical to that in Section 3.3 of [Cho+15]. We use the assumptions of sparsity

and uniformity (Section 3.2.1, assumptions 2, 3) and some further re-indexing to replace (3.37) by

Eỹi (X) = ρEX
Λ∑

i1,...,iH=1
Xi1,...,iH

H∏
k=1

wik +
H∑
ℓ=1

ρℓ

Λ∑
iℓ+1,...,iH=1

H∏
k=ℓ+1

wik (3.38)

whereΛ is the number of unique weights of the network and, in particular, the sparsity and uniformity

assumptions are chosen to give

EX ∥ỹ(X)− ŷ(X)∥2 ≲ ε. (3.39)

(3.35) and (3.39) now give

EX ∥ỹ(X)−y(X)∥2 ≲ ε (3.40)

4Here we use the standard notation that, for a function p on B, p ≲ ε if there exists a constant K such that p(x)⩽K ε
for all x ∈B.

5This assumption is the natural analogue of the assumption used in [Cho+15].
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and in the case of classifiers, (3.40) ensures that the conditions for Theorem 3.1 are met, so

establishing that

cor r (ỹ(X),y(X)) = 1−O(ε). (3.41)

As in [Cho+15], we use these heuristics to justify studying ỹ hereafter in place of y.

Recalling the results of Section 3.2.2, in particular (3.5) and (3.12) we conclude that to study

the loss surface of ỹ under some loss function it is sufficient to study quantities of the form
∑c

i=1ηi ỹi

and, in particular, we study the critical points. The X are centred Gaussian random variables and

so any finite weighted sum of some X is a centred Gaussian variable with some variance. We can

re-scale variances and absorb constants into the ρℓ and thereby replace
∑

i ηi ỹi (X) with ỹi (X).

Note that we assumed an L2 constraint on the network weights (Section 3.2.1, point 6) and that

now carries forward as
1

Λ

Λ∑
i=1

w2
i = C (3.42)

for some constant C. For ease of notation in the rest of the chapter, we define

g (w) =
Λ∑

i1,...,iH=1
Xi1,...,iH

H∏
k=1

wik +
H∑
ℓ=1

ρ′
ℓ

Λ∑
iℓ+1,...,iH=1

H∏
k=ℓ+1

wik (3.43)

where ρ′
ℓ

:= ρℓ/ρ. Finally, recall that we assumed the data entries Xi are i.i.d standard Gaussians. To

allow further analytic progress to be made, we follow [Cho+15] and now extend this assumption to

Xi1,...,iH

i.i.d∼ N (0,1). The random function g is now our central object of study and, without loss of

generality, we take C = 1 in (3.42) so that g is a random function on the (Λ-1)-sphere of radius
p
Λ.

Observe that the first term in (3.43) is precisely the form of an H-spin glass as found in [Cho+15]

and the second term is deterministic and contains (rather obliquely) all the dependence on the

activation function. Having demonstrated the link between our results and those in [Cho+15], we

now set Λ= N for convenience and to make plain the similarities between what follows and [AAC13].

We also drop the primes on ρ′
ℓ
.

3.2.4 Validity of the modelling assumptions.

The authors of [Cho+15] discuss the modelling assumptions in [CLA15]. We add to their comments

that the hyper-sphere assumption 6 seems easily justifiable as merely L2 weight regularisation.

Assumption 5 from Section 3.2.1 is perhaps the least palatable, as the section of a piece-wise

linear activation function in which a pre-activation value lies is a deterministic function of that

pre-activation value and so certainly not i.i.d. across the network and the data items. It is not clear

how to directly test the assumption experimentally, but we can certainly perform some experiments

to probe its plausibility.

For the sake of clarity, consider initially a ReLU activation function. Let N be the set of all nodes

(neurons) in a neural network, and let D be a dataset of inputs for this network. Assumption 5 says
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that we can model the action of the activation function at any neuron n ∈N and any data point

x ∈D as i.i.d. Bernoulli random variables. In particular, this is why the the expectations over the

activation function indicators and the data distribution can be taken independently in (3.37). If

one fixes some neuron n ∈N , and observes its pre-activations over all data points in D , one will

observe some proportion ρn of positive values. Assumption 5 implies that this proportion should

be approximately the same for each n ∈ N , namely p, where p is the success probability of the

Bernoulli. Taking all of the ρn together, their empirical distribution should have low variance and be

centred on p. More precisely, for large |D | each ρn should be close in distribution to i.i.d. Gaussian

with mean p and variance of order |D |−1, a fact that can be derived simply from the central limit

theorem applied to i.i.d. Bernoulli random variables. Similarly, assumption 5 implies that one can

exchange data points and neurons in the previous discussion and so observe proportions ρ̄x for each

x ∈D , which again should have an empirical distribution centred on p and with low variance. The

value of p is not prescribed by any of our assumptions and nor is it important, all that matters is that

the distributions of {ρn}n∈N and {ρ̄x}x∈D are strongly peaked around some common mean.

We will now generalise the previous discussion to the case of any number of linear pieces of

the activation function. Suppose that the activation function is piece-wise linear in L pieces and

denote by I1, . . . , IL the disjoint intervals on which the activation function is linear; {Ii }L
i=1 partition

R. Let ι(x,n) be defined so that the pre-activation to neuron n ∈N when evaluating at x ∈D lies in

Iι(x,n). We consider two scenarios, data averaging and neuron averaging. Under data averaging, we fix a

neuron and observe the pre-activations observed over all D , i.e. define for j = 1, . . . ,L the counts

χnj = |{x ∈D : ι(x,n) = j }| (3.44)

and thence the L−1 independent ratios

ρnj =
χnj∑L

i=1χ
n
1

(3.45)

for j = 2, . . . ,L. Similarly, in neuron averaging we define

χ̄xj = |{n ∈N : ι(x,n) = j }|, (3.46)

ρ̄xj =
χ̄xj∑L

i=1 χ̄
x
1

. (3.47)

We thus have the sets of observed real quantities

R j = {ρnj : n ∈N }, (3.48)

R̄ j = {ρ̄xj : x ∈D}. (3.49)

(3.50)

Under assumption 5, the empirical variance of the values in R j and R̄ j should be small. We run

experiments to interrogate this hypothesis under a variety of conditions. In particular:
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1. Standard Gaussian i.i.d. data vs. ‘real’ data (MNIST digits [LC10]).

2. Multi-layer perceptron (MLP) vs. convolutional (CNN) architecture.

3. Trained vs. randomly initialised weights.

4. Various piece-wise linear activation functions.

In particular:

1. We generate 10000 i.i.d. Gaussian data vectors of length 784 (to match the size of MNIST

digits).

2. We fix a MLP architecture of 5 layers and a CNN architecture with 3 convolutional layers and

2 fully-connected. The exact architecture details are given in the Appendix.

3. We train all networks to test accuracy of at least 97% and use dropout with rate 0.1 during

training.

4. We test ReLU (2 pieces), HardTanh (3 pieces) and a custom 5 piece function. Full details are

given in Appendix A.2.

To examine the R j and R̄ j , we produce histograms of R2 for L = 2 (i.e. ReLU), joint density plots

of (R2,R3) for L = 3 (i.e. HardTanh) and pair-plots of (R2,R3,R4,R5) for L = 5. We are presently only

interested in the size of the variance shown, but these full distribution plots are included in-case any

further interesting observations can be made in the future. Figures 3.1-3.4 show the results for ReLU

activations and Figures 3.5-3.8 show the results for HardTanh. The qualitative trends are much the

same for all three activation functions, but the plots for the 5-piece function are very large and so

are relegated to the supplementary material6. We make the following observations:

1. The variance of R̄2 is ‘small’ in all cases for ReLU networks except when evaluating MNIST-

trained MLP networks on i.i.d. random normal data. This is the least relevant case practically.

2. For R2, the results are much less convincing, though we do note that, with random weights

and i.i.d. data, the MLP network does have quite a strongly peaked distribution. In other cases

the variance is undeniably large.

3. The variance of R̄2,3 is ‘small’ in all cases for HardTanh except when evaluating LeNet archi-

tectures on MNIST data.

4. For R3 in HardTanh networks, the variance seems to be low when the weights are random, but

not when trained.

6https://github.com/npbaskerville/loss-surfaces-general-activation-functions/blob/master/
Loss_surfaces_of_neural_networks_with_general_activation_functions___supplimentary.pdf
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(a) MLP, i.i.d. data.
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(b) LeNet, i.i.d. data.
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(c) MLP, MNIST data.
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(d) LeNet, MNIST data.

Figure 3.1: Experimental distribution of R2 (data averaging; each sample is a single neuron) for
random MLP and LeNet ReLU networks, and i.i.d. normal and MNIST data. The blue line is a
kernel density estimation fit.
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(b) LeNet, i.i.d. data.
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(c) MLP, MNIST data.
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Figure 3.2: Experimental distribution of R̄2 (neuron averaging; each sample is a single datum) for
random MLP and LeNet ReLU networks, and i.i.d. normal and MNIST data. The blue line is a
kernel density estimation fit.
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(b) LeNet, i.i.d. data.
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(c) MLP, MNIST data.
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Figure 3.3: Experimental distribution of R2 (data averaging; each sample is a single neuron) for
MLP and LeNet ReLU networks trained to high validation accuracy on MNIST, and evaluated on
i.i.d. normal and MNIST data. The blue line is a kernel density estimation fit.
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Figure 3.4: Experimental distribution of R̄2 (neuron averaging; each sample is a single datum) for
MLP and LeNet ReLU networks trained to high validation accuracy on MNIST, and evaluated on
i.i.d. normal and MNIST data. The blue line is a kernel density estimation fit.
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(a) MLP, i.i.d. data.
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(b) LeNet, i.i.d. data.
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(c) MLP, MNIST data.
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(d) LeNet, MNIST data.

Figure 3.5: Experimental distribution of (R2,R3) (data averaging; each sample is a single neuron) for
random MLP and LeNet HardTanh networks, and i.i.d. normal and MNIST data. The plots show
2d kernel density estimation fits of the joint and 1d fits of the marginals.
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(a) MLP, i.i.d. data.

0.91 0.92 0.93 0.94 0.95
proportion of pre-activations in section 2

0.020

0.025

0.030

0.035

0.040

0.045

pr
op

or
tio

n 
of

 p
re

-a
ct

iv
at

io
ns

 in
 se

ct
io

n 
3

(b) LeNet, i.i.d. data.
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(c) MLP, MNIST data.
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(d) LeNet, MNIST data.

Figure 3.6: Experimental distribution of (R̄2, R̄3) (neuron averaging; each sample is a single datum)
for random HardTanh MLP and LeNet networks, and i.i.d. normal and MNIST data. The plots
show 2d kernel density estimation fits of the joint and 1d fits of the marginals.
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(a) MLP, i.i.d. data.
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(b) LeNet, i.i.d. data.
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(c) MLP, MNIST data.
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(d) LeNet, MNIST data.

Figure 3.7: Experimental distribution of (R2,R3) (data averaging; each sample is a single neuron) for
MLP and LeNet HardTanh networks trained to high validation accuracy on MNIST, and evaluated
on i.i.d. normal and MNIST data. The plots show 2d kernel density estimation fits of the joint and
1d fits of the marginals.
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(a) MLP, i.i.d. data.
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(b) LeNet, i.i.d. data.
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(c) MLP, MNIST data.
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(d) LeNet, MNIST data.

Figure 3.8: Experimental distribution of (R̄2, R̄3) (neuron averaging; each sample is a single datum)
for MLP and LeNet HardTanh networks trained to high validation accuracy on MNIST, and evalu-
ated on i.i.d. normal and MNIST data. The plots show 2d kernel density estimation fits of the joint
and 1d fits of the marginals.

Overall, we see that in some circumstances, particularly with un-trained weights, the assumption

5 is not as unreasonable as it first sounds. More importantly for the present work, comparing the

three examined activation functions supports the hypothesis that, insofar as modeling the action of

the ReLU activation function by independent Bernoulli random variables was valid in [Cho+15], our

analogous modelling of the action of general piece-wise linear functions by independent discrete

random variables is also valid. Put another way, it does not appear that the assumptions we make

here are any stronger than those made in [Cho+15]. We finally note an interesting comparison

between, for example, Figures 3.2a and 3.2c, or equally Figures 3.6a and 3.6c. In both cases, the

variance is low for both distributions, and the only difference between the two experiments is the

evaluation data, being i.i.d. Gaussian in the one case, and MNIST in the other. These results seem

to demonstrate that the assumption of i.i.d. Gaussian data distribution is not trivialising the problem

as one might expect a priori.

Taking all of the results of this section together, we see that the case for our extension of

[Cho+15] is quite strong, but there are clearly realistic cases where the modelling assumptions

applied to activation functions in [Cho+15] are convincingly violated.

3.3 Statement of results

We shall use complexity to refer to any of the following defined quantities which we define precisely

as they appear in [AAC13].

Definition 3.2. For a Borel set B ⊂R and non-negative integer k, let

C g
N ,k (B) =

∣∣∣{w ∈
p

N SN−1 : ∇g (w) = 0, g (w) ∈ B , i (∇2g ) = k
}∣∣∣ (3.51)

where i (M) for a square matrix M is the index of M , i.e. the number of negative eigenvalues of M .

We also define the useful generalisation i⩽x (M) to be the number of eigenvalues of M less than x,

so i⩽0(M) = i (M).
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Definition 3.3. For a Borel set B ⊂R, let

C g
N (B) =

∣∣∣{w ∈
p

N SN−1 : ∇g (w) = 0, g (w) ∈ B
}∣∣∣ . (3.52)

We now state our main identities, which we find simpler to prove by scaling w to lie on the

hyper-sphere of unit radius: h(w) := N−H/2g (
p

Nw). For convenience, we define

ρ(N )
ℓ

= ρℓN−ℓ/2 (3.53)

so that, recalling the form of g in (3.43), we obtain

h(w) =
Λ∑

i1,...,iH=1
Xi1,...,iH

H∏
k=1

wik +
H∑
ℓ=1

ρ(N )
ℓ

Λ∑
iℓ+1,...,iH=1

H∏
k=ℓ+1

wik . (3.54)

Though the complexities have been defined using general Borel sets, as in [AAC13], we focus on half-

infinite intervals (−∞,u), acknowledging that everything that follows could be repeated instead with

general Borel sets mutatis mutandis. We will henceforth be studying the following central quantities

(note the minor abuse of notation):

C h
N ,k (

p
N u) =

∣∣∣{w ∈ SN−1 : ∇h(w) = 0,h(w) ∈
p

N u, i (∇2h) = k
}∣∣∣ , (3.55)

C h
N (

p
N u) =

∣∣∣{w ∈ SN−1 : ∇h(w) = 0,h(w) ∈
p

N u
}∣∣∣ (3.56)

and it will be useful to define a relaxed version of (3.55) for K⊂ {0,1, . . . , N }:

C h
N ,K(

p
N u) =

∣∣∣{w ∈ SN−1 : ∇h(w) = 0,h(w) ∈
p

N u, i (∇2h) ∈K
}∣∣∣ . (3.57)

Our main results take the form of two theorems that extend Theorems 2.5 and 2.8 from [AAC13]

to our more general spin glass like object g , and a third theorem with partially extends Theorem

2.17 of [AAC13]. In the case of Theorem 2.8, we are able to obtain exactly the same result in this

generalised setting. For Theorem 2.5, we have been unable to avoid slackening the result slightly,

hence the introduction of the quantity C h
N ,K above. In the case of Theorem 2.17, we are only able to

perform the calculations of the exact leading order term in one case and obtain a term very similar

to that in [AAC13] but with an extra factor dependent on the piece-wise linear approximation to the

generalised activation function. This exact term correctly falls-back to the term found in [AAC13]

when we take f = ReLU.

Theorem 3.2. Recall the definition of C h
N in (3.56) and let ΘH be defined as in [AAC13]:

ΘH (u) =


1
2 log(H −1)− H−2

4(H−1) u2 − I1(u;E∞) if u ⩽−E∞,

1
2 log(H −1)− H−2

4(H−1) u2 if −E∞ ⩽ u ⩽ 0,

1
2 log(H −1) if 0⩾ u,

(3.58)
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where E∞ = 2
√

H−1
H , and I1(·;E) is defined on (−∞,−E ] as in [AAC13] by

I1(u;E) = 2

E 2

∫ −E

u
(z2 −E 2)1/2d z =− u

E 2

√
u2 −E 2 − log

(
−u +

√
u2 −E 2

)
+ logE , (3.59)

then

lim
N→∞

1

N
logEC h

N (
p

N u) =ΘH (u). (3.60)

Theorem 3.3. Recall the definition of C h
N ,K in (3.57) and let ΘH ,k be defined as in [AAC13]:

ΘH ,k (u) =


1
2 log(H −1)− H−2

4(H−1) u2 − (k +1)I1(u;E∞) if u ⩽−E∞,

1
2 log(H −1)− H−2

H if u >−E∞,
(3.61)

then, with K= {k −1,k,k +1} for k > 0,

ΘH ,k+1(u)⩽ lim
N→∞

1

N
logEC h

N ,K(
p

N u)⩽ΘH ,k−1(u) (3.62)

and similarly with K= {0,1}

ΘH ,1(u)⩽ lim
N→∞

1

N
logEC h

N ,K(
p

N u)⩽ΘH ,0(u). (3.63)

Remark 3.4. Note that Theorem 3.3 holds for ReLU networks (equivalently, pure multi-spin glass

models), as indeed it must. It can be seen as an immediate (weaker) consequence of the Theorem

2.5 in [AAC13] of which it is an analogue in our more general setting.

Theorem 3.4. Let u <−E∞ and define v =−
p

2u
E∞

. Define the function h by (c.f. (7.10) in [AAC13])

h(v) =
(
|v −p

2|
|v +p

2|

)1/4

+
(
|v +p

2|
|v −p

2|

)1/4

, (3.64)

and the functions

q(θ′) = 1

2
sin2 2θ′+ 1

4

(
3+4cos4θ′

)
, (3.65)

j (x, s1,θ′) = 1+ 1

2
s1

√
x2 −2h(x)2 − s2

1 q(θ′)|x2 −2|h(x)2, (3.66)

T (v, s1) = 2

π

∫ π/2

0
j (−v, s1,θ′)dθ′. (3.67)

The N − 1× N − 1 deterministic matrix S is defined subsequently around (3.88). S has fixed rank r = 2

and non-zero eigenvalues {s1, N−1/2s2} where s j =O(1). The specific form of S is rather cumbersome and

uninformative and so is relegated to Appendix A.1, and the vector v is defined in Lemma 3.4. Then we have

EC h
N (

p
N u) ∼ N− 1

2p
2πH

e−
v2

2H T (v, s1)h(v)eNΘH (u) e I1(u;E∞)− 1
2 uI ′1(u;E∞)

H−2
2(H−1) u + I ′1(u;E∞)

. (3.68)
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Figure 3.9: Plots of the functions ΘH and ΘH ,k for H = 20.

We include in Figures 3.9a and 3.9b plots of the functions ΘH and ΘH ,k for completeness,

though these figures are precisely the same as those appearing in [Cho+15; AAC13]. The critical

observation from these plots is that each of the ΘH ,k and ΘH are monotonically increasing and that

there exist unique E0 > E1 > . . . > E∞ such that ΘH ,k (−Ek ) = 0 and so the critical values −Ek are the

boundaries between regions of exponentially many and ‘exponentially few’ critical points of each

respective index.

Remark 3.5. It is interesting to compare the expression (3.54) to the analogous expression for the

model of [Ros+19]. In that work, when scaled to the unit hypersphere and scaled so that the spin

glass term is composed of O(1) terms, the scale of the deterministic term is O(N 1/2), while the

corresponding scale in (3.54) is O(N−1/2). Based on this, one might well conjecture Theorem 3.2 and

Theorem 3.3, however one would have no means by which to conjecture Theorem 3.4, and as far

we can see no means to prove Theorem 3.2 and Theorem 3.3. As mentioned in the introduction, the

single fixed distinguished direction in [Ros+19] is quite a special feature and is not present in (3.54).

3.4 GOE expressions for the complexity from Kac-Rice formulae

In this section we conduct analysis similar to that in [AAC13; FW07; Fyo04] to obtain expressions

for the the expected number of critical points of the function h as defined in (3.54). We start with

an elementary lemma deriving the 2-point covariance function for h.

Lemma 3.3. For w ∈ SN−1, h is defined as in (3.54):

h(w) =
Λ∑

i1,...,iH=1
Xi1,...,iH

H∏
k=1

wik +
H∑
ℓ=1

ρ(N )
ℓ

Λ∑
iℓ+1,...,iH=1

H∏
k=ℓ+1

wik , Xi1,...,,iH

i.i.d.∼ N (0,1).

For any w,w′ ∈ SN−1 the following holds

Cov(h(w),h(w′)) = (w ·w′)H . (3.69)
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Proof. Let us begin by writing

h(w) =
N∑

i1,...,iH=1
Xi1,...,iH

H∏
k=1

wik +h(2)(w) ≡ h(1)(w)+h(2)(w) (3.70)

where h(2) is deterministic. Then we have

Cov(h(w),h(w′)) ≡ E[
h(w)h(w′)

]−Eh(w)Eh(w′)

= E[
h(1)(w)h(1)(w′)−h(1)(w)h(2)(w′)−h(2)(w)h(1)(w′)+h(2)(w)h(2)(w′)

]
−h(2)(w)h(2)(w′)

= E[
h(1)(w)h(1)(w′)

]
=

N∑
i1,...iH=1

H∏
k=1

wik w ′
ik

=
H∏

k=1

N∑
ik=1

wik w ′
ik

= (w ·w′)H (3.71)

where we have used Eh(1) = 0 in going from the first to the second and the second to the third lines.

■

The following lemma calculates the full joint and thence conditional distribution of h and its

first and second derivatives. The calculations follow closely those of [AAC13] and the results are

required for later use in a Kac-Rice formula.

Lemma 3.4. Pick some Cartesian coordinates on SN−1 and let w be the north-pole of the sphere w =
(1,0,0, . . .). Let hi = ∂i h(w) and hi j = ∂i∂ j h(w) where {∂i }N−1

i=1 are the coordinate basis around w on the

sphere. Then the following results hold.

(a) For all 1⩽ i , j ,k < N , h(w),hi (w),h j k (w) are Gaussian random variables whose distributions are
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given by

E[h(w)] =
H∑
ℓ=1

ρ(N )
ℓ

(3.72)

V ar [h(w)] = 1 (3.73)

Ehi (w) =
H−1∑
ℓ=1

ρ(N )
ℓ

[(H −ℓ)+ (H −ℓ−1)δi 1] ≡ vi (3.74)

E[hi j (w)] =
H−2∑
ℓ=1

ρ(N )
ℓ

{
[(H −ℓ)(H −ℓ−1)+1]δi 1δ j 1 + (H −ℓ−2)(δi 1 +δ j 1)+1

}
(3.75)

Cov(h(w),hi (w)) = 0 (3.76)

Cov(hi (w),h j k (w)) = 0 (3.77)

Cov(hi (w),h j (w)) = Hδi j (3.78)

Cov(h(w),hi j (w)) =−Hδi j (3.79)

Cov(hi j (w),hkl (w)) = H(H −1)(δi kδ j l +δi lδkl )+H 2δi jδkl . (3.80)

To reiterate, note that we define the vector v in (3.74) as

vi =
H−1∑
ℓ=1

ρ(N )
ℓ

[(H −ℓ)+ (H −ℓ−1)δi 1] .

(b) Make the following definitions:

ξ0 =
H∑
ℓ=1

ρ(N )
ℓ

(3.81)

ξ1 =
H−2∑
ℓ=1

ρ(N )
ℓ

[(H −ℓ)(H −ℓ−1)+1] (3.82)

ξ2 =
H−2∑
ℓ=1

ρ(N )
ℓ

(H −ℓ−2) (3.83)

ξ3 =
H−2∑
ℓ=1

ρ(N )
ℓ

(3.84)

Then, conditional on h(w) = x, for x ∈ R, the random variables hi j (w) are independent Gaussians

satisfying

E[hi j (w) | h(w) = x] = ξ3 +ξ2(δi 1 +δ j 1)+ξ1δi 1δ j 1 − (x −ξ0)δi j (3.85)

V ar [hi j (w) | h(w) = x] = H(H −1)(1+δi j ). (3.86)

Or, equivalently,(
hi j (w) | h(w) = x

)∼√
2(N −1)H(H −1)

(
M N−1 − 1p

2(N −1)H(H −1)
H (x −ξ0) I +S

)
(3.87)
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where M N−1 ∼GOE N−1 and the matrix S is given by

Si j = 1p
2(N −1)H(H −1)

(
ξ3 +ξ2(δi 1 +δ j 1)+ξ1δi 1δ j 1

)
. (3.88)

Clearly all entries of S are of order N−1, recalling the scale of ρ(N )
ℓ

given in (3.53). Moreover, S is of

rank 2 and has eigenvalues {s1, N−1/2s2} for real si =O(1).

Proof. (a) Becuase the Xi1,...,iH are centred Gaussians and w = (1,0,0, . . . ,0), we immediately obtain

(3.72). (3.74)-(3.75) can be seen to be true similarly, e.g. (3.75) by observing that the stochastic

term is again zeroed-out by taking the expectation and the only terms that survive in the

non-stochastic part are of the form

∂2

∂wi∂w j
wi w j w H−ℓ−2

1 (i , j ̸= 1),
∂2

∂wi∂w1
wi w H−ℓ−1

1 (i ̸= 1),
∂2

∂w2
1

w H−ℓ
1 . (3.89)

The remaining results (3.73), (3.76)-(3.80) all match those in Lemma 3.2 of [AAC13] and

follow similarly from Lemma 3.3 and the following ([AT09]):

Cov

(
∂k h̄(x)

∂xi1 . . .∂xik

,
∂l h̄(y)

∂y j1 . . .∂y jl

)
= ∂k+l Cov(h̄(x), h̄(y))

∂xi1 . . .∂xik∂y j1 . . .∂y jl

(3.90)

where h̄ := h ◦Φ−1 and Φ is a coordinate chart around w.

(b) (3.85), (3.86) and the conditional independence result follow from (3.72), (3.73), (3.75), (3.80)

and the standard result for the conditional distribution of one Gaussian under another (see e.g.

[And62] Section 2.5), just as in the proof of Lemma 3.2 in [AAC13].

To show (3.87), recall that a GOE N matrix is a real symmetric random matrix M and whose

entries are independent centred Gaussians with with

EM 2
i j =

1+δi j

2N
. (3.91)

Finally we have to determine the eigenvalues of S. With a = ξ1+2ξ2+ξ3,b = ξ2+ξ3 and c = ξ3,

S has entries

S = 1p
2(N −1)H(H −1)



a b b . . . b

b c c . . . c

b c c . . . c
...

...
...

...
...

b c c . . . c


, (3.92)

and so has non-null eigenvectors (1,u,u, . . . ,u)T with eigenvalues (2(N −1)H(H −1))−1/2λ,

where (after some simple manipulation)

λ2 − (a − c(N −1))λ+ ca(N −1)−b2(N −1) = 0, u = λ−a

(N −1)b
. (3.93)
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Recalling the scale of ρ(N )
ℓ

= O(N−ℓ/2) in (3.53) and the definitions ξ1,ξ2,ξ3, we see that

a,b,c =O(N−1/2) and so one easily obtains two solutions for λ, one of order N 1/2 and another

of order N−1/2, hence S has two non-zero eigenvalues of order 1 and N−1/2.

■

Our next lemma establishes for use in this context a Kac-Rice fomula that will provide the first

step in the computation of C h
N and C h

N ,K.

Lemma 3.5. Let F̂ be a real-valued centred Gaussian field on SN−1 that is almost surely (a.s.) C 2, F̃ be some

non-random, real-valued C 2 function on SN−1 and let F := F̂ + F̃ . Let A= {Uα,Φα}α∈I be a finite atlas on

SN−1. Let hα = h ◦Φ−1
α , and let hαi ,hαi j denote derivatives of h in the coordinate basis of the chart (Uα,Φα).

Assume that the joint distribution (Fα
i (x),Fα

i j (x)) is non-degenerate for all α and for all x ∈ SN−1 and that

there exist constants Kα,β> 0 such that

max
i , j

∣∣∣V ar (F̂α
i j (x))+V ar (F̂α

i j (y))−2Cov(F̂α
i j (x), F̂α

i j (y))
∣∣∣⩽Kα

∣∣log |x − y |∣∣−1−β (3.94)

Then the following holds

C F
N ,k (B) =

∫
SN−1

px(0)SN−1(dx)E
[|det∇2F (x)|1{

F (x) ∈ B , i (∇2F (x)) = k
} | ∇F (x) = 0

]
(3.95)

where px is the density of ∇F at x and SN−1 is the usual surface measure on SN−1. Similarly,

C F
N (B) =

∫
SN−1

px(0)SN−1(dx)E
[|det∇2F (x)|1 {F (x) ∈ B} | ∇F (x) = 0

]
(3.96)

The proof of Lemma 3.5 shall rely heavily on the Kac-Rice result Theorem 2.1.

Proof of Lemma 3.5 Following the proofs of Theorem 12.4.1 in [AT09] and Lemma 3.1 in [AAC13],

we will apply Theorem 2.1 to the choices

φ :=∇F

ψ := (F,∇i∇ j F )

A := B × Ak ≡ B × {H ∈SymN−1×N−1 | i (H) = k} ⊂R×SymN−1×N−1,

u= 0 (3.97)

Then, if the conditions of Theorem 2.1 hold for these choices, we immediately obtain the result. It

remains therefore to check the conditions of Theorem 2.1. Firstly, A is indeed an open subset of of

R×SymN−1×N−1 (in turn, isomorphic to some RK ) as can be easily deduced from the continuity of

a matrix’s eigenvalues in its entries. Condition (a) follows from the assumption of F̂ being a.s. C 2

and F̃ being C 2. Conditions (b)-(f) all follow immediately from the Gaussianity of F̂ . To establish

condition (g), we define ω̂(η) and ω̃(η) in the obvious way and note that ω̃ is non-random. Then,

because F̃ is continuous, given ε> 0 there exists some η0 > 0 such that for all η< η0, ω̃(η)⩽ ε. Let
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ω̃0 := ω̃(η0) and choose some η1 such that for all η< η1, ω̃(η) < ω̃0. We have ω(η)⩽ ω̂(η)+ ω̃(η) and

so for η< η1

P(ω(η) > ε)⩽P(ω̂(η)+ ω̃(η) > ε)

=P(ω̂(η) > ε− ω̃(η))

⩽P(ω̂(η) > ε− ω̃0) (3.98)

and we note that ε− ω̃0 ⩾ 0 by construction. ω̂ is the modulus of continuity for a centred Gaussian

field and so the condition (g) follows from (3.98) and the assumption (3.94) by the Borell-TIS

inequality [AT09], just as in the proof of Corollary 11.2.2 in [AT09]. (3.96) is obtained in precisely

the same way but simply dropping the i (H) = k condition. ■

3.5 Asymptotic evaluation of complexity

In this section we conduct an asymptotic analysis of the GOE expressions for the complexity found

in the preceding section. We first consider the case of counting critical points without any condition

of the signature of the Hessian, which turns out to be easier. We then introduce the exact signature

condition on the Hessian and proceed by presenting the necessary modifications to certain parts of

our arguments.

3.5.1 Complexity results with no Hessian signature prescription

We need to establish a central lemma, which is a key step towards a generalisation of the results

presented in [AAC13] but established by entirely different means, following the supersymmetric

calculations of [Noc16]. Before this main lemma, we require a generalisation of a result from [FS02],

whose proof is given at the end of the chapter (Section 3.6).

Lemma 3.6. Given m vectors in RN x1, . . . ,xm , denote by Q(x1, . . . ,xm) the m ×m matrix whose entries

are given by Qi j =xT
i x j . Let F be any function of an m ×m matrix such that the integral∫

RN
. . .

∫
RN

dx1 . . .dxm |F (Q)| (3.99)

exists, and let S be a real symmetric N ×N matrix of fixed rank r and with non-zero eigenvalues {Nαsi }r
i=1

for some α< 1/2. Define the integral

JN ,m(F ;S) :=
∫
RN

. . .
∫
RN

dx1 . . .dxmF (Q)e−i N
∑N

i=1 x
T
i Sxi . (3.100)

Then as N →∞ we have

JN ,m(F ;S) = (1+o(1)))
π

m
2

(
N−m−1

2

)
∏m−1

k=0 Γ
(

N−k
2

) ∫
Sym⩾0(m)

dQ̂
(
detQ̂

) N−m−1
2 F (Q̂)

N∏
i=1

r∏
j=1

(
1+2i NαQ̂i i s j

)−1/2
.

(3.101)
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Now we state and prove the main lemma.

Lemma 3.7. Let S be a rank r N ×N symmetric matrix with non-zero eigenvalues {s j }r
j=1, where r =O(1)

and s j =O(1), and suppose S has all entries of order O(N−1) in a fixed basis. Let x < 0 and let M denote an

N ×N GOE matrix with respect to whose law expectations are understood to be taken. Then

EN
GOE |det(M −xI +S)| = KN lim

ε↘0
e2N (x2−ε2) (1+o(1))

Ñ π/2

0
dθdθ′d θ̂

Ï ∞

0
d p1d p2

Ï
Γ

dr1dr2

J1(p1, p2,θ′;S, N )J2(r1,r2, p1, p2)cos2 2θ sin2θ sin2θ̂

exp

{
−N

(
2ψ(+)

L (r1; x;εcos2θcos2θ̂)

+2ψ(+)
U (r2; x;εcos2θcos2θ̂)

+ψ(−)
L (p1; x;εcos2θ′)+ψ(−)

U (p2; x;εcos2θ′)
)}

(3.102)

where

J1(p1, p2,θ′; {s j }r
j=1, N ) =

r∏
j=1

(
1+2i N 1/2s j (p1 +p2)−N s2

j

[
sin2 2θ′(p2

1 +p2
2)+ (

3+4cos4θ′
)

p1p2
])−1/2

,

(3.103)

J2(r1,r2, p1, p2;ε) = (r1 +p1)(r2 +p1)(r1 +p2)(r2 +p2)|r1 − r4|4|p1 −p2|(r1r2)−2(p1p2)−3/2

(3.104)

and

KN = N N+3(−i )N

Γ
( N

2

)
Γ

( N−1
2

)
π3/2

(3.105)

and the functions ψ±
L ,ψ(±)

U are given by

ψ(±)
L (z; x,ε) = 1

2
z2 ± i (x + iε)z − 1

2
log z, (3.106)

ψ(±)
U (z; x,ε) = 1

2
z2 ± i (x − iε)z − 1

2
log z, (3.107)

and Γ is a contour bounded away from zero in C, e.g. that shown in Figure 3.10.

Proof. We begin with the useful expression for real symmetric matrices A [Fyo05; Fyo04]

|det A| = lim
ε→0

det A det Ap
det(A− iε)

p
det(A+ iε)

(3.108)

where the limit is taken over real ε, and WLOG ε> 0. We’re free to deform the matrices in the

numerator for the sake of symmetry in the ensuing calculations, so

|det A| = lim
ε↘0

det(A− iε)det(A+ iε)p
det(A− iε)

p
det(A+ iε)

. (3.109)
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For convenience of notation we put

∆ε(M ; x,S) = det(M −xI +S − iε)det(M −xI +S + iε)p
det(M −xI +S − iε)

p
det(M −xI +S + iε)

. (3.110)

Then we express the determinants and half-integer powers of determinants as Gaussian integrals

over anti-commuting and commuting variables respectively as in [Noc16] and [FN15]:

∆ε(M ; x,S)

=K (1)
N

∫
dx1dx2dζ1dζ†

1dζ2dζ†
2 exp

{−ixT
1 (M − (x + iε)I +S)x1 − ixT

2 (M − (x − iε)I +S)x2
}

+exp
{

iζ†
1(M − (x + iε)I +S)ζ1 + iζ†

2(M − (x − iε)I +S)ζ2

}
(3.111)

where K (1)
N = (−i )Nπ−N , which follows from standard facts about commuting Gaussian integrals and

Berezin integration. The remainder of the calculation is very similar to that presented in [Noc16;

FN15] but we present it in full to keep track of the slight differences. Let

A =x1x
T
1 +x2x

T
2 +ζ1ζ

†
1 +ζ2ζ

†
2 (3.112)

and note that, by the cyclicity of the trace,

xT
j (M − (x ± iε)I +S)x j =Tr

(
(M − (x ± iε)I +S)x jx

T
j

)
(3.113)

ζ†
j (M − (x ± iε)I +S)ζ j =−Tr

(
(M − (x ± iε)I +S)ζ jζ

†
j

)
(3.114)

and so we can rewrite (3.111) as

∆ε(M ; x,S) = K (1)
N

∫
dx1dx2dζ1dζ†

1dζ2dζ†
2 exp

{−iTrM A− iTrS A+ i (x + iε)xT
1 x1 + i (x − iε)xT

2 x2
}

exp
{
−i (x + iε)ζ†

1ζ1 − i (x − iε)ζ†
2ζ2

}
. (3.115)

We then define the Bosonic and Fermionic matrices

QB =
(
xT

1 x1 xT
1 x2

xT
2 x1 xT

2 x2

)
, QF =

(
ζ†

1ζ1 ζ†
1ζ2

ζ†
2ζ1 ζ†

2ζ2

)
(3.116)

and also B =x1x
T
1 +x2x

T
2 . Note that (3.109) is true for all real symmetric matrices A and so for all

real symmetric M ,S and real values x we have

lim
ε↘0

∆ε(M ; x,S) = |det(M −xI +S) | (3.117)

and so with respect to the GOE law for M we certainly have

∆ε(M ; x,S)
a.s.→ |det(M −xI +S) | as ε↘ 0 (3.118)

thus meaning that the ε↘ 0 limit can be exchanged with a GOE expectation over M . We therefore

proceed with fixed ε> 0 to compute the GOE expectation of ∆ε.
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3.5. ASYMPTOTIC EVALUATION OF COMPLEXITY

We have the standard Gaussian Fourier transform result for matrices:

EN
GOE e−iTrM A = exp

{
− 1

8N
Tr(A+ AT )2

}
(3.119)

and from [Noc16]7

Tr(A+ AT )2 = 4TrQ2
B −2TrQ2

F +4ζT
1 ζ2ζ

†
2ζ

∗
1 −8ζ†

1Bζ1 −8ζ†
2Bζ2 (3.120)

so we can take the GOE average in (3.115) and obtain

EN
GOE∆ε(M ; x,S) = K (1)

N

∫
dx1dx2dζ1dζ†

1dζ2dζ†
2 exp

{
− 1

2N
TrQ2

B − iTrSB + i xTrQB +εTrQBσ

}
exp

{
1

4N
TrQ2

F − 1

2N
ζT

1 ζ2ζ
†
2ζ

∗
1 +

2∑
j=1

ζ†
j

(
B

N
+ i S − i (x + i (−1) j−1ε)

)
ζ j

}
.

(3.121)

where we have defined

σ=
(
−1 0

0 1

)
.

We can then use the transformation

exp

{
1

4N
TrQ2

F

}
= N 2

πV ol (U (2))

∫
dQ̂F exp

{−NTrQ̂2
F +TrQF Q̂F

}
(3.122)

to obtain

EN
GOE∆ε(M ; x,S) = K (2)

N

∫
dx1dx2dζ1dζ†

1dζ2dζ†
2dQ̂F exp

{
− 1

2N
TrQ2

B − iTrSB + i xTrQB +εTrQBσ

}
exp

{
−NTrQ̂2

F +TrQ̂F QF − 1

2N
ζT

1 ζ2ζ
†
2ζ

∗
1 +

2∑
j=1

ζ†
j

(
B

N
+ i S − i (x + i (−1) j−1ε

)
ζ j

}
(3.123)

where K (2)
N = K (1)

N
N 2

πV ol (U (2)) . The Fermionic cross-term in (3.123) can be dealt with using (see [Noc16]

(4.104))

exp

(
− 1

2N
ζT

1 ζ2ζ
†
2ζ

∗
1

)
= 2N

π

∫
d 2u exp

(
−2N ūu − i

(
uζ†

1ζ
∗
2 + ūζ†

2ζ1

))
(3.124)

where d 2u = dℜu dℑu, and so we obtain

EN
GOE∆ε(M ; x,S) = K (3)

N

∫
dx1dx2dζ1dζ†

1dζ2dζ†
2dQ̂F d 2u exp

{
− 1

2N
TrQ2

B − iTrSB + i xTrQB +εTrQBσ

}
exp

{−NTrQ̂2
F −2Nuū

}
exp

{
TrQ̂F QF − i (uζ†

1ζ
∗
2 + ūζT

2 ζ1)+
2∑

j=1
ζ†

j

(
B

N
+ i S − i (x + i (−1) j−1ε

)
ζ j

}
(3.125)

7Note that (4.100) in [Noc16] contains a trivial factor of 4 error that has non-trivial consequences in our calculations.
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where K (3)
N = K (2)

N
2N
π . To simplify the Fermionic component of (3.125) and make apparent its form,

we introduce ζT = (ζ†
1,ζT

1 ,ζ†
2,ζT

2 ) and then (3.125) reads

EN
GOE∆ε(M ; x,S) = K (3)

N

∫
dx1dx2dζdQ̂F d 2u exp

{
− 1

2N
TrQ2

B − iTrSB + i xTrQB +εTrQBσ

}
exp

{−NTrQ̂2
F −2Nuū

}
exp

{
1

2
ζTMζ

}
= K (3)

N

∫
dx1dx2dQ̂F d 2u exp

{
− 1

2N
TrQ2

B − iTrSB + i xTrQB +εTrQBσ

}
exp

{−NTrQ̂2
F −2Nuū

}
p

detM (3.126)

where the matrix M is given by

M=


0 A1 −i u q∗

12

−A1 0 −q12 i ū

i u q12 0 A2

−q∗
12 −i ū −A2 0

 (3.127)

and, by analogy with (4.107) in [Noc16],

A j = q j j − i (x + i (−1) j−1ε)+ 1

N
B + i S, (3.128)

where qi j are the entries of Q̂F . To evaluate detM, we make repeated applications of the well-known

result for block 2×2 matrices consisting of N ×N blocks:

det

(
A B

C D

)
= det(A−BD−1C )det(D).

This process quickly results in

p
detM= det(A1 A2 − (uū +q12q̄12))

= det

([
det(Q̂F − i x −εσ)− ūu

]
I +Tr(Q̂F − i x −εσ)

(
1

N
B + i S

)
+

(
1

N
B + i S

)2)
= det

(
G1 +N−1B + i S

)
det

(
G2 +N−1B + i S

)
(3.129)

where we have chosen G1, G2 to be solutions to

G1G2 = det(Q̂F − i x −εσ)− ūu (3.130)

G1 +G2 =Tr(Q̂F − i x −εσ). (3.131)

Recalling the B has rank 2 we let OB be the N ×2 matrix of the non-null eigenvectors of B and λ(B)
1,2

be its non-null eigenvalues and use the determinantal identity found in equation (3) of [BGM12] to
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write8

det
(
G j IN +N−1B + i S

)= det
(
G j IN + i S

)
det

(
I2 +N−1OT

B

(
G j IN + i S

)−1 OB diag
(
λ(B)

1 ,λ(B)
2

))
.

(3.132)

We would now like to apply the integral formula found in Appendix D of [FS02] to re-write the

integrals over the N-dimensional vectors x1,x2 as a single integral over a 2×2 symmetric matrix

QB . However, the integrand does not only depend on x1,x2 through QB ≡
(
xT

1 x1 xT
1 x2

xT
2 x1 xT

2 x2

)
thanks

to the dependence on the eigenvectors of B in (3.132) and also in the term TrSB in (3.126). Before

addressing this problem, we will continue to manipulate the Q̂F and u integrals along the lines of

[Noc16].

First make the change of variables Q̂F ← Q̂F + i x +εσ and x j ←
p

Nx j in (3.126) using (3.129)

to obtain

EN
GOE∆ε(M ; x,S) = K (4)

N

∫
dx1dx2dQ̂F d 2u exp

{
−N

2
TrQ2

B − i NTrSB + i xNTrQB +εNTrQBσ

}
exp

{−NTrQ̂2
F −2NTr(i x +εσ)Q̂F −NTr(i x +εσ)2 −2Nuū

}
2∏

j=1
det

(
G j +B + i S

)
(3.133)

where K (4)
N = N N K (3)

N and now the terms G1,G2 are given by the modified versions of (3.130)-(3.131):

G1G2 = detQ̂F − ūu (3.134)

G1 +G2 =TrQ̂F . (3.135)

We now diagonalise the Hermitian matrix Q̂F = Ûdiag(q1, q2)Û † in (3.133), but the term TrσQ̂F

is not unitarily invariant, so we follow [Noc16] and introduce an explicit parametrization9 of the

unitary matrix Û

Û = e i φ̂/2

(
e i α̂/2 0

0 e−i α̂/2

)(
cos θ̂ sin θ̂

−sin θ̂ cos θ̂

)(
e i β̂/2 0

0 e−i β̂/2

)

where φ̂, α̂, β̂ ∈ [0,2π), θ̂ ∈ [0,π/2) and elementary calculations give the Jacobian factor |q1−q2|2 sin(2θ̂).

Further brief elementary calculations give

TrQ̂Fσ= (q2 −q1)cos(2θ̂). (3.136)

8Note that we here include explicitly the identity matrix symbols to make plain the dimension of the determinants.
9[Noc16] uses an incorrect parametrization with only two angles. The calculations are are invariant in the extra angles

α,β and so this detail only matters if one is tracking the multiplicative constants, as we do here.
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and so, integrating out φ̂, α̂, β̂,

EN
GOE∆ε(M ; x,S) = K (5)

N e2N (x2−ε2)
∫

dx1dx2

Ï ∞

−∞
d q1d q2

∫
d 2u

∫ π/2

0
dθ sin2θ̂

exp

{
−N

2
TrQ2

B − i NTrSB + i xNTrQB +εNTrQBσ

}
exp

{−N (q2
1 +q2

2 )−2Ni x(q1 +q2)−2Nε(q2 −q1)cos2θ̂−2Nuū
}

2∏
j=1

det
(
G j +B + i S

) |q1 −q2|2 (3.137)

with K (5) = (2π)3K (4)
N and now

G1G2 = q1q2 − ūu (3.138)

G1 +G2 = q1 +q2. (3.139)

We form an Hermitian matrix

R =
(

q1 ū

u q2

)
(3.140)

and so (3.137) is rewritten as

EN
GOE∆ε(M ; x,S) = K (6)

N e2N (x2−ε2)
∫

dx1dx2

∫
dR|R11 −R22|2

∫ π/2

0
dθ sin2θ̂

exp

{
−N

2
TrQ2

B − i NTrSB + i xNTrQB +εNTrQBσ

}
exp

{−NTrR2 −2Ni xTrR −2εN (R22 −R11)cos2θ̂
}

2∏
j=1

det
(
G j +B + i S

)
(3.141)

with K (6)
N = 1

16π2 K (5)
N and

G1G2 = detR (3.142)

G1 +G2 =TrR. (3.143)

The factor of (16π2)−1 comes from the change of variables (q1, q2,u, ū) 7→ R. Indeed, clearly

d q1d q2dudū = Z−1dR for some constant Jacobian factor Z . We can most easily determine Z

by integrating against a test function:

4πV ol (U (2))

Z
= 1

Z

∫
Herm(2)

dRe−
1
2 TrR2 =

Ï ∞

−∞
d q1d q2

Ï ∞

−∞
dℜu dℑue−

1
2 (q2

1+q2
2+2uū) = 2π2

=⇒ Z = 2V ol (U (2))

π
= 16π2.

We diagonalise R =Udiag(r1,r2)U †, but again the integrand in (3.141) is not unitarily invariant in R

so we repeat the previous procedure using

U = e iφ/2

(
e iα/2 0

0 e−iα/2

)(
cosθ sinθ

−sinθ cosθ

)(
e iβ/2 0

0 e−iβ/2

)
.
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Overall, integrating out φ,α,β, (3.141) becomes

EN
GOE∆ε(M ; x,S) = K (7)

N e2N (x2−ε2)
Ï π/2

0
dθd θ̂

∫
dx1dx2

Ï ∞

−∞
dr1dr2|r1 − r2|4 sin2θcos2 2θ sin2θ̂

exp

{
−N

2
TrQ2

B − i NTrSB + i xNTrQB +εNTrQBσ

}
exp{−N (r 2

1 + r 2
2 )−2Ni (x − iεcos2θcos2θ̂)r1

−2Ni x(x + iεcos2θcos2θ̂)}

2∏
j=1

det
(
G j +B + i S

)
(3.144)

where K (7) = (2π)3K (6) and now

G1G2 = r1r2, (3.145)

G1 +G2 = r1 + r2 (3.146)

⇐⇒ {G1,G2} = {r1,r2}. (3.147)

We can now clearly take r j =G j without loss of generality. The terms det(r j +B + i S) and e−i NTrSB

depend on the eigenvectors of B and prevent an application of the integral formula of [FS02] as

used by [Noc16]. In fact, it is possible the adapt this integral formula for use in the presence of the

term e−i NTrSB , as seen in Lemma 3.6.

Since S has all entries of order N−1, we can expand the nuisance determinants:

det(r j +B + i S) =
2∏

i=1
(r j +λ(B)

i )(1+o(1)). (3.148)

For this step to be legitimate in the sense of asymptotic expansions, we must have that the error term

is uniformly small in the integration variables x1,x2,r1,r2,θ, θ̂. Note that the integrand in (3.144) is

analytic in r1,r2 and so we can deform the contours of integration from (−∞,∞) to Γ, a contour that,

say, runs from −∞ along the real line to −1 and then follows the unit semi-circle in the upper half

plane to 1 before continuing to ∞ along the real line. We show an example contour in Figure 3.10.

It is now clear that r1,r2 are bounded away from 0 and so the error terms in (3.148) are uniform, so

giving

EN
GOE∆ε(M ; x,S) = K (7)

N e2N (x2−ε2)
Ï π/2

0
dθd θ̂

∫
dx1dx2

Ï ∞

−∞
dr1dr2|r1 − r2|4 sin2θcos2 2θ sin2θ̂

exp

{
−N

2
TrQ2

B − i NTrSB + i xNTrQB +εNTrQBσ

}
exp{−N (r 2

1 + r 2
2 )−2Ni (x − iεcos2θcos2θ̂)r1

−2Ni x(x + iεcos2θcos2θ̂)}

2∏
i , j=1

det
(
r j +λ(B)

i

)
(1+o(1)) (3.149)
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×
r = 0

Γ

Figure 3.10: Example contour Γ used for the r1,r2 integrals to keep away from the origin (denoted
by the green cross).

Lemma 3.6 can now be applied:

EN
GOE∆ε(M ; x,S) = K (8)

N e2N (x2−ε2) (1+o(1))Ï π/2

0
dθd θ̂

∫
Sym⩾0(2)

dQB

Ï
Γ

dr1dr2 cos2 2θ sin2θ sin2θ̂

exp

{
−N

2
TrQ2

B + i xNTrQB +εNTrQBσ

}
exp{−N (r 2

1 + r 2
2 )−2Ni (x − iεcos2θcos2θ̂)r1

−2Ni x(x + iεcos2θcos2θ̂)}
r∏

j=1

(
1+2i s j TrQB −4p11p22s2

j

)−1/2

2∏
i , j=1

(
r j +λ(B)

i

)
|r1 − r2|4(r1r2)N−2(detQB )

N−3
2 , (3.150)

where pi j are the entries of the matrix QB and K (8) = πNπ−1/2

Γ
(

N
2

)
Γ
(

N−1
2

)K (7)
N .

We now wish to diagonalise QB and integrate out its eigenvectors, but as before (around (3.141))

the integrand is not invariant under the action of the orthogonal group on QB and so we instead

diagonalise QB =Odiag(p1, p2)OT and parametrize O as

O =
(

cosθ′ sinθ′

−sinθ′ cosθ′

)
(3.151)
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but we must be careful to choose domain of integration for θ and (p1, p2) such that the transformation

is a bijection. Consider a general positive semi-definite symmetric matrix

QB =
(

a c

c b

)
.

Solving for the eigenvalues gives two choices for (p1, p2) because of the arbitrary ordering of the

eigenvalues. We want a simple product domain for the (p1, p2) integrals and both eigenvalues are

non-negative, so we choose (p1, p2) ∈ (R⩾0)2. One can easily find that

c = p2 −p1

2
sin2θ (3.152)

a = p1 +p2 + (p1 −p2)cos2θ

2
(3.153)

b = p1 +p2 + (p2 −p1)cos2θ

2
(3.154)

and so we see immediately that the domain of integration of θ must be restricted to an interval of

length π to obtain a bijection. But further, because of the chosen domain for (p1, p2) the quantity

(p1 −p2) takes all values in R and thus we must in fact restrict θ to, say, [0,π/2) to obtain a bijection.

The Jacobian of this transformation is |p1 −p2| and further

p11p22 = (p1 cos2θ′+p2 sin2θ′)(p2 cos2θ′+p1 sin2θ′)

= (p2
1 +p2

2)(cosθ′ sinθ′)2 +p1p2(cos4θ′+ sin4θ′)

= 1

4
sin2 2θ′(p2

1 +p2
2)+ 1

4

(
3+4cos4θ′

)
p1p2 (3.155)

and so we get

EN
GOE∆ε(M ; x,S) = K (8)

N e2N (x2−ε2) (1+o(1))
Ñ π/2

0
dθdθ′d θ̂

Ï ∞

0
d p1d p2

Ï
Γ

dr1dr2

|r1 − r2|4(r1r2)N−2(p1p2)
N−3

2 cos2 2θ sin2θ sin2θ̂

exp

{
−N

2
(p2

1 +p2
2)+ i N (x − iεcos2θ′)p1 + i N (x + iεcos2θ′)p2

}
exp{−N (r 2

1 + r 2
2 )−2Ni (x − iεcos2θcos2θ̂)r1

−2Ni x(x + iεcos2θcos2θ̂)}

2∏
i , j=1

(
r j +pi

)
J1(p1, p2,θ′; {s j }r

j=1, N ) (3.156)

where

J1(p1, p2,θ′; {s j }r
j=1, N ) =

r∏
j=1

(
1+2i s j (p1 +p2)− s2

j

[
sin2 2θ′(p2

1 +p2
2)+ (

3+4cos4θ′
)

p1p2
])−1/2

.

(3.157)
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Now let us define the functions

ψ(±)
U (z; x;ε) = 1

2
z2 ± i (x − iε)z − 1

2
log z (3.158)

ψ(±)
L (z; x;ε) = 1

2
z2 ± i (x + iε)z − 1

2
log z (3.159)

(3.160)

and also

J2(r1,r2, p1, p2) = |r1 − r2|4|p1 −p2|(r1r2)−2(p1p2)−
3
2 (r1 +p1)(r1 +p2)(r2 +p1)(r2 +p2) (3.161)

and then we finally rewrite (3.156) as

EN
GOE∆ε(M ; x,S)

= K (8)
N e2N (x2−ε2) (1+o(1))

Ñ π/2

0
dθdθ′d θ̂

Ï ∞

0
d p1d p2

Ï
Γ

dr1dr2

J1(p1, p2,θ′;S, N )J2(r1,r2, p1, p2)cos2 2θ sin2θ sin2θ̂

exp

{
−N

(
2ψ(+)

L (r1; x;εcos2θcos2θ̂)+2ψ(+)
U (r2; x;εcos2θcos2θ̂)

+ψ(−)
L (p1; x;εcos2θ′)+ψ(−)

U (p2; x;εcos2θ′)
)}

. (3.162)

■

We will need the asymptotic behaviour of the constant KN defined in Lemma 3.7.

Lemma 3.8. As N →∞
KN ∼ (−i )N N

9
2

4
p

2π
5
2

(2e)N . (3.163)

Proof. Using Stirling’s formula for the Gamma function gives

KN ∼ N N+3(−i )N

π3/2
N− N

2 + 1
2 (N −1)−

N
2 +12

N
2 − 1

2 2
N
2 −1e

N
2 e

N
2 − 1

2 (2π)−1

= N N+3(−i )N

π3/2
N−N N

3
2 2N 2− 5

2 eN e−
1
2π−1

(
N −1

N

)− N
2 +1

∼ (−i )N N
9
2

4
p

2π
5
2

(2e)N . (3.164)

■

Building on Lemma 3.7, we can prove a generalisation of Theorem 2.8 from [AAC13], namely

Theorem 3.2.
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Theorem 3.2. Recall the definition of C h
N in (3.56) and let ΘH be defined as in [AAC13]:

ΘH (u) =


1
2 log(H −1)− H−2

4(H−1) u2 − I1(u;E∞) if u ⩽−E∞,

1
2 log(H −1)− H−2

4(H−1) u2 if −E∞ ⩽ u ⩽ 0,

1
2 log(H −1) if 0⩾ u,

(3.58)

where E∞ = 2
√

H−1
H , and I1(·;E) is defined on (−∞,−E ] as in [AAC13] by

I1(u;E) = 2

E 2

∫ −E

u
(z2 −E 2)1/2d z =− u

E 2

√
u2 −E 2 − log

(
−u +

√
u2 −E 2

)
+ logE , (3.59)

then

lim
N→∞

1

N
logEC h

N (
p

N u) =ΘH (u). (3.60)

Proof. Combining Lemmata 3.4 and 3.5 and observing that the integrand in the Kac-Rice formula

of Lemma 3.5 is spherically symmetric, we obtain

EC h
N (

p
N u) = (2(N −1)(H −1)H)

N−1
2 ωN

e−
v2

2H

(2πH)(N−1)/2︸ ︷︷ ︸
:=ΩN

∫ uN

−∞
d x

1p
2πt

e−
x2

2t2 EN−1
GOE |det(M −xI +S)|

(3.165)

where

uN = u

√
H N

2(N −1)(H −1)
,

the variance t 2 = H
2(N−1)(H−1) , ωN = 2πN /2/Γ(N /2) is the surface area of the N −1 sphere and S and v

are defined in Lemma 3.4. Note that the first term in ΩN comes from the expression (3.87) and the

third term from (3.74) and (3.78), i.e. this is the density of ∇h evaluated at 0 as appears in Lemma
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3.5. The conditions for Lemma 3.7 are shown to be met in Lemma 3.4, so we obtain

EC h
N (

p
N u) =ΩN KN−1

√
2(N −1)(H −1)

H
(1+o(1))∫ uN

−∞
d x

1p
2π

lim
ε↘0

Ñ π/2

0
dθd θ̂dθ′

Ï ∞

0
d p1d p2

Ï
Γ

dr1dr2

J1(p1, p2,θ′; {s j }r
j=1, N −1)J2(r1,r2, p1, p2)cos2 2θ sin2θ sin2θ̂

exp

{
− (N −1)

(
2ψ(+)

L (r1; x;εcos2θcos2θ̂)+2ψ(+)
U (r2; x;εcos2θcos2θ̂)

+ψ(−)
L (p1; x;εcos2θ′)+ψ(−)

U (p2; x;εcos2θ′)− H +1

H
x2

)}
=cN ,H

∫ uN

−∞
d x lim

ε↘0

Ñ π/2

0
dθd θ̂dθ′

Ï ∞

0
d p1d p2

Ï
Γ

dr1dr2

J1(p1, p2,θ′; {s j }r
j=1, N −1)J2(r1,r2, p1, p2)cos2 2θ sin2θ sin2θ̂

exp

{
− (N −1)

(
2ψ(+)

L (r1; x;εcos2θcos2θ̂)+2ψ(+)
U (r2; x;εcos2θcos2θ̂)

+ψ(−)
L (p1; x;εcos2θ′)+ψ(−)

U (p2; x;εcos2θ′)− H +1

H
x2

)}
(3.166)

where we have defined the constant

cN ,H = ΩN KN−1
p

(H −1)(N −1)p
Hπ

(1+o(1)). (3.167)

We pause now to derive the asymptotic form of cN ,H . The vector v was defined in Lemma 3.4 and

has entries of order N−1/2, so v2 =O(1). Using Stirling’s formula for the Gamma function

ΩN ∼ 2(N −1)
N−1

2 (H −1)
N−1

2 π1/2N− N
2 + 1

2 2
N
2 − 1

2 e
N
2 (2π)−1/2 e−

v2

2H

= (H −1)
N−1

2 (2e)
N
2

(
N −1

N

) N−1
2

e−
v2

2H

∼ (H −1)
N−1

2 (2e)
N
2 e−1/2e−

v2

2H

=⇒ ΩN
p

(H −1)(N −1)p
Hπ

∼ (H −1)
N
2 (2e)

N
2 e−1/2H−1/2π−1/2(N −1)1/2e−

v2

2H (3.168)

and so Lemma 3.8 gives

cN ,H ∼ (−i )N−1(N −1)
9
2

4
p

2π
5
2

(2e)N−1(H −1)
N
2 (2e)

N
2 e−1/2H−1/2π−1/2(N −1)1/2e−

v2

2H

∼ (−i )N−1N 5

4π3H 1/2
(2e)

3
2 (N−1)(H −1)

N
2 e−

v2

2H . (3.169)

In the style of [DH02], the multiple integral in (3.166) can be written as an expansion over saddle

points and saddle points of the integrand restricted to sections of the boundary. Recalling the form

of ψ(±)
U and ψ(±)

L , we see that the integrand vanishes on the boundary and so we focus on the interior
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saddle points. Let us define the exponent function

Φ(r1,r2, p1, p2, x;S,ε) = 2ψ(+)
L (r1; x,ε)+2ψ(+)

U (r2; x,ε)+ψ(−)
L (p1; x,ε)+ψ(−)

U (p2; x,ε)− (H +1)

H
x2

(3.170)

It is clear that the cosθ,cos θ̂ and cosθ′ terms in the exponent of (3.166) do not affect the saddle

point asymptotic analysis, since we take the limit ε→ 0, and θ, θ̂,θ′ ∈ [0,π/2) and it is only the signs

of the O(ε) terms that are significant. Therefore, to simplify the exposition, we will suppress these

terms. The (r1,r2, p1, p2) components of ∇Φ are of the form

z 7→ z ± i (x ± iε)− 1

2z
(3.171)

and so the only saddle in Φ restricted to those components is at

r1 = −i (x + iε)+ (2− (x + iε)2)1/2

2
:= z(+)

L (3.172)

r2 = −i (x − iε)+ (2− (x − iε)2)1/2

2
:= z(+)

U (3.173)

p1 = i (x + iε)+ (2− (x + iε)2)1/2

2
:= z(−)

L (3.174)

p2 = i (x − iε)+ (2− (x − iε)2)1/2

2
:= z(−)

U . (3.175)

To deform the (r1,r2, p1, p2) contours through this saddle, we are required to choose a branch of

the functions in (3.172 - 3.175). Each has branch points at ±p2+ iε or ±p2− iε. Since the initial

contour of x integration lies along the real line, we take the following branch cuts in the complex x

plane and respective angle ranges (see Figure 3.11)

[
p

2+ iε,
p

2+ i∞], [π/2,5π/2] (3.176)

[
p

2− iε,
p

2− i∞], [−π/2,3π/2] (3.177)

[−
p

2+ iε,−
p

2+ i∞], [π/2,5π/2] (3.178)

[−p2− iε,−p2− i∞], [−π/2,3π/2]. (3.179)
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× ×

× ×

−p2+ iε
p

2+ iε

−p2− iε
p

2− iε

Figure 3.11: The choice of branch for the x integral in the proof of Theorem 3.2.

It is simple to compute ψ(±)
U (z(±)

U ) and ψ(±)
L (z(±)

L ):

ψ(+)
L (z(+)

L ) =1

4

(
1+ (x + iε)2 + log2

)+ 1

4
log2+ 1

4
i (x + iε)

(
2− (x + iε)2)1/2

− 1

2
log

[
−i (x + iε)+ (

2− (x + iε)2)1/2
]

(3.180)

ψ(+)
U (z(+)

U ) =1

4

(
1+ (x − iε)2 + log2

)+ 1

4
log2+ 1

4
i (x − iε)

(
2− (x − iε)2)1/2

− 1

2
log

[
−i (x − iε)+ (

2− (x − iε)2)1/2
]

(3.181)

ψ(−)
L (z(−)

L ) =1

4

(
1+ (x + iε)2 + log2

)+ 1

4
log2− 1

4
i (x + iε)

(
2− (x + iε)2)1/2

− 1

2
log

[
i (x + iε)+ (

2− (x + iε)2)1/2
]

(3.182)

ψ(−)
U (z(−)

U ) =1

4

(
1+ (x − iε)2 + log2

)+ 1

4
log2− 1

4
i (x − iε)

(
2− (x − iε)2)1/2

− 1

2
log

[
i (x − iε)+ (

2− (x − iε)2)1/2
]

. (3.183)

Let us consider x still restricted to the real line. We are free to restrict to ε> 0 and then x ± iε lies

just above (below) the real line. For x <−p2 the angle from all four branch points is π and so we
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obtain

Φ(4)(x) := lim
ε→0

Φ
(
z(+)

L , z(+)
U , z(−)

L , z(−)
U , x;ε

)
= 3

2

(
1+x2 + log2

)+ 3

2
log2− 1

2
x
√

x2 −2−2log
[
−i x + i

√
x2 −2

]
− log

[
i x + i

√
x2 −2

]
− H +1

H
x2

= 3

2

(
1+ log2

)+ H −2

2H
x2 + 3

2
log2− 1

2
x
√

x2 −2− log
[
−i x + i

√
x2 −2

]
− log2

= 3

2

(
1+ log2

)+ H −2

2H
x2 + 1

2
log2− 1

2
x
√

x2 −2− log
[
−x +

√
x2 −2

]
− log i

= 3

2

(
1+ log2

)+ H −2

2H
x2 + I1(x;

p
2)− log i (3.184)

However for −px < x <p
2 the angles about the branch points are π,π,2π,0 in the order of (3.176-

3.179). It follows that the square root terms in both of ψ(±)
L (z(±)

L ) and both of ψ(±)
U (z(±)

U ) have opposite

signs and so

Φ(4)(x) = 3

2

(
1+ log2

)+ H −2

2H
x2 − 3

2
log(−2)+ 3

2
log2

= 3

2

(
1+ log2

)+ H −2

2H
x2 − 3

2
log(−1). (3.185)

Finally, the above reasoning can be trivially extended to x >p
2 to obtain

Φ(4)(x) = 3

2

(
1+ log2

)+ H −2

2H
x2 + I1(−x;

p
2)− log i . (3.186)

It is apparent from (3.184) 10, (3.185) and (3.186) that the branch choice (3.176-3.179) and deforming

through each of the saddles of in (r1,r2, p1, p2) gives a contour of steepest descent in x with the

critical point being at x = 0.

We are thus able to write down the leading order asymptotics for (3.166) for all real u coming

either from the end-point x =p
2u/E∞ or the critical point x = 0. We begin with u <−E∞ by using

(3.184):

1

N
logEC h

N (
p

N u) ∼−3

2
log2− 3

2
− H −2

2H

Hu2

2(H −1)
− I1(u;E∞)+ log i + 1

N
logcN ,H

∼ 1

2
log(H −1)− H −2

4(H −1)
u2 − I1(u;E∞) (3.187)

since by (3.169)

logcN ,H ∼ 1

2
N log(H −1)+ 3

2
(N −1)(1+ log2)+ (N −1)log(−i ). (3.188)

10Note that I1(x;
p

2) is monotonically decreasing on (−∞,−p2].
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For −E∞ ⩽ u < 0 we use (3.185):

1

N
logEC h

N (
p

N u) ∼−3

2
log2− 3

2
− H −2

2H

Hu2

2(H −1)
+ 3

2
log(−1)+ 1

N
logcN ,H

∼ 1

2
log(H −1)− H −2

4(H −1)
u2 (3.189)

since 3
2 log(−1) = log

(
(−1)1/2

) = log i . Finally, for u ⩾ 0 the leading contribution comes from the

critical point, so

1

N
logEC h

N (
p

N u) ∼−3

2
log2− 3

2
+ 3

2
log(−1)+ 1

N
logcN ,H

∼ 1

2
log(H −1). (3.190)

■

We are in-fact able to obtain the exact leading order term in the expansion of EC h
N (

p
N u) in the

case u <−E∞, namely Theorem 3.4.

Theorem 3.4. Let u <−E∞ and define v =−
p

2u
E∞

. Define the function h by (c.f. (7.10) in [AAC13])

h(v) =
(
|v −p

2|
|v +p

2|

)1/4

+
(
|v +p

2|
|v −p

2|

)1/4

, (3.64)

and the functions

q(θ′) = 1

2
sin2 2θ′+ 1

4

(
3+4cos4θ′

)
, (3.65)

j (x, s1,θ′) = 1+ 1

2
s1

√
x2 −2h(x)2 − s2

1 q(θ′)|x2 −2|h(x)2, (3.66)

T (v, s1) = 2

π

∫ π/2

0
j (−v, s1,θ′)dθ′. (3.67)

The N − 1× N − 1 deterministic matrix S is defined subsequently around (3.88). S has fixed rank r = 2

and non-zero eigenvalues {s1, N−1/2s2} where s j =O(1). The specific form of S is rather cumbersome and

uninformative and so is relegated to Appendix A.1, and the vector v is defined in Lemma 3.4. Then we have

EC h
N (

p
N u) ∼ N− 1

2p
2πH

e−
v2

2H T (v, s1)h(v)eNΘH (u) e I1(u;E∞)− 1
2 uI ′1(u;E∞)

H−2
2(H−1) u + I ′1(u;E∞)

. (3.68)

Proof. We begin by deriving an alternative form for h. For v >p
2

h(v)2 = |v −p
2|+ |v +p

2|+2|v2 −2| 1
2

|v2 −2| 1
2

= 2
(
v +|v2 −2| 1

2

)
|v2 −2|− 1

2

=⇒ h(v) =
p

2
(
v +|v2 −2| 1

2

) 1
2 |v2 −2|− 1

4

= 2|− v +|v2 −2| 1
2 |− 1

2 |v2 −2|− 1
4 . (3.191)
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This proof now proceeds like that of Theorem 3.2 except that we are required to keep track of the

exact factors in (3.166) and evaluate the O(1) integrals arising from the saddle point approximation.

First note that (using primes to denote z derivatives)

ψ(±)
U ,L

′′
(z; x;ε) = 1+ 1

2z2 (3.192)

and so we abbreviate ψ(±)
U ,L

′′ =ψ′′. We get the following useful relation (now letting ε→ 0 implicitly

for simplicity of exposition)

ψ′′(z(±)
U ,L) = (z(±)

U ,L)−2
(
1∓ i xz(±)

U ,L

)
= 1

2
(z(±)

U ,L)−2
(
2−x2 ±x

√
x2 −2

)
= i

√
x2 −2(z(±)

U ,L)−1 (3.193)

where, using our branch choice shown in Figure 3.11, for x <−p2 the saddle points are

z(±)
U ,L = ∓i x + i

p
x2 −2

2
. (3.194)

We recall the central expression (3.166) from the proof of Theorem 3.2:

EC h
N (

p
N u) = cN ,H

∫ uN

−∞
d x lim

ε↘0

Ñ π/2

0
dθd θ̂dθ′

Ï ∞

0
d p1d p2

Ï
Γ

dr1dr2

J1(p1, p2,θ′; {s j }r
j=1, N −1)J2(r1,r2, p1, p2)cos2 2θ sin2θ sin2θ̂

exp

{
− (N −1)

(
2ψ(+)

L (r1; x;εcos2θcos2θ̂)+2ψ(+)
U (r2; x;εcos2θcos2θ̂)

+ψ(−)
L (p1; x;εcos2θ′)+ψ(−)

U (p2; x;εcos2θ′)− H +1

H
x2

)}
and we recall the expressions for J1, J2 from Lemma 3.7:

J1(p1, p2,θ′; {s j }r
j=1, N ) =

(
1+ i N−1/2s2(p1 +p2)−N−1s2

2

[
1

4
sin2 2θ′(p2

1 +p2
2)+ 1

4

(
3+4cos4θ′

)
p1p2

])−1/2

·
(
1+ i s1(p1 +p2)− s2

1

[
1

4
sin2 2θ′(p2

1 +p2
2)+ 1

4

(
3+4cos4θ′

)
p1p2

])−1/2

,

J2(r1,r2, p1, p2) = (r1 +p1)(r2 +p1)(r1 +p2)(r2 +p2)|r1 − r2|4|p1 −p2|(r1r2)−2(p1p2)−3/2.

We begin by evaluating J1 to leading order at the saddle points:

1

2
sin2 2θ′(z(−))2 + 1

4

(
3+4cos4θ′

)
(z(−))2 ≡ q(θ′)(z(−))2

=⇒ J1(z(−), z(−),θ′; {s j }r
j=1, N ) ∼

(
1+4i z(−)s1 −2q(θ′)

(
z(−))2

s2
1

)−1/2
. (3.195)

Recalling

x +
√

x2 −2 = −2

−x +
p

x2 −2
=−h(x)2

2

√
x2 −2, (z(−))2 =−1

2

√
x2 −2

(
x +

√
x2 −2

)
(3.196)
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we obtain

J1 ∼ 1+ 1

2
s1

√
x2 −2h(x)2 − s2

1 q(θ′)|x2 −2|h(x)2 ≡ j (x, s1,θ′). (3.197)

We see that J2(z(+), z(+), z(−), z(−)) = 0 and so we are required to expand J2 in the region of

(r1,r2, p1, p2) = (z(+), z(+), z(−), z(−)).

Following standard steepest descents practice, the integration variables r1,r2, p1, p2 are replaced by

scaled variables in the region of the saddle point, i.e.

ri = z(+) + (N −1)−
1
2 |ψ(+)′′(z(+))|− 1

2ρi (3.198)

pi = z(−) + (N −1)−
1
2 |ψ(−)′′(z(−))|− 1

2πi (3.199)

and so

J2(r1,r2, p1, p2)

=(N −1)−
5
2 |x2 −2|2(z(+))−4(z(−))−3|ψ(−)′′(z(−))|− 1

2 |ψ(+)′′(z(+))|−2|ρ1 −ρ2|4|π1 −π2|+o(N− 5
2 ).

(3.200)

Piecing these components together gives

J2 J1dr1dr2d p1d p2 = (N −1)−
9
2 j (x, s1,θ′)|x2 −2|2

|ψ(−)′′(z(−))|− 3
2 |ψ(+)′′(z(+))|−3(z(+))−4(z(−))−3

|ρ1 −ρ2|4|π1 −π2|dρ1dρ2dπ1dπ2

= (N −1)−
9
2 j (x, s1,θ′)|x2 −2|− 1

4 (z(+))−1(z(−))−
3
2

|ρ1 −ρ2|4|π1 −π2|dρ1dρ2dπ1dπ2

= 2(N −1)−
9
2 j (x, s1,θ′)|x2 −2|− 1

4 (z(−))−
1
2

|ρ1 −ρ2|4|π1 −π2|dρ1dρ2dπ1dπ2

= 2
3
2 (N −1)−

9
2 j (x, s1,θ′)|x2 −2|− 1

4

(
x +

√
x2 −2

)− 1
2

|ρ1 −ρ2|4|π1 −π2|dρ1dρ2dπ1dπ2. (3.201)

Recalling the expression (3.191), we can then write

J2 J1dr1dr2d p1d p2 = 2
3
2 (N −1)−

9
2 j (x, s1,θ′)h(−x)2−1|ρ1 −ρ2|4|π1 −π2|dρ1dρ2dπ1dπ2

= 2
1
2 (N −1)−

9
2 j (x, s1,θ′)h(−x)|ρ1 −ρ2|4|π1 −π2|dρ1dρ2dπ1dπ2 (3.202)

and so using (3.169), we obtain

EC h
N (

p
N u) ∼ 2− 3

2 N
1
2

π3
p

H
e−

v2

2H
Y (4)

2

8
Y (1)

2

Ï π/2

0
dθd θ̂ cos2 2θ sin2θ sin2θ̂

p
H −1

∫ π/2

0
dθ′

∫ p
2u

E∞

√
N

N−1

−∞
d x h(−x) j (x, s1,θ′)e(N−1)ΘH (2− 1

2 E∞x) (3.203)
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where we have defined the integrals

Y (β)
n =

∫
Rn

dy e−
1
2y

2 |∆(y)|β (3.204)

and ∆ is the Vandermonde determinant. Recall that, as in Theorem 3.2, the x integration contour in

(3.203) is a steepest descent contour and so the leading order term comes from the end point. Now

(N −1)ΘH

(√
N

N −1
u

)

=(N −1)
1

2
log(H −1)−N

H −2

4(H −1)
u2 − (N −1)I1

(√
N

N −1
u;E∞

)

=(N −1)
1

2
log(H −1)−N

H −2

4(H −1)
u2 − (N −1)I1 (u;E∞)− N −1

2N
uI ′1(u;E∞)+O(N−1)

=NΘH (u)− 1

2
log(H −1)+ I1(u;E∞)− 1

2
uI ′1(u;E∞)+O(N−1) (3.205)

and so

EC h
N (

p
N u) ∼ 2− 3

2 N
−1
2

24π3
p

H
e−

v2

2H Y (4)
2 Y (1)

2

(∫ π/2

0
dθ′ j (−v, s1,θ′)

)
h(v)eNΘH (u) e I1(u;E∞)− 1

2 uI ′1(u;E∞)

H−2
2(H−1) u + I ′1(u;E∞)

(3.206)

where we have defined (c.f. [AAC13] Theorem 2.17) v =−p2uE−1∞ . It now remains only to evaluate

the various constants in (3.206) where possible. Firstly observe

Y (1)
2 = 2πE

X1,X2
i .i .d .∼ N (0,1)

|X1 −X2| = 2πEX∼N (0,2)|X | = 2
p
π

∫ ∞

0
xe−

x2

4 = 4
p
π (3.207)

and similarly

Y (4)
2 = 2πE

X1,X2
i .i .d .∼ N (0,1)

(X1 −X2)4 = 2πEX∼N (0,2)X 4 = 24π. (3.208)

For convenience we define

T (v, s1) = 2

π

∫ π/2

0
j (−v, s1,θ′)dθ′, (3.209)

and then collating our results:

EC h
N (

p
N u) ∼ N− 1

2p
2πH

e−
v2

2H T (v, s1)h(v)eNΘH (u) e I1(u;E∞)− 1
2 uI ′1(u;E∞)

H−2
2(H−1) u + I ′1(u;E∞)

. (3.210)

■

Remark 3.6. Having completed the proof of Theorem 3.4, we can now explain why this result

generalises only part (a) of the analogous Theorem (2.17) from [AAC13], namely only the case

u <−E∞. Recall that, following standard steepest descent practice, we introduced scaled integration

variables in the region of the saddle point (3.198)-(3.199) and so arrived at (3.203) with the constant
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factors Y (1)
2 ,Y (4)

2 resulting from the Laplace approximation integrals over the scaled variables. If we

take −E∞ < u < 0, say, then z(+)
U + z(−)

L = 0 and z(+)
L + z(−)

U = 0 and so it is the terms (r1 +p2), (r2 +p1)

that vanish at the saddle point rather than |r1 − r2|4 and |p1 −p2|. It follows that the terms Y (1)
2 ,Y (4)

2

are replaced by the integrals

∫
R

dπ1dπ2dρ1dρ2 e−
1
2 (π2

1+π2
2+ρ2

1+ρ2
2)(ρ1 +π2)(ρ2 +π1) = 0. (3.211)

It is therefore necessary to keep terms to at least the first sub-leading order in the expansion of

J1 J2 around the saddle point, however we cannot do this owing the presence of the o(1) term in the

constant cN ,H as defined in (3.167) which we cannot evaluate.

Remark 3.7. Note that setting all the ρ(N )
ℓ

= 0 gives v = 0, S = 0, hence s1 = 0 and so T = 1. Conse-

quently (3.210) recovers the exact spherical H-spin glass expression in part (a) of Theorem 2.17 in

[AAC13].

Remark 3.8. The function h(v) shows up in [AAC13] in the asymptotic evaluation of Hermite

polynomials but arises here by an entirely different route.

3.5.2 Complexity results with prescribed Hessian signature

The next theorem again builds on Lemma 3.7 to prove a generalisation of Theorem 2.5 from

[AAC13]. In fact, we will need a modified version of Lemma 3.7 which we now prove.

Lemma 3.9. Let S be a rank 2 N ×N symmetric matrix with non-zero eigenvalues {s j }2
j=1, where and

s j =O(1). Let x <−p2 and let M denote an N ×N GOE matrix with respect to whose law expectations are

understood to be taken. Then

EN
GOE

[|det(M −xI +S)|1[i⩽x (M +S) ∈ {k −1,k,k +1}]
]

⩽ υU KN e2N x2
(1+o(1))e−N (k−1)I1(x;

p
2) lim
ε↘0

Ñ π/2

0
dθd θ̂dθ′

Ï ∞

0
d p1d p2

Ï
Γ

dr1dr2

J1(p1, p2,θ′; {s j }r
j=1, N )J2(r1,r2, p1, p2)cos2 2θ sin2θ sin2θ̂

exp

{
−N

(
2ψ(+)

L (r1; x;εcos2θcos2θ̂)+2ψ(+)
U (r2; x;εcos2θcos2θ̂)

+ψ(−)
L (p1; x;εcos2θ′)+ψ(−)

U (p2; x;εcos2θ′)
)}

(3.212)
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and

EN
GOE

[|det(M −xI +S)|1[i⩽x (M +S) ∈ {k −1,k,k +1}]
]

⩾ υLKN e2N x2
(1+o(1))e−N (k+1)I1(x;

p
2) lim
ε↘0

Ñ π/2

0
dθd θ̂dθ′

Ï ∞

0
d p1d p2

Ï
Γ

dr1dr2

J1(p1, p2,θ′; {s j }r
j=1, N )J2(r1,r2, p1, p2)cos2 2θ sin2θ sin2θ̂

exp

{
−N

(
2ψ(+)

L (r1; x;εcos2θcos θ̂)+2ψ(+)
U (r2; x;εcos2θcos θ̂)

+ψ(−)
L (p1; x;εcos2θ′)+ψ(−)

U (p2; x;εcos2θ′)
)}

(3.213)

where the functions J1, J2, the constant KN and the functions ψ(±)
U ,L are defined as in Lemma 3.7, and the

υL ,υU are some constants independent of N .

Remark 3.9. A more general version of this lemma holds with S having any fixed rank r . In that

case, one considers

EN
GOE

[|det(M −xI +S)|1[i⩽x (M +S) ∈ {k − (r −1), . . . ,k, . . . ,k + (r −1)}]
]

(3.214)

and the statement and proof of the result are immediate extensions of what is given here. We omit

this generality, since it is not required here.

Proof. This proof is largely the same as that of Lemma 3.7. The first difference arises at (3.119),

where we are required to compute

EN
GOE

[
e−iTrM A

1[i⩽x (M +S) = k]
]

. (3.215)

As will become apparent towards the end of this proof, we do not know how to maintain the exact

equality constraint11 on index when S ̸= 0, hence the slightly relaxed results that we are proving,

however we will proceed by performing the calculation for S = 0 and then show that S can be

reintroduced one eigendirection at a time. As in the proof of Theorem A.1 in [AAC13], we split this

expectation by fixing a bound, R, for the largest eigenvalue, i.e.

EN
GOE

[
e−iTrM A

1[i⩽x (M) = k]
]

=EN
GOE

[
e−iTrM A

1[i⩽x (M) = k,max{|λi (M)|}N
i=1 ⩽R]

]
+EN

GOE

[
e−iTrM A

1[i⩽x (M) = k,max{|λi (M)|}N
i=1 > R]

]
(3.216)

We will focus initially on the first expectation on the RHS of (3.216) and deal with the second term

later. Let us abbreviate the notation using

IR (M) = {max{|λi (M)|}N
i=1 ⩽R}.

11See Remark 3.10 below.
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Recall that A has finite rank and note that A is symmetric without loss of generality, since

TrM
A+ AT

2
= 1

2

(
TrM A+TrM AT )= 1

2

(
TrM A+TrAM T )=TrM A (3.217)

and hence A = diag(a1, . . . , ar A ,0 . . . ,0) without loss of generality. We begin by factorising the sym-

metric matrix M in the GOE integral:

EM

[
e−iTrM A

1[i⩽x (M) = k,IR (M)]
]

=
∫

dµE (Λ)

ZN
1[−R ⩽λ1 . . .⩽λk ⩽ x ⩽λk+1 ⩽ . . .λN ⩽R]

∫
dµH aar (O)e−i

∑r A
j=1 a jo

T
j Λo j (3.218)

where µE is the un-normalised joint density of ordered GOE eigenvalues, µH aar is the Haar measure

on the orthogonal group O(N ), o j are the rows of the orthogonal matrix O and ZN is normalisation

for the ordered GOE eigenvalues given by the Selberg integral:

ZN = 1

N !
(2
p

2)N N−N (N+1)/4
N∏

i=1
Γ

(
1+ i

2

)
. (3.219)

Much like the proof of Theorem A.1 in [AAC13], we proceed by splitting the eigenvalues in (3.218)

to enforce the constraint given by the indicator function:

EM

[
e−iTrM A

1[i⩽x (M) = k,IR (M)]
]

=
∫

dµH aar (O)
1

ZN

∫
[−R,x]k

k∏
i=1

(
dλi e−Nλ2

i /2
)
∆

(
{λi }k

i=1

)
1 [λ1 ⩽ . . .⩽λk ]∫

(x,R]N−k

N∏
i=k+1

(
dλi e−Nλ2

i /2
)
∆

(
{λi }N

i=k+1

)
1 [λk+1 ⩽ . . .⩽λN ]

e−i
∑r A

j=1 a jo
T
j Λo j exp

(
k∑

j=1

N∑
ℓ=k+1

log |λ j −λℓ|
)

=
∫

dµH aar (O)
∫

[−R,x]k

k∏
i=1

(
dλi e−Nλ2

i /2
)
∆

(
{λi }k

i=1

) ZN−k

k !ZN

1

ZN−k (N −k)!

∫
(x,R]N−k

N∏
i=k+1

(
dλi e−Nλ2

i /2
)
∆

(
{λi }N

i=k+1

)
e−i

∑r A
j=1 a jo

T
j Λo j exp

(
k∑

j=1

N∑
ℓ=k+1

log |λ j −λℓ|
)

=
∫

[−RN ,xN ]k

k∏
i=1

(
dλi e−(N−k)λ2

i /2
)
∆

(
{λi }k

i=1

)
∫

(xN ,RN ]N−k
d µ̄E (ΛN−k )

∫
dµH aar (O)e−i

∑r A
j=1

√
N−k

N a jo
T
j Λo j

exp

(
k∑

j=1

N∑
ℓ=k+1

log |λ j −λℓ|
)

ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

(3.220)
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where xN :=
√

N
N−k x, RN :=

√
N

N−k R and µ̄E is the normalised joint density of un-ordered GOE

eigenvalues.

We will first need to deal with the Itzykson-Zuber integral in (3.220) before dealing with the

eigenvalue integrals. We follow [GM+05], in particular the proof of Theorem 7 therein. We have

the well-known result (Fact 8 in [GM+05]) that in the sense of distributions

(o1, . . . ,or A ) ∼
(

g̃1

||g̃1||
, . . . ,

g̃r A

||g̃r A ||
)

(3.221)

where the (g̃ j )r A
j=1 are constructed via the Gram-Schmidt process from (g j )r A

j=1
i.i.d.∼ N (0,1). (3.221)

exactly gives

∫
dµH aar (O)e−i

∑r A
j=1

√
N−k

N a jo
T
j Λo j =

∫ r A∏
j=1

dg j
p

2π
N

e−
g2

j
2 exp

−i

√
N −k

N

r A∑
j=1

a j

g̃T
j Λg̃ j

||g̃ j ||2

 (3.222)

and we will now seek to replace the g̃ j with g j via appropriate approximations. Introduce the event

BN (υ) := {|N−1〈gi ,g j 〉−δi j |⩽ N−υ, 1⩽ i , j ⩽ r A
}

(3.223)

and then from [GM+05] we immediately conclude that under the i.i.d Gaussian law of the (g j )r A
j=1

the complementary event has low probability:

P(BN (υ)c ) =O(C (υ)e−αN 1−2υ
) (3.224)

where α,C (υ) > 0 and we take 0 < υ< 1
2 to make this statement meaningful. This enables us to write∫

dµH aar (O)e−i
∑r A

j=1

√
N−k

N a jo
T
j Λo j

=
(
1+O(e−αN 1−2υ

)
)∫ r A∏

j=1

dg j
p

2π
N

e−
g2

j
2 exp

−i

√
N −k

N

r A∑
j=1

a j

g̃T
j Λg̃ j

||g̃ j ||2

1{BN (υ)}. (3.225)

Again, directly from [GM+05], given BN (υ) we have

||g̃ j −g j ||⩽ N
1
2− υ

2 (3.226)

and therefore

||g̃ j ||2 = N
[
1+N−1 (||g̃ j ||2 −||g j ||2

)+ (
N−1||g j ||2 −1

)]= N (1+O(N−υ)) (3.227)

and

g̃T
j Λg̃ j = gTΛg+

N∑
i=1

(g̃i − gi )2λi +2
N∑

i=1
gi (g̃i − gi )λi

=⇒
∣∣∣∣ g̃T

j Λg̃ j

||g̃ j ||2
−
gT

j Λg j

||g j ||2
∣∣∣∣≲ N− υ

2 ||Λ||∞. (3.228)
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We see therefore that, in approximating the {g̃ j } j by {g j } j in (3.225) we introduce an error term

in the exponential that is uniformly small in the integration variables {g j } j . Combining (3.225),

(3.227) and (3.228) and noting that ||Λ||∞ = RN ∼ R under the eigenvalue integral in (3.220) gives∫
dµH aar (O)e−i

∑r A
j=1

√
N−k

N a jo
T
j Λo j

=
(
1+O(N− υ

2 )
)∫ r A∏

j=1

dg j
p

2π
N

e−
g2

j
2 exp

−i

√
N −k

N

r A∑
j=1

a j

gT
j Λg j

N (1+O(N−υ))


=

r A∏
j=1

N∏
i=1

(
1+2i N−1a jλi

)− 1
2

(
1+O(N− υ

2 )
)

=exp

{
−N −k

2

r A∑
j=1

∫
d µ̂N−k (z) log(1+2i N−1a j z)

}

exp

{
−1

2

r A∑
j=1

k∑
i=1

log(1+2i N−1a jλi )

}(
1+O(N− υ

2 )
)

(3.229)

where we have defined

µ̂N−k = 1

N −k

N∑
i=k+1

δλi . (3.230)

Following [AAC13], we now introduce the following function

Φ(z,µ) =− z2

2
+

∫
dµ(z ′) log |z − z ′| (3.231)

and so and then (3.220) and (3.229) can be rewritten as

EM

[
e−iTrM A

1[i⩽x (M) = k,IR (M)]
]

=
∫

[−RN ,xN ]k

k∏
i=1

dλi ∆
(
{λ j }k

j=1

)
exp

{
−1

2

r A∑
j=1

k∑
i=1

log(1+2i N−1a jλi )

}(
1+O(N− υ

2 )
)

∫
(xN ,RN ]N−k

d µ̄E (ΛN−k )exp

{
−N −k

2

r A∑
j=1

∫
d µ̂N−k (z) log(1+2i N−1a j z)

}

exp

(
(N −k)

k∑
j=1
Φ(λ j , µ̂N−k )

)
ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

. (3.232)

We now appeal to the Coulomb gas method [CFV16] and in particular the formulation found in

[Maj+11]. We replace the joint integral of N −k eigenvalues in (3.232) with a functional integral

over the continuum eigenvalues density:∫
(xN ,RN ]N−k

d µ̄E (ΛN−K )exp

(
(N −k)

k∑
j=1
Φ(λ j , µ̂N−k )

)
exp

{
−N −k

2

r A∑
j=1

∫
d µ̂N−k (z) log

(
1+ 2i a j z

N

)}

=
∫
D[µ]e−N 2Sx [µ] exp

(
(N −k)

k∑
j=1
Φ(λ j ,µ)

)
exp

{
−N −k

2

r A∑
j=1

∫
dµ(z) log

(
1+ 2i a j z

N

)}
(3.233)
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where the action is defined as

Sx [µ] =1

2

∫
d zµ(z)z2 −

Ï
z ̸=z

d zd z ′µ(z)µ(z ′) log |z − z ′|

+A1

(∫
d zθ(RN − z)µ(z)−1

)
+ A2

(∫
d zµ(z)θ(z −x)−1

)
−Ω (3.234)

where θ is the Heaviside step function, Ω is the constant resulting from the normalisation of the

eigenvalue joint density and A1, A2 are Lagrange multipliers.

Owing to the N 2 rate in (3.233), the integral concentrates around the minimiser of the action.

Since x < −p2 and we have chosen R > |x|, it is clear following [Maj+11] that the semi-circle law

µSC (z) =π−1
p

2− z2 minimises this action and further that Sx [µSC ] = 0, so we have∫
D[µ]e−N 2Sx [µ] exp

(
(N −k)

k∑
j=1
Φ(λ j ,µ)

)
exp

{
−N −k

2

r A∑
j=1

∫
dµ(z) log(1+2i N−1a j z)

}

=
∫

Bδ(µSC )
D[µ]e−N 2Sx [µ] exp

(
(N −k)

k∑
j=1
Φ(λ j ,µ)

)
exp

{
−N −k

2

r A∑
j=1

∫
dµ(z) log(1+2i N−1a j z)

}
+e−N 2cδO(1) (3.235)

where δ=O(N−1) and cδ > 0 is some constant. Performing the usual Laplace method expansion of

the action in (3.235) and re-scaling the first non-vanishing derivative to be O(1), it is clear that the

action only contributes a real factor of O(1) that is independent of the dummy integration variables

x1,x2,ζ1,ζ†
1,ζ2,ζ†

2 and the other eigenvalues λ1, . . . ,λk and can therefore be safely summarised as

O(1). Whence∫
D[µ]e−N 2Sx [µ] exp

(
(N −k)

k∑
j=1
Φ(λ j ,µ)

)
exp

{
−N −k

2

r A∑
j=1

∫
dµ(z) log(1+2i N−1a j z)

}

=O(1)exp

(
(N −k)

k∑
j=1
Φ(λ j ,µSC )

)
exp

{
−N −k

2

r A∑
j=1

∫
dµSC (z) log(1+2i N−1a j z)

}
+e−N 2cδO(1). (3.236)

Now elementary calculations give, noting that the integrand is uniformly convergent in N owing to

the compact support of µSC ,

∫
dµSC (z) log(1+2i N−1a j z) =−2i a j

N

∫
dµSC (z)z +

2a2
j

N 2

∫
dµSC (z)z2 +O(a3

j N−3)

=
a2

j

N 2 (1+O(a j N−1))

=⇒ N −k

2

r A∑
j=1

∫
dµSC (z) log(1+2i N−1a j z) = TrA2

2N
(1+||A||∞O(N−1)) (3.237)

where we have implicitly assumed that the spectral radius ||A||∞ ≪ N . This constraint can be

introduced by restricting the domains of integration for x1 and x2 in the anaologue of (3.115) from
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all of RN to balls of radius o(
p

N ). It is a standard result for Gaussian integrals that this can be

achieved at the cost of an exponentially smaller term. Summarising (3.232), (3.233), (3.236) and

(3.237):

EM

[
e−iTrM A

1[i⩽x (M) = k,IR (M)]
]

=
∫

[−RN ,xN ]k

k∏
i=1

dλi ∆
(
{λ j }k

j=1

)
exp

{
−1

2

r A∑
j=1

k∑
i=1

log(1+2i N−1a jλi )

}
exp

(
(N −k)

k∑
j=1
Φ(λ j ,µSC )

)

e−
TrA2

2N

(
O(1)+O(N− υ

2 )+O(N−1)||A||∞
) ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

=
∫

[−RN ,xN ]k

k∏
i=1

dλi ∆
(
{λ j }k

j=1

)
exp

(
(N −k)

k∑
j=1
Φ(λ j ,µSC )

)

e−
TrA2

2N

(
O(1)+O(N− υ

2 )+O(N−1)||A||∞
) ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

=
∫

[−RN ,xN ]k

k∏
i=1

dλi ∆
(
{λ j }k

j=1

)
exp

(
(N −k)

k∑
j=1
Φ(λ j ,µSC )

)

e−
TrA2

2N O(1)
ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

(3.238)

where in the second equality we have Taylor expanded the remaining logarithm and summarised

the result with another factor of (1+O(N−1)||A||∞).

We now wish to follow the proof of Theorem A.1 in [AAC13] and use ∆({λ j }k
j=1) ⩽ (2RN )k ⩽

(3R)k for λ j ∈ [−RN ,RN ] with bound (3.238), however the expectation on the left hand side of

(3.238) is not necessarily real. We do however know that the O(1) term in (3.238) is real to leading

order and so we can write

EM

[
e−iTrM A

1[i⩽x (M) = k,IR (M)]
]
=ℜEM

[
e−iTrM A

1[i⩽x (M) = k,IR (M)]
]

(1+ i o(1)) (3.239)

and thence focus on bounding the real part of the expectation to obtain

ℜEM

[
e−iTrM A

1[i⩽x (M) = k,IR (M)]
]

⩽K (3R)k ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

e−
TrA2

2N

(∫ xN

−RN

d ze(N−k)Φ(z,µ)
)k

(3.240)
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where we have exchanged O(1) terms for some appropriate constant K . Continuing to bound (3.240):

ℜEM

[
e−iTrM A

1[i⩽x (M) = k,IR (M)]
]

⩽K (3R)2k ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

e−
TrA2

2N exp

k(N −k) sup
z∈[−2R,x]
ν∈Bδ(µSC )

Φ(z,ν)


⩽K (3R)2k ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

e−
TrA2

2N e−k(N−k)(1/2+I1(x;
p

2) (3.241)

where we have used the same result as used around (A.18) in [AAC13] to take the supremum.

Recalling (3.216), we can now use (3.241) and the GOE large deviations principle [ADG01] as

in [AAC13] to obtain

ℜEM

[
e−iTrM A

1[i⩽x (M) = k]
]
⩽K ′′(3R)k ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

e−k(N−k)(1/2+I1(x;
p

2))e−
1

2N TrA2 +e−N R2

(3.242)

We now seek to obtain a complementary lower bound and again follow [AAC13] in choosing some

y and R ′ such that y < x < R ′ <−p2. We then, following a similar procedure as above, find

ℜEM

[
e−iTrM A

1[i⩽x (M) = k]
]
⩾K̃

ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

e−
1

2N TrA2
exp

k(N −k) sup
z∈[y,x]

ν∈Bδ(µSC )

Φ(z,ν)


(3.243)

and taking y ↗ x we obtain the complement to (3.242):

ℜEM

[
e−iTrM A

1[i⩽x (M) = k]
]
⩾K̃

ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

e−k(N−k)(1/2+I1(x;
p

2))e−
1

2N TrA2
.

(3.244)

Next we need the asymptotic beahviour of the Selberg term in (3.242) and (3.244)

TN ,k := ZN−k

k !ZN

√
N −k

N

N+N (N+1)/2

= ZN−k (N −k)!

ZN N !

(
N −k

N

) (N−k)(N−k+1)
4

︸ ︷︷ ︸
T ′

N ,k

N !

(N −k)!k !

(
N −k

N

) N
2 + N (N+1)−(N−k)(N−k+1)

4

. (3.245)

The term T ′
N ,k appears in [AAC13] (defined in A.13) and it is shown there that

lim
N→∞

N−1 logT ′
N ,k = k

2
. (3.246)

115



CHAPTER 3. NEURAL NETWORKS WITH GENERAL ACTIVATION FUNCTIONS

Clearly

lim
N→∞

N−1 log
N !

(N −k)!k !
= 0 (3.247)

and it is simple to show that

lim
N→∞

(
N −k

N

) N
2 + N (N+1)−(N−k)(N−k+1)

4 = e−
k(k+1)

2 (3.248)

and so we have overall

lim
N→∞

N−1 logTN ,k = k

2
. (3.249)

So absorbing any O(1) terms into constants KL and KU we have

KLe−kN (1+o(1))I1(x;
p

2)e−
1

2N TrA2
⩽ℜEM

[
e−iTrM A

1[i⩽x (M) = k]
]
⩽KU e−kN (1+o(1))I1(x;

p
2)e−

1
2N TrA2

(3.250)

Set S = s1e1e
T
1 + s2e2e

T
2 and S1 = s1e1e

T
1 . Suppose s1 > 0 and s2 > 0. By the interlacing property

of eigenvalues, we have

λ(M)
1 ⩽λ

(M+S1)
1 ⩽λ(M)

2 ⩽ . . .⩽λ(M)
k ⩽λ

(M+S1)
k ⩽λ(M)

k+1 ⩽λ
(M+S1)
k+1 ⩽ . . .⩽λ(M)

N ⩽λ
(M+S1)
N (3.251)

Therefore we have
{i⩽x (M) = k} ⊂ {i⩽x (M +S1) ∈ {k −1,k}} ⊂ {i⩽x (M) ∈ {k −1,k,k +1}} =

1⊔
j=−1

{i⩽x (M) = k + j } for k > 0,

{i⩽x (M) = k} ⊂ {i⩽x (M +S1) = k} ⊂ {i⩽x (M) ∈ {k,k +1}} =
1⊔

j=0
{i⩽x (M) = k + j } for k = 0,

(3.252)

and so (3.250) gives

KLe−kN (1+o(1))I1(x;
p

2)e−
1

2N TrA2
⩽ℜEM

[
e−iTrM A

1[i⩽x (M +S1) ∈ {k −1,k}]
]

⩽3KU e−(k−1)N (1+o(1))I1(x;
p

2)e−
1

2N TrA2
,

e−
1

2N TrA2
⩽ℜEM

[
e−iTrM A

1[i⩽x (M +S1) = 0]
]
⩽ 2KU e−

1
2N TrA2

.

We can then extend to S likewise by observing that interlacing gives

{i⩽x (M +S1) ∈ {k,k +1}} ⊂ {i⩽x (M +S) ∈ {k −1,k,k +1}} ⊂ {i⩽x (M +S1) ∈ {k −1,k,k +1,k +2}}

(3.253)

and iterating using (3.252) yields
{i⩽x (M) = k +1} ⊂ {i⩽x (M +S) ∈ {k −1,k,k +1}} ⊂

3⊔
j=−1

{i⩽x (M) = k + j }, for k > 0

{i⩽x (M) = k +1} ⊂ {i⩽x (M +S) ∈ {k,k +1}} ⊂
3⊔

j=0
{i⩽x (M) = k + j }, for k = 0

(3.254)
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and (3.250) then gives

KLe−(k+1)N (1+o(1))I1(x;
p

2)e−
1

2N TrA2
⩽ℜEM

[
e−iTrM A

1[i⩽x (M +S) ∈ {k −1,k,k +1}]
]

⩽ 5KU e−(k−1)N (1+o(1))I1(x;
p

2)e−
1

2N TrA2

KLe−N (1+o(1))I1(x;
p

2)e−
1

2N TrA2
⩽ℜEM

[
e−iTrM A

1[i⩽x (M +S) ∈ {0,1}]
]
⩽ 4KU e−

1
2N TrA2

.

(3.255)

If instead the signs of s1, s2 are different, then the interlacing will be in the reverse orders, but the

conclusion of (3.255) will be unchanged. Finally using (3.239) in the analogue of (3.111)

EM [|det(M −xI +S)|1[i⩽x (M +S) ∈ {k −1,k,k +1}]

=ℜEM [|det(M −xI +S)|1[i⩽x (M +S) ∈ {k −1,k,k +1}]

=ℜ
{

K (1)
N lim

ε↘0

∫
dx1dx2dζ1dζ†

1dζ2dζ†
2 exp

{−ixT
1 (M − (x + iε)I +S)x1 − ixT

2 (M − (x − iε)I +S)x2
}

exp
{

iζ†
1(M − (x + iε)I +S)ζ1 + iζ†

2(M − (x − iε)I +S)ζ2

}
(3.256)

EM

[
e−iTrM A

1[i⩽x (M +S) ∈ {k −1,k,k +1}]
]}

=ℜ
{

K (1)
N lim

ε↘0

∫
dx1dx2dζ1dζ†

1dζ2dζ†
2 exp

{−ixT
1 (M − (x + iε)I +S)x1 − ixT

2 (M − (x − iε)I +S)x2
}

exp
{

iζ†
1(M − (x + iε)I +S)ζ1 + iζ†

2(M − (x − iε)I +S)ζ2

}
(3.257)

ℜEM

[
e−iTrM A

1[i⩽x (M +S) ∈ {k −1,k,k +1}]
]

(1+ i o(1))

}
=ℜ

{
K (1)

N lim
ε↘0

∫
dx1dx2dζ1dζ†

1dζ2dζ†
2 exp

{−ixT
1 (M − (x + iε)I +S)x1 − ixT

2 (M − (x − iε)I +S)x2
}

exp
{

iζ†
1(M − (x + iε)I +S)ζ1 + iζ†

2(M − (x − iε)I +S)ζ2

}
(3.258)

ℜEM

[
e−iTrM A

1[i⩽x (M +S) ∈ {k −1,k,k +1}]
]}

(1+ i o(1)) (3.259)

From this point on, the proof proceeds, mutatis mutandis, as that for Lemma 3.7 but applied to

the upper and lower bounds on (3.259) obtained from (3.255). The final range of integration for

p1 and p2 will be some intervals (0,o(1)) owing to the change of variables used around (3.133), but

this does not affect the ensuing asymptotics in which the p1, p2 integration contours are deformed

through the saddle point at z(−)
U ,L. ■

Remark 3.10. We note that if an appropriate generating function for 1
[
i⩽x (M +S) = k

]
could be

found, that would allow for a straightforward taking of the expectation in (3.215), then the calculations

of Lemma 3.7 could be modified to include this extra term and then the desired expectation

EN
GOE

[|det(M −xI +S)|1[i⩽x (M +S) = k]
]

could be read-off in comparison with the result of Lemma

3.7.

We have established all we need to prove Theorem 3.3.
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Theorem 3.3. Recall the definition of C h
N ,K in (3.57) and let ΘH ,k be defined as in [AAC13]:

ΘH ,k (u) =


1
2 log(H −1)− H−2

4(H−1) u2 − (k +1)I1(u;E∞) if u ⩽−E∞,

1
2 log(H −1)− H−2

H if u >−E∞,
(3.61)

then, with K= {k −1,k,k +1} for k > 0,

ΘH ,k+1(u)⩽ lim
N→∞

1

N
logEC h

N ,K(
p

N u)⩽ΘH ,k−1(u) (3.62)

and similarly with K= {0,1}

ΘH ,1(u)⩽ lim
N→∞

1

N
logEC h

N ,K(
p

N u)⩽ΘH ,0(u). (3.63)

Proof. First consider u <−E∞. The proof proceeds just as that of Theorem 3.2 but applying Lemma

3.9 instead of Lemma 3.7 and working identically on the upper and lower bounds from Lemma 3.9.

Now consider u >−E∞. By the interlacing property as used around (3.251), i⩽x (M) and i⩽x (M+S)

differ by no more than 2. Hence

i⩽x (M +S) ∈K =⇒ i⩽x (M) =O(1) (3.260)

but for 0 > x >−p2, and M ∼GOEN , the large deviations principle for the GOE [AG97] gives

P(i⩽x (M) =O(1))⩽ e−cN 2
(3.261)

for some constant c, hence the x integral analogous to (3.166) is exponentially suppressed with

quadratic speed in N for x >−p2. But we have already seen that the integral is only suppressed with

linear speed in N for x <−p2, and further that ΘH ,k (u) is increasing on (−∞,−E∞) and so, by the

Laplace principle, the leading order contribution is from around x =−p2 and so

lim
N→∞

1

N
logEC h

N ,K(
p

N u) = lim
N→∞

1

N
logEC h

N ,K(−
p

N E∞) (3.262)

for u >−E∞, which completes the proof.

■

Remark 3.11. We are clearly unable to provide an exact leading term for C h
N ,K(

p
N u) for any value

of u as we did for C h
N (

p
N u) for u <−E∞ in Theorem 3.4 because the presence of S in i⩽x (M +S)

has forced us in Lemma 3.9 to resort to upper and lower bounds on the leading order term. We

note that in [AAC13] the authors are also not able to obtain the exact leading term in this case

by their rather different methods. Recalling Remark 3.10, we conjecture that this term could be

obtained by variants of our methods if only a suitable (perhaps approximate) generating function

for 1[i⩽x (M +S) = k] could be discovered.
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3.6 Low rank perturbation of a matrix identity

In this section we establish a modified version of Theorem I from [FS02] required in the proof in

Lemma 3.7. In that Lemma, we are faced with an integral of the form

IN (F ;S) =
Ï
RN

dx1dx2F (QB )e−i NTrSB (3.263)

where the N ×N matrix B is defined as B =x1x
T
1 +x2x

T
2 , the 2×2 matrix QB is given by

QB =
(
xT

1 x1 xT
1 x2

xT
2 x1 xT

2 x2

)
, (3.264)

F is some suitably nice function and S is some real symmetric matrix of rank r =O(1) as N →∞ and

with non-zero eigenvalues {N−1/2si }r
i=1 for si =O(1). It is sufficient to be able to evaluate a leading

order term of IN in an expansion for large N . [FS02] proves the following related result:

Lemma 3.10 ([FS02] Theorem I) . Given m vectors in RN x1, . . . ,xm , denote by Q(x1, . . . ,xm) the

m ×m matrix whose entries are given by Qi j =xT
i x j . Let F be any function of an m ×m matrix such that

the integral ∫
RN

. . .
∫
RN

dx1 . . .dxm |F (Q)| (3.265)

exists and define the integral

JN ,m(F ) :=
∫
RN

. . .
∫
RN

dx1 . . .dxmF (Q). (3.266)

Then we have

JN ,m(F ) = π
m
2

(
N−m−1

2

)
∏m−1

k=0 Γ
(

N−k
2

) ∫
Sym⩾0(m)

dQ̂
(
detQ̂

) N−m−1
2 F (Q̂). (3.267)

We will prove the following perturbed version of this result and in greater generality than is

required in the present work.

Lemma 3.6. Given m vectors in RN x1, . . . ,xm , denote by Q(x1, . . . ,xm) the m ×m matrix whose entries

are given by Qi j =xT
i x j . Let F be any function of an m ×m matrix such that the integral∫

RN
. . .

∫
RN

dx1 . . .dxm |F (Q)| (3.99)

exists, and let S be a real symmetric N ×N matrix of fixed rank r and with non-zero eigenvalues {Nαsi }r
i=1

for some α< 1/2. Define the integral

JN ,m(F ;S) :=
∫
RN

. . .
∫
RN

dx1 . . .dxmF (Q)e−i N
∑N

i=1 x
T
i Sxi . (3.100)

Then as N →∞ we have

JN ,m(F ;S) = (1+o(1)))
π

m
2

(
N−m−1

2

)
∏m−1

k=0 Γ
(

N−k
2

) ∫
Sym⩾0(m)

dQ̂
(
detQ̂

) N−m−1
2 F (Q̂)

N∏
i=1

r∏
j=1

(
1+2i NαQ̂i i s j

)−1/2
.

(3.101)
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Proof. The proof of Lemma 3.10 presented in Appendix D of [FS02] proceeds by induction on

m and relies on writing the integration vector xm as xm = ρmOmeN where eN is the N-th basis

vector in the chosen orthonormal basis, ρm > 0 is a scalar variable and Om is an orthogonal matrix.

The proof proceeds by making a change of variables for the first m −1 integration vectors and then

finding that the integrand does not depend on Om and so the integral over Om with respect to the

Haar measure just contributes a volume factor of

2πN /2

Γ(N /2)
. (3.268)

It is at this point where the e−i NTrSB term in (3.263) causes problems because a dependence on Om

remains. Indeed, we have

xT
mSxm = ρmeT

N OT
mSOmeN . (3.269)

Since S is real symmetric we may take, WLOG, S = Nαdiag(s1, . . . , sr ,0, . . . ,0). Then

e−i NxT
m Sxm = e−i N 1+αρm

∑r
j=1 s j (oN j )2

(3.270)

where oN j is the j-th component of the N-th column of O. Proceeding with an evaluation of an

integral like (3.263) then requires the evaluation of the integral∫
O(N )

dµHaar(Om)e−i N 1+αρm
∑r

j=1 s j (oN j )2

. (3.271)

We can now follow [GM+05], in particular the proof of Theorem 7 therein. We have the well-known

result (Fact 8 in [GM+05]) that in the sense of distributions

(o1, . . . ,op ) ∼
(

g̃1

||g̃1||
, . . . ,

g̃p

||g̃p ||
)

(3.272)

for any p = O(1) and where the (g̃ j )p
j=1 are constructed via the Gram-Schmidt process from

(g j )r A
j=1

i.i.d.∼ N (0,1). So in particular

oN ∼ g

||g|| , g ∼N (0,1). (3.273)

(3.273) then exactly gives∫
O(N )

dµHaar(Om)e−i N 1+αρm
∑r

j=1 s j (oN j )2 =
∫
RN

dg

(2π)N /2
e−

g2

2 exp

(
−i N 1+αρm

r∑
j=1

s j

g 2
j

||g||2
)

(3.274)

Introduce the event

BN (υ) := {|N−1〈g,g〉−1|⩽ N−υ} (3.275)

and then from [GM+05] we immediately conclude that under the i.i.d Gaussian law of g the

complementary event has low probability:

P(BN (υ)c ) =O(C (υ)e−βN 1−2υ
) (3.276)
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where β,C (υ) > 0 and we take 0 < υ< 1
2 to make this statement meaningful. This enables us to write

∫
O(N )

dµHaar(Om)e
−i N 1+αρm

r∑
j=1

s j (oN j )2

=
(
1+O(e−βN 1−2υ

)
)∫
RN

dg

(2π)N /2
e−

g2

2 exp

(
−i N 1+αρm

r∑
j=1

s j

g 2
j

||g||2
)
1{BN (υ)}

=
(
1+O(e−βN 1−2υ

)
)∫
RN

dg

(2π)N /2
1{BN (υ)}

e−
g2

2 exp

(
−i Nα(1+O(N−υ))ρm

r∑
j=1

s j g 2
j

)
(3.277)

but given BN (υ) we have g 2
j ≲ N for all j = 1, . . . , N and so we do not, as it stands, have uniformly

small error terms. We can circumvent this by introducing the following event for 0 < η< 1
2 :

E (r )
N (η) = {|g j |⩽ N

1
2−η for j = 1, . . . ,r }. (3.278)

Let us use ĝ to denote the N − r dimensional vector with components
(
gr+1, . . . , gN

)
.

Then we have∣∣∣∣|N−1||ĝ||2 −1|−N−1
r∑

i=1
g 2

j

∣∣∣∣⩽ |N−1||g||2 −1|⩽ |N−1||ĝ||2 −1|+N−1
r∑

i=1
g 2

j (3.279)

so if η> υ
2 then it follows that

BN (υ) | E (r )
N (η) = BN−r (υ). (3.280)

But we also have (e.g. [AAR99] Appendix C)

P(E (r )
N (η)) =

[
erf

(
N

1
2−η

)]r =
[

1−O(N
1
2−ηe−N 1−2η

)
]r = 1−O(N

1
2−ηe−N 1−2η

) (3.281)

and so (taking η> υ, say)

P
(
BN (υ)∩E (r )

N (η)
)
=P

(
BN (υ) | E (r )

N (η)
)
P

(
E (r )

N (η)
)
= 1−O(e−αN 1−2υ

) (3.282)

and thus we can replace (3.277) with

∫
O(N )

dµHaar(Om)e
−i N 1+αρm

r∑
j=1

s j (oN j )2

=
(
1+O(e−βN 1−2υ

)
)∫
RN

dg

(2π)N /2
1{BN (υ)∩E (r )

N (η)}

e−
g2

2 exp

(
−i Nα(1+O(N−υ))ρm

r∑
j=1

s j g 2
j

)
(3.283)

but now Nα−υg 2
j ⩽ Nα+1−υ−2η⩽ Nα+1−3υ → 0 as N →∞ so long as we choose υ> α+1

3 . Given that

α< 1/2, this choice is always possible for 0 < υ< 1/2. Thus the error term in the exponent of (3.283)
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is in fact uniformly small in g and so we obtain

∫
O(N )

dµHaar(Om)e
−i N 1+αρm

r∑
j=1

s j (oN j )2

= (1+o(1))
∫
RN

dg

(2π)N /2
1{BN (υ)∩E (r )

N (η)}exp

(
−g2

2
− i Nαρm

r∑
j=1

s j g 2
j

)

= (1+o(1))
∫
Rr

d g1 . . .d gr

(2π)r /2
exp

(
−1

2

r∑
j=1

{
1+2i Nαρm s j

}
g 2

j

)

=(1+o(1))
r∏

j=1

(
1+2i Nαρm s j

)− 1
2 . (3.284)

In the induction step in the proof of [FS02], ρm becomes the new diagonal entry of the expanded

Q̂ matrix. Combining (3.284) with that proof gives the result

IN (F ;S) = (1+o(1))
πN− 1

2 (1+o(1))

Γ
( N

2

)
Γ

( N−1
2

) ∫
Sym⩾0(m)

dQ̂
(
detQ̂

) N−3
2 F (Q̂)

r∏
j=1

N∏
i=1

(
1+2i NαQ̂i i s j

)−1/2
.

(3.285)

■

Remark 3.12. We note a comparison between Lemma 3.6 and the theorem in Appendix C of [Fyo19].

That result is exact and holds for general functions of projections xT
i s onto some arbitrary fixed

vector s, so it is a generalisation of our Lemma 3.6 for r = 1, however it only applies to r = 1. In

[Fyo19], the function F (QB ) (in our notation) is replaced by the more general F (QB ;sB ) where the

vector sB has entries (sB )i = sTxi and s is an arbitrary vector. The result analogous Lemma 3.6 is

JN ,m(F ;s) ∝
∫

Sym⩾0(m)
dQ̂

∫
Rm

dt
(
detQ̂

) N−m−2
2 F (Q̂ +ttT ;∥s∥t), (3.286)

where we omit the constant multiplicative factor since we are content to verify that the functional

form agrees with Lemma 3.6. To use this theorem in the case of Lemma 3.6, the vector s is chosen

to have norm ∥s∥2 = Nα/2s1/2
1 , where s1 is the single non-zero eigenvalue of the rank 1 matrix S and

F (QB ;sB ) = F (QB )e−i N
∑m

j=1(xT
j s)2

. With these choices

JN ,m(F ;s) ∝
∫

Sym⩾0(m)
dQ̂

∫
Rm

dt
(
detQ̂

) N−m−2
2 F (Q̂ +ttT )e−i N 1+αs1t

2

=
∫
Rm

dt
∫

Sym⩾0(m)
dQ̂1{tT Q̂−1t< 1}

(
detQ̂ −ttT ) N−m−2

2 F (Q̂)e−i N 1+αs1t
2

=
∫
Rm

dt
∫

Sym⩾0(m)
dQ̂1{tT Q̂−1t< 1}detQ̂

N−m−2
2 (1−tT Q̂−1t)

N−m−2
2 F (Q̂)e−i N 1+αs1t

2

=
∫
∥t∥2<1

dt
∫

Sym⩾0(m)
dQ̂ detQ̂

N−m−1
2 (1−t2)

N−m−2
2 F (Q̂)e−i N 1+αs1t

T Q̂t. (3.287)
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Now∫
∥t∥2<1

dt(1−t2)
N−m−2

2 e−i N 1+αs1t
T Q̂t =

∫
∥t∥2<1

dtexp

{
−N

(
i Nαs1t

T Q̂t− N −m −2

2N
log(1−t2)

)}
,

and so we can evaluate the integral over t asymptotically. The saddle point is clearly at t = 0, so

the leading order contribution as N →∞ is from around this point. We proceed by expanding the

logarithm and evaluating the integral one coordinate at a time. Also note that N−m−2
2N ∼ 1

2 for large

N . Thus, writing t= (t′, tm),∫
∥t∥2<1

dt(1−t2)
N−m−2

2 e−i N 1+αs1t
T Q̂t ∼

∫
∥t∥2<1

dtexp

{
−N

(
i NαstT Q̂t+ 1

2
t2

)}
∼

∫
∥t′∥2<1−ε2

dt′
∫ ε

−ε
d tm exp

{
−N

(
1

2
t 2

m(2Q̂mmi Nαs1 +1)

+2tm
∑

j ̸=m
Q̂m j t ′j +t′T Q̂ ′t′+ 1

2
t′2

)}

where Q̂ ′ is the m −1×m −1 top left block of Q̂ and ε≪ 1. Completing the square and applying

Laplace’s method to the tm integral gives∫
∥t∥2<1

dt(1−t2)
N−m−2

2 e−i N 1+αs1t
T Q̂t ∼ N−1/2

∫
∥t′∥2<1

dt′(2Q̂mmi Nαs1 +1)−1/2 exp

{
−N

(
t′T Q̂ ′t′+ 1

2
t′2

)}
and so one can clearly iterate to obtain∫

∥t∥2<1
dt(1−t2)

N−m−2
2 e−i N 1+αs1t

T Q̂t ∼ N−m/2
m∏

j=1
(2Q̂ j j i Nαs +1)−1/2

and so, recalling (3.287), we obtain the same expression as Lemma 3.6 (up-to un-tracked constants).

3.7 Conclusion

The interpretation of the results we have presented in this chapter is largely the same as that first

given in [Cho+15]. Under the chosen modeling assumptions, the local optima of the the neural

network loss surface are arranged so that, above a critical value −pN E∞, it is overwhelmingly likely

that gradient descent will encounter high-index optima and so ‘escape’ and descend to lower loss.

Below −pN E∞, the low-index optima are arranged in a ‘banded’ structure, however, due to the

imprecision of Theorem 3.3, the bands are slightly blurred when compared with [Cho+15]. We

display the differences in Table 3.1.

Our results have plugged a gap in the analysis of [Cho+15] by demonstrating that the specific ReLU

activation function required by the technicalities of their derivation is not, in fact, a requirement of

the results themselves, which we have shown to hold for any reasonable choice of activation function.

At the same time, experimental results imply that a sufficiently precise model for deep neural network

loss surfaces should display some non-trivial dependence on the choice of activation function, but
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band possible indices [Cho+15] possible indices
(−pN E0,−pN E1) 0 0,1,2
(−pN E1,−pN E2) 0,1 0,1,2,3
(−pN E2,−pN E3) 0,1,2 0,1,2,3,4
(−pN E3,−pN E4) 0,1,2,3 0,1,2,3,4,5

Table 3.1: Illustration of the banded low-index local optima structure obtained here for neural
networks with general activation functions and compared to the analogous results in [Cho+15].

we have shown that no dependence at all is seen at the relevant level of logarithmic asymptotic

complexity, but is visible in the sharp leading order complexity. In defense of [Cho+15], we have

reduced the scope for their results to be some spurious apparition of an intersection of several

unrealistic simplifications. However, with the same result, we have demonstrated an important aspect

of neural network architectural design to which the multi-spin glass correspondence is entirely

insensitive, so limiting the precision of any statements about real neural networks that can be made

using this analysis.

In the pursuit of our aims, we have been forced to approximately reproduce the work of [AAC13]

by means of the supersymmetric method of Random Matrix Theory, which we believe is quite novel

and have also demonstrated how various steps in these supersymmetric calculations can be adapted

to the setting of a GOE matrix deformed by some low-rank fixed matrix including utilising Gaussian

approximations to orthogonal matrices in ways we have not previously seen in the literature. We

believe some of our intermediate results and methods may be of use in other contexts in Random

Matrix Theory.

As highlighted in the main text, there are a few areas for future work that stem immediately

from our calculations. We list them here along with other possibilities.

1. Constructing an appropriate indicator function (or approximate indicator function) for the

index of a matrix so that Theorem 3.3 can be precised and to obtain exact leading order terms

for C h
N ,k that could not be obtained in [AAC13] (see Remark 3.6).

2. The ‘path-independence’ assumption (Section 3.2.1, assumption 5) is the weakest link in

this work (and that of [Cho+15]) and we have shed further light on its validity through

experimentation (Section 3.2.4). The supersymmetric calculations used here have shown

themselves to be powerful and quite adaptable. We therefore suggest that it may be possible to

somehow encapsulate the failure of assumption 5 as a first-order correlation term and repeat

the presented analysis in an expansion when this term is small.

3. Further, this work and others mentioned in the introduction have shown that studying spin

glass like objects in this context is a fruitful area of research and so we would like to study

more exotic glassy objects inspired by different neural network architectures and applications

and hope to be able to adapt the calculations presented here to such new scenarios.
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4
A spin glass model for generative adversarial networks

The content of this chapter was published first as a pre-print in January 2021 (https://arxiv.

org/abs/2101.02524) and later as a journal article: “A spin glass model for the loss surfaces of

generative adversarial networks”. Nicholas P Baskerville, Jonathan P Keating, Francesco Mezzadri

and Joseph Najnudel. Journal of Statistical Physics, 186(2):1-45 2022.

NPB suggested the topic, performed most of the calculations and experiments and wrote the

paper. The other authors contributed ideas for possible approaches, provided feedback on results

throughout and made small revisions to the drafts. NPB and JN collaborated on the proof of Lemma

4. Jonathan Hodgson helped considerably with the design of Figure 6. Anonymous reviewers spotted

some minor errors, advised on changes of presentation and extra experiments and provided useful

references.

4.1 An interacting spin glass model

We use multi-spin glasses in high dimensions as a toy model for neural network loss surfaces without

any further justification, beyond that found in [Cho+15] and Chapter 3. GANs are composed of

two networks: generator (G) and discriminator (D). G is a map Rm →Rd and D is a map Rd →R. G ’s

purpose is to generate synthetic data samples by transforming random input noise, while D ’s is to

distinguish between real data samples and those generated by G. Given some probability distribution

Pd at a on some Rd , GANs have the following minimax training objective

min
ΘG

max
ΘD

{
Ex∼Pd at a logD(x)+Ez∼N (0,σ2

z ) log(1−D(G(z)))
}

, (4.1)

where ΘD ,ΘG are the parameters of the discriminator and generator respectively. With z ∼N (0,σ2
z ),

G(z) has some probability distribution Pg en. When successfully trained, the initially unstructured
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Pg en examples are easily distinguished by D, this in turn drives improvements in G , bring Pg en

closer to Pd at a. Ultimately, the process successfully terminates when Pg en is very close to Pd at a

and D performs little better than random at the distinguishing task. To construct our model, we

introduce two spin glasses:

ℓ(D)(w(D)) =
ND∑

i1,...,ip=1
Xi1,...,ip

p∏
k=1

w (D)
ik

(4.2)

ℓ(G)(w(D),w(G)) =
ND+NG∑

i1,...,ip+q=1
Zi1,...,ip+q

p+q∏
k=1

wk (4.3)

where wT = (w(D)T
,w(G)T

), all the Xi1,...,ip are i.i.d. N (0,1) and Z j1,..., jp+q are similarly i.i.d. N (0,1).

We then define the models for the discriminator and generator losses:

L(D)(w(D),w(G)) = ℓ(D)(w(D))−σzℓ
(G)(w(D),w(G)), (4.4)

L(G)(w(D),w(G)) =σzℓ
(G)(w(D),w(G)). (4.5)

ℓ(D) plays the role of the loss of the discriminator network when trying to classify genuine

examples as such. ℓ(G) plays the role of loss of the discriminator when applied to samples produced

by the generator, hence the sign difference between L(D) and L(G). w(D) are the weights of the

discriminator, and w(G) the weights of the generator. The Xi are surrogates for the training data

(i.e. samples from Pd at a) and the Zj are surrogates for the noise distribution of the generator. For

convenience, we have chosen to pull the σz scale outside of the Zj and include it as a constant

multiplier in (4.4)-(4.5). In reality, we should like to keep Zj as i.i.d. N (0,1) but take Xi to have

some other more interesting distribution, e.g. normally or uniformly distributed on some manifold.

Using [x] to denote the integer part of x, we take ND = [κN ], NG = [κ′N ] for fixed κ ∈ (0,1), κ′ = 1−κ,

and study the regime N →∞. Note that there is no need to distinguish between [κN ] and κN in the

N →∞ limit.

Remark 4.1. Our model is not supposed to have any direct relationship to GANs. Rather, we have

used two spin glasses as models for high-dimensional random surfaces. The spin glasses are related

by sharing some of their variables, namely the w(D), just as the two training objectives in GANs

share the discriminator weights. In prior work modeling neural network loss surfaces as spin glasses,

the number of spins corresponds to the number of layers in the network, therefore we have chosen

p spins for ℓ(D) and p +q for ℓ(G), corresponding to p layers in the discriminator and q layers in

the generator, but the generator is only ever seen in the losses composed with the discriminator.

One could make other choices of ℓ(D) and ℓ(G) to couple the two glasses and we consider one such

example in the appendix Section B.1.
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4.2 Kac-Rice formulae for complexity

Training GANs involves jointly minimising the losses of the discriminator and the generator. There-

fore, rather than being interested simply in upper-bounding a single spin-glass and counting its

stationary points, the complexity of interest comes from jointly upper bounding both L(D) and L(G)

and counting points where both are stationary. Using SM to denote the M-sphere1, we define the

complexity

CN =
∣∣∣∣{w(D) ∈ SND ,w(G) ∈ SNG : ∇D L(D) = 0,∇G L(G) = 0,L(D) ∈ BD ,L(G) ∈ BG

}∣∣∣∣ (4.6)

for some Borel sets BD ,BG ⊂R and where ∇D ,∇G denote the Riemannian covariate derivatives on

the hyperspheres with respect to the discriminator and generator weights respectively. Note:

1. We have chosen to treat the parameters of each network as somewhat separate by placing

them on their own hyper-spheres. This reflects the minimax nature of GAN training, where

there really are 2 networks being optimised in an adversarial manner rather than one network

with some peculiar structure.

2. We could have taken ∇ = (∇D ,∇G ) and required ∇L(D) = ∇L(G) = 0 but, as in the previous

comment, our choice is more in keeping with the adversarial set-up, with each network seeking

to optimize separately its own parameters in spite of the other.

3. We will only be interested in the case BD = (−∞,
p

N uD ) and BG = (−∞,
p

N uG ), for uD ,uG ∈R.

So that the finer structure of local minima and saddle points can be probed, we also define the

corresponding complexity with Hessian index prescription

CN ,kD ,kG =
∣∣∣∣{w(D) ∈ SND ,w(G) ∈ SNG : ∇D L(D) = 0,∇G L(G) = 0,L(D) ∈ BD ,L(G) ∈ BG

i (∇2
D L(D)) = kD , i (∇2

G L(G)) = kG

}∣∣∣∣, (4.7)

where i (M) is the index of M (i.e. the number of negative eigenvalues of M ). We have chosen to

consider the indices of the Hessians ∇2
D L(D) and ∇2

G L(G) separately, just as we chose to consider

separately vanishing derivatives ∇D L(D) and ∇G L(G). We believe this choice best reflects the standard

training loop of GANs, where each iteration updates the discriminator and generator parameters in

separate steps.

To calculate the complexities, we follow the well-trodden route of Kac-Rice formulae as pio-

neered by [Fyo04; FW07]. For a fully rigorous treatment, we proceed as in [AAC13] and Chapter

3.

1We use the convention of the M-sphere being the sphere embedded in RM .
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Lemma 4.1.

CN =
∫

SND ×SNG
dw(G)dw(D) ϕ(∇D L(D),∇G L(G))(0)

E

[∣∣∣∣∣det

(
∇2

D L(D) ∇GD L(D)

∇DG L(G) ∇2
G L(G)

)∣∣∣∣∣ | ∇G L(G) = 0,∇D L(D) = 0

]
1

{
L(D) ∈ BD ,L(G) ∈ BG

}
(4.8)

and therefore

CN =
∫

SND ×SNG
dw(G)dw(D) ϕ(∇D L(D),∇G L(G))(0)

∫
BD

d xD

∫
BG

d xG ϕL(D) (xD )ϕL(G) (xG )

E

[∣∣∣∣∣det

(
∇2

D L(D) ∇GD L(D)

∇DG L(G) ∇2
G L(G)

)∣∣∣∣∣ | ∇G L(G) = 0,∇D L(D) = 0,L(D) = xD ,L(G) = xG

]
.

(4.9)

where ϕ(∇D L(D),∇G L(G)) is the joint density of (∇D L(D),∇G L(G))T , ϕL(D) the density of L(D), and ϕL(G) the

density of L(G), all implicitly evaluated at (w(D),w(G)).

Proof. In the notation of Theorem 2.1, we make the following choices:

φ=
(
∇D L(D)

∇G L(G)

)
, ψ=

(
L(D)

L(G)

)

and so

A = BD ×BG , u= 0.

and the manifold M is taken to be SND ×SNG with the product topology. It is sufficient to check the

conditions of Theorem 2.1 with the above choices.

Conditions (a)-(f) are satisfied due to Gaussianity and the manifestly smooth definition of

L(D),L(G). The moduli of continuity conditions as in (g) are satisfied separately for L(D) and its

derivatives on SND and for L(G) and its derivatives on SNG , as seen in the proof of the analogous result

for a single spin glass in [AAC13]. But since M is just a direct product with product topology, it

immediately follows that (g) is satisfied, so Theorem 2.31 applies and we obtain (4.8). (4.9) follows

simply, using the rules of conditional expectation. ■

With Lemma 4.1 in place, we can now establish the following Kac-Rice expression specialised to

our model:

Lemma 4.2. For (N −2)× (N −2) GOE matrix M and independent (ND −1)× (ND −1) GOE matrix

M1, define

H(x, x1)
d= bM +b1

(
M1 0

0 0

)
−x −x1

(
IND 0

0 0

)
. (4.10)
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For uG ,uD ∈R, define

B =
{

(x, x1) ∈R2 : x ⩽
1p
2

(p +q)2p+q uG , x1 ⩾−(p +q)−12−(p+q)px − pp
2

uD

}
. (4.11)

Define the constant

KN =ωκNωκ′N (2(N −2))
N−2

2 (2π)−
N−2

2
(
p +σ2

z 2p+1(p +q)
)− κN−1

2
(
σ2

z 2p+q (p +q)
)− κ′N−1

2 (4.12)

where the variances are

s2 = 1

2
σ2

z (p +q)223(p+q), s2
1 =

p2

2
. (4.13)

and ωN = 2πN /2

Γ(N /2) is the surface area of the N sphere. The expected complexity CN is then

ECN = KN

∫
B

√
N

2πs2 e−
N

2s2 x2

d x

√
N

2πs2
1

e
− N

2s2
1

x2
1
d x1 E|det H(x, x1)|. (4.14)

Proof. Define the matrix

H̃ =
(

∇2
D L(D) ∇GD L(D)

∇DG L(G) ∇2
G L(G)

)

appearing in the expression for CN in Lemma 4.1. Note that H̃ takes the place of a Hessian (though

it is not symmetric). We begin with the distribution of

H̃ | {(ℓ(D),ℓ(G)) = (xD , xG ), (∇Dℓ
(D),∇ℓ(G)) = (0,0)}.

Note that the integrand in (4.14) is jointly spherically symmetric in both w(D) and w(G). It is therefore

sufficient to consider H̃ in the region of a single point on each sphere. We choose the north poles

and coordinate bases on both spheres in the region of their north poles. The remaining calculations

are routine Gaussian manipulations, very similar in character to those in the previous chapter, so

they are given at the end of this chapter (section 4.6). One finds

H̃
d=√

2p(p −1)

( p
ND −1M (D)

2 0

0 0

)
+σz

√
2p+q+1(p +q)(p +q −1)

( p
ND −1M (D)

1 −2−1/2G

2−1/2GT p
NG −1M (G)

)

−σz (p +q)xG 2p+q

(
−IND 0

0 ING

)
−pxD

(
IND 0

0 0

)
(4.15)

where M (D)
1 , M (D)

2 are independent GOE ND−1 matrices, M (G) is an independent GOE NG−1 matrix and

G is an independent (ND −1)× (NG −1) Ginibre matrix. Note that the dimensions are ND −1 and

NG −1 rather ND and NG . This is simply because the hypersphere SND is an ND −1 dimensional

manifold, and similarly SNG .
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We can simplify by summing independent Gaussians to obtain

H̃ =
(
σD

p
ND −1M (D) −2−1/2σGG ,

2−1/2σGGT σG
p

NG −1M (G)

)
−σz (p +q)xG 2p+q

(
−IND 0

0 ING

)
−pxD

(
IND 0

0 0

)
(4.16)

where

σG =σz

√
2p+q+1(p +q)(p +q −1) (4.17)

σD =
√
σ2

G +2p(p −1) (4.18)

and M (D) ∼GOE ND−1 is a GOE matrix independent of M (G) and G.

There is an alternative reformulation of H̃ that will also be useful. Indeed, because M (D)
1,2

d=−M (D)
1,2 ,

let us write H̃ as

H̃ =σz J

(√
2p+q+1(p +q)(p +q −1)(ND +NG −2)M1 − (p +q)xG 2p+q I

)
+

(√
2p(p −1)(ND −1)

(
M2 0

0 0

)
−pxD

(
IND 0

0 0

))
d=J

[
σz

√
2p+q+1(p +q)(p +q −1)(ND +NG −2)M1 −σz (p +q)xG 2p+q I

+√
2p(p −1)(ND −1)

(
M2 0

0 0

)
+pxD

(
IND 0

0 0

)]
(4.19)

where M1 ∼GOE ND+NG−2 is a GOE matrix of size ND +NG −2, M2 ∼GOE ND−1 is an independent

GOE matrix of size ND −1 and

J =
(
−IND 0

0 ING

)
. (4.20)

If follows that

|det H̃ | d=
∣∣∣∣det

[
σz

√
2p+q+1(p +q)(p +q −1)(ND +NG −2)M1 −σz (p +q)xG 2p+q I

+√
2p(p −1)(ND −1)

(
M2 0

0 0

)
+pxD

(
IND 0

0 0

)]∣∣∣∣. (4.21)

Now define the constants

b =
√

2p+q (p +q)(p +q −1)σz , b1 =
√

p(p −1)κ (4.22)

x = σz (p +q)2p+q

p
N

xG , x1 =− pp
N

xD , (4.23)

and then we arrive at

|det H̃ | d= (2(N −2))
N−2

2 |det H(x, x1)|. (4.24)

130



4.3. LIMITING SPECTRAL DENSITY OF THE HESSIAN

The variances of L(D) and L(G) are derived from those of ℓ(G),ℓ(D) computed in Section 4.6 (see

(4.131), (4.135)):

V ar (ℓ(D)) = 1, V ar (ℓ(G)) = 2p+q .

Similarly the density ϕ(∇D L(D),∇G L(G)) is found in (4.147):

ϕ(∇D L(D),∇G L(G))(0) = (2π)−
N−2

2
(
p +σ2

z 2p+1(p +q)
)− ND−1

2
(
σ2

z 2p+q (p +q)
)− NG−1

2 .

We have now collected all the inputs required for Lemma 4.1. The domain of integration B

arises from the constraints L(D) ∈ (−∞,
p

N uD ) and L(G) ∈ (−∞,
p

N uG ) and the re-scaled variables

(4.23). This completes the proof. ■

We will need the asymptotic behaviour of the constant KN , which we now record in a small

lemma.

Lemma 4.3. As N →∞,

KN ∼ 2
N
2 πN /2

(
κκκ′κ

′)−N /2p
κκ′

(
p +σ2

z 2p+1(p +q)
)− κN−1

2
(
σ2

z 2p+q (p +q)
)− κ′N−1

2 (4.25)

Proof. By Stirling’s formula

KN ∼ 4πN
(

4π

κN

)−1/2 (
4π

κ′N

)−1/2 (
κN

2e

)−κN /2 (
κ′N
2e

)−κ′N /2

(2(N −2))
N−2

2 (2π)−
N−2

2

(
p +σ2

z 2p+1(p +q)
)− κN−1

2
(
σ2

z 2p+q (p +q)
)− κ′N−1

2

∼ 2
N
2 πN /2

(
κκκ′κ

′)−N /2p
κκ′

(
p +σ2

z 2p+1(p +q)
)− κN−1

2
(
σ2

z 2p+q (p +q)
)− κ′N−1

2 (4.26)

where we have used (N −2)
N−2

2 = N
N−2

2
(
1− 2

N

) N−2
2 ∼ N

N−2
2 e−N /2. ■

4.3 Limiting spectral density of the Hessian

Our intention now is to compute the the expected complexity ECN via the Coulomb gas method.

The first step in this calculation is to obtain the limiting spectral density of the random matrix

H ′ = bM +b1

(
M1 0

0 0

)
−x1

(
I 0

0 0

)
, (4.27)

where, note, H ′ = H +xI is just a shifted version of H as defined in Lemma 4.2. Here the upper-left

block is of dimension κN , and the overall dimension is N . Let µeq be the limiting spectral measure

of H ′ and ρeq its density. The supersymmetric method provides a way of calculating the expected

Stieltjes transforms of ρeq [Ver04]:

〈G(z)〉 = 1

N

∂

∂J

∣∣∣∣
J=0

Z (J ) (4.28)

Z (J ) := EH ′
det(z −H ′+ J )

det(z −H ′)
. (4.29)
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Recall that a density and its Stieltjes transform are related by the Stieltjes inversion formula

ρeq (z) = 1

π
lim
ε→0

ℑ〈G(z + iε)〉. (4.30)

The function Z (J ) can be computed using a supersymmetric representation of the ratio of de-

terminants. Firstly, we recall an elementary result from multivariate calculus, where M is a real

matrix: ∫ N∏
i=1

dφi dφ∗
i

2π
e−iφ†Mφ = 1

det M
. (4.31)

By introducing Grassmann varibables χi ,χi∗ and a Berezin integral, we obtain a complimentary

expression: ∫
1

−i

N∏
i=1

dχi dχ∗i e−iχ†Mχ = det M , (4.32)

Using the integral results (4.31), (4.32) we can then write

det(z −H ′+ J )

det(z −H ′)
=

∫
dΨexp

{
−iφ†(z −H ′)φ− iχ†(z + J −H ′)χ

}
(4.33)

where the measure is

dΨ= 1

−i (2π)N

2∏
t=1

dφ[t ]dφ∗[t ]dχ[t ]dχ∗[t ], (4.34)

φ is a vector of N complex commuting variables, χ and χ∗ are vectors of N Grassmann variables,

and we use the [t ] notation to denote the splitting of each of the vectors into the first κN and last

(1−κ)N components, as seen in [GW90]:

φ=
(
φ[1]

φ[2]

)
. (4.35)

We then split the quadratic form expressions in (4.33)

−φ†(z −H ′)φ−χ†(z + J −H ′)χ

=−φ[1]†(x1 −b1M1)φ[1]−φ†(z −bM)φ−χ[1]†(x1 −b1M1)χ[1]−χ†(z + J −bM)χ. (4.36)

Taking the GOE averages is now simple [Ver04; Noc17]:

EM exp
{
−i bφ†Mφ− i bχ†Mχ

}
= exp

{
− b2

4N
trgQ2

}
, (4.37)

EM exp
{
−i b1φ[1]†M1φ[1]− i b1χ[1]†M1χ[1]

}
= exp

{
− b2

1

4κN
trgQ[1]2

}
, (4.38)

where the supersymmetric matrices are given by

Q =
(
φ†φ φ†χ

χ†φ χ†χ

)
, Q[1] =

(
φ[1]†φ[1] φ[1]†χ[1]

χ[1]†φ[1] χ[1]†χ[1]

)
. (4.39)
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Introducing the tensor notation

ψ=φ⊗
(

1

0

)
+χ⊗

(
0

1

)
, ψ[1] =φ[1]⊗

(
1

0

)
+χ[1]⊗

(
0

1

)
(4.40)

and

ζ=
(

z 0

0 z + J

)
(4.41)

we can compactly write

Z (J ) =
∫

dΨexp

{
− b2

4N
trgQ2 − b2

1

4κN
trgQ[1]2 − iψ[1]†ψ[1]x1 − iψ†ζψ

}
. (4.42)

We now perform two Hubbard-Stratonovich transformations [Ver04]

Z (J ) =
∫

dΨdσdσ[1]exp

{
− N

b2 trgσ2 − κN

b2
1

trgσ[1]2 − iψ[1]†(x1 +σ[1])ψ[1]− iψ†(σ+ζ)ψ

}
,

(4.43)

where σ and σ[1] inherit their form from Q,Q[1]

σ=
(
σBB σBF

σF B iσF F

)
, σ[1] =

(
σBB [1] σBF [1]

σF B [1] iσF F [1]

)
(4.44)

with σBB ,σF F ,σBB [1],σF F [1] real commuting variables, and σBF ,σF B ,σBF [1],σF B [1] Grassmanns;

the factor i is introduced to ensure convergence. Integrating out over dΨ is now a straightforward

Gaussian integral in superspace, giving

Z (J ) =
∫

dΨdσdσ[1]exp

{
− N

b2 trgσ2 − κN

b2
1

trgσ[1]2 − iψ[1]†(x1 +ζ+σ+σ[1])ψ[1]− iψ[2]†(σ+ζ)ψ[2]

}

=
∫

dσdσ[1]exp

{
− N

b2 trgσ2 − κN

b2
1

trgσ[1]2 −κN trg log(x1 +ζ+σ+σ[1])−κ′N trg log(σ+ζ)

}

=
∫

dσdσ[1]exp

{
− N

b2 trg(σ−ζ)2 − κN

b2
1

trgσ[1]2 −κN trg log(x1 +σ+σ[1])−κ′N trg logσ

}
.

(4.45)

Recalling the definition of ζ, we have

trg(σ−ζ)2 = (σBB − z)2 − (iσF F − z − J )2 (4.46)
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and so one immediately obtains

1

N

∂

∂J

∣∣∣∣
J=0

Z (J ) = 2

b2

∫
dσdσ[1](z − iσF F )exp

{
− N

b2 trg(σ− z)2 − κN

b2
1

trgσ[1]2

−κN trg log(x1 +σ+σ[1])−κ′N trg logσ

}
= 2

b2

∫
dσdσ[1](z − iσF F )exp

{
− N

b2 trgσ2 − κN

b2
1

trgσ[1]2

−κN trg log(x1 + z +σ+σ[1])−κ′N trg log(z +σ)

}
(4.47)

To obtain the limiting spectral density (LSD), or rather its Stieltjes transform, one must find the

leading order term in the N →∞ expansion for (4.47). This can be done by using the saddle point

method on the σ,σ[1] manifolds. We know that the contents of the exponential must vanish at the

saddle point, since the LSD is O(1), so we in fact need only compute σF F at the saddle point. We

can diagonalise σ within the integrand of (4.47) and absorb the diagonalising graded U (1/1) matrix

into σ[1]. The resulting saddle point equations for the off-diagonal entries of the new (rotated) σ[1]

dummy variable are trivial and immediately give that σ[1] is also diagonal at the saddle point. The

saddle point equations are then
2

b2
1

σBB [1]+ 1

σBB [1]+σBB +x1 + z
= 0 (4.48)

2

b2σBB + κ

σBB [1]+σBB +x1 + z
+ κ′

σBB +x
= 0 (4.49)

2

b2
1

σF F [1]− 1

σF F [1]+σF F − i x1 − i z
= 0 (4.50)

2

b2σF F − κ

σF F [1]+σF F − i x1 − i z
− κ′

σF F − i z
= 0. (4.51)

(4.50) and (4.51) combine to give an explicit expression for σF F [1]:

σF F [1] = b2
1

2κ

(
2

b2σF F −κ′(σF F − i z)−1
)

. (4.52)

With a view to simplifying the numerical solution of the coming quartic, we define t = i (σF F − i z)

and then a line of manipulation with (4.51) and (4.52) gives(
t 2 − zt −κ′b2)((1+κ−1b−2b2

1)t 2 − (κ−1b2
1b−2z −x1)t −κ′κ−1b2

1

)+b2κt 2 = 0. (4.53)

By solving (4.53) numerically for fixed values of κ,b,b1, x1, we can obtain the four solutions

t1(z), t2(z), t3(z), t4(z). These four solution functions arise from choices of branch for (z, x1) ∈C2 and

determining the correct branch directly is highly non-trivial. However, for any z ∈R, at most one

of the ti will lead to a positive LSD, which gives a simple way to compute ρeq numerically using

(4.30) and (4.47):

ρeq (z) = max
i

{
− 2

b2π
ℑti (z)

}
. (4.54)
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Plots generated using (4.54) and eigendecompositions of matrices sampled from the distribution

of H ′ are given in Figure 4.1 and show good agreement between the two. Note the three different

forms: single component support, two component support and the transition point between the

two, according to the various parameters. In these plots, the larger lobes on the left correspond

to the upper left block, which is much larger than the lower-right block (since κ= 0.9 here). One

can see this by considering large x1, for which there must be a body of eigenvalues in the region

of −x1 owing to the upper left block. Since x1 only features in the upper-left block, not all of the

eigenvalues can be located around −x1, and the remainder are found in the other lobe of the density

which is around 0 in Figure 4.1.
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(a) Merged
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Figure 4.1: Example spectra of H ′ showing empirical spectra from 100 300×300 matrices and the
corresponding LSDs computed from (4.53). Here b = b1 = 1, κ= 0.9, σz=1 and x1 is varied to give
the three different behaviours.

4.4 The asymptotic complexity

In the previous section, we have found the equilibrium measure, µeq , of the ensemble of random

matrices

H ′ = bM +b1

(
M1 0

0 0

)
−x1

(
I 0

0 0

)
, M ∼GOE N , M1 ∼GOEκN . (4.55)

The Coulomb gas approximation gives us a method of computing E|det(H ′−x)|:

E|det(H ′−x)| ≈ exp

{
N

∫
log |z −x|dµeq (z)

}
. (4.56)

We have access to the density of µeq pointwise (in x and x1) numerically, and so (4.56) is a matter

of one-dimensional quadrature. Recalling (4.14), we then have

ECN ≈ K ′
N

Ï
B

d xd x1 exp

{
−(N −2)

(
1

2s2 x2 + 1

2s2
1

(x1)2 −
∫

log |z −x|dµeq (z)

)}
≡ K ′

N

Ï
B

d xd x1 e−(N−2)Φ(x,x1)

(4.57)
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where

K ′
N = KN

√
N −2

2πs2
1

√
N −2

2πs2 . (4.58)

Due to Lemma 4.3, the constant term has asymptotic form
1

N
logK ′

N

∼1

2
log2+ 1

2
logπ− κ

2
log

(
p +σ2

z 2p+q (p +q)
)− κ′

2
log

(
σ2

z (p +q)2p+q)− κ

2
logκ− κ′

2
logκ′

≡K (4.59)

We then define the desired Θ(uD ,uG ) as

lim
1

N
logECN =Θ(uD ,uG ) (4.60)

and we have

Θ(uD ,uG ) = K −min
B
Φ. (4.61)

Using these numerical methods, we obtain the plot of Φ in B and a plot of Θ for some example

p, q,σz ,κ values, shown in Figures 4.2, 4.3. Numerically obtaining the maximum of Φ on B is not

as onerous as it may appear, since −Φ grows quadratically in |x|, |x1| at moderate distances from the

origin.
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Figure 4.2: Φ for p = q = 3,σz = 1,κ= 0.9. Red lines show the boundary of the integration region B .

We numerically verify the legitimacy of this Coulomb point approximation with Monte Carlo

integration

E|det(H ′−x)| ≈ 1

n

n∑
i=1

N∏
j=1

|λ(i )
j −x|, (4.62)

where λ(i )
j is the j-th eigenvalues of the i-th i.i.d. sample from the distribution of H ′. The results,

comparing N−1 logE|det(H ′− x)| at N = 50 for a variety of x, x1 are show in Figure 4.4. Note the

strong agreement even at such modest N , however to rigorously substantiate the Coulomb gas

approximation in (4.56), we must prove a concentration result.
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Figure 4.3: Θ and its cross-sections, fixing separately uD and uG . Here p = q = 3,σz = 1,κ= 0.9.
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Figure 4.4: Comparison of (4.56) and (4.62), verifying the Coulomb gas approximation numerically.
Here p = q = 3,σz = 1,κ= 0.9. Sampled matrices for MC approximation are dimension N = 50, and
n = 50 MC samples have been used.

Lemma 4.4. Let (HN )∞N=1 be a sequence of random matrices, where for each N

HN
d= bM +b1

(
M1 0

0 0

)
−x1

(
I 0

0 0

)
(4.63)

and M ∼GOE N , M1 ∼GOEκN . Let µN be the empirical spectral measure of HN and say µN →µeq weakly

almost surely. Then for any (x, x1) ∈R2

E|det(HN −xI )| = exp

{
N (1+o(1))

∫
log |z −x|dµeq (z)

}
(4.64)

as N →∞.

Proof. We begin by establishing an upper bound. Take any β> 0, then∫
log |z −x|dµN (z)

=
∫

log |z −x|1{|x − z|⩾ eβ}dµN (z)+
∫

log |z −x|1{log |x − z| <β}dµN (z)

⩽
∫

log |z −x|1{|x − z|⩾ eβ}dµN (z)+
∫

min(log |x − z|,β)dµN (z). (4.65)

Take also any α> 0, then trivially∫
min(log |x − z|,β)dµN (z)⩽

∫
max(−α,min(log |x − z|,β))dµN (z). (4.66)
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Overall we have, for any α,β> 0,

exp

{
N

∫
log |z −x|dµN (z)

}
⩽exp

{
N

∫
log |z −x|1{|x − z|⩾ eβ}dµN (z)

}
exp

{
N

∫
max(−α,min(log |x − z|,β))dµN (z)

}
. (4.67)

Thence an application of Hölder’s inequality gives

E|det(HN −xI )| = E
[

exp

{
N

∫
log |z −x|dµN (z)

}]
⩽

(
E

[
exp

{
2N

∫
max

(−α,min
(
log |x − z|,β))

dµN (z)

}])1/2

︸ ︷︷ ︸
AN(

E

[
exp

{
2N

∫
log |x − z|1{|x − z|⩾ eβ}dµN (z)

}])1/2

︸ ︷︷ ︸
BN

. (4.68)

Considering BN , we have

log |x − z|1{|x − z|⩾ eβ}⩽ |x − z|1/2
1{|x − z|⩾ eβ}⩽ e−β/2|x − z| (4.69)

and so

E

[
exp

{
2N

∫
log |x − z|1{|x − z|⩾ eβ}

}]
⩽ E

[
exp

{
2Ne−β/2 Tr|HN −xI |

N

}]
= E

[
exp

{
2e−β/2Tr|HN −xI |

}]
. (4.70)

The entries of HN are Gaussians with variance 1
N b2, 1

2N b2, 1
N (b2 +b2

1) or 1
2N (b2 +b2

1) and all the

diagonal and upper diagonal entries are independent. All of these variances are O(N−1), so

|HN −x|i j ⩽ |x|+ |x1|+O(N−1/2)|Xi j | (4.71)

where the Xi j are i.i.d. standard Gaussians for i ⩽ j . It follows that

E
[

exp
{

2e−
β

2 Tr|HN −xI |
}]

⩽ e2e− β
2 N (|x|+|x1|)EX∼N (0,1)e

2e− β
2 O(N 1/2)|X |. (4.72)

Elementary calculations give

EX∼N (0,1)e
c|X | ⩽

1

2

(
e−c2 +ec2

)
⩽ ec2

(4.73)

and so

E
[

exp
{

2e−
β

2 Tr|HN −xI |
}]

⩽ e2e− β
2 N (|x|+|x1|)e4e−βO(N )

= exp
{

2N
(
e−

β

2 (|x|+ |x1|)+e−βO(1)
)}

(4.74)
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thus when we take β→∞, we have BN ⩽ eo(N ).

Considering AN , it is sufficient now to show

E

[
exp

{
2N

∫
f (z)dµN (z)

}]
= exp

{
2N

(∫
f (z)dµeq (z)+o(1)

)}
(4.75)

where f (z) = 2max
(
min(log |x − z|,β),−α)

, a continuous and bounded function. For any ε> 0, we

have

E

[
exp

{
2N

∫
f (z)dµN (z)

}]
⩽exp

{
2N

(∫
f (z)dµeq (z)+ε

)}
+e2N || f ||∞P

(∫
f (z)dµN (z)⩾

∫
f (z)dµeq (z)+ε

)
. (4.76)

The entries of HN are Gaussian with O(N−1) variance and so obey a log-Sobolev inequality as

required by Theorem 1.5 from [GZ+00]. The constant, c, in the inequality is independent of

N , x, x1, so we need not compute it exactly. The theorem from [GZ+00] then gives

P

(∫
f (z)dµN (z)⩾

∫
f (z)dµeq (z)+ε

)
⩽ exp

{
−N 2

8c
ε2

}
. (4.77)

We have shown

E|det(HN −xI )|⩽ AN BN ⩽ exp

{
N (1+o(1))

(∫
f (z)dµeq (z)

)}
⩽ exp

{
N (1+o(1))

(∫
log |x − z|dµeq (z)

)}
. (4.78)

We now need to establish a complimentary lower bound to complete the proof. By Jensen’s

inequality

E|det(HN −x)|⩾ exp

(
NE

[∫
log |z −x|dµN (z)

])
⩾ exp

(
NE

[∫
max

(−α, log |z −x|)dµN (z)

])
exp

(
NE

[∫
log |z −x|1{|z −x|⩽ e−α}dµN (z)

])
⩾ exp

(
NE

[∫
min

(
β,max

(−α, log |z −x|))dµN (z)

])
exp

(
NE

[∫
log |z −x|1{|z −x|⩽ e−α}dµN (z)

])
(4.79)

for any α,β> 0. Convergence in law of µN to µeq and the dominated convergence theorem give

exp

(
NE

[∫
min

(
β,max

(−α, log |z −x|))dµN (z)

])
⩾ exp

{
N

(∫
log |x − z|dµeq (z)+o(1)

)}
(4.80)

for large enough β, because µeq has compact support. It remains to show that the expectation inside

the exponent in the second term of (4.79) converges to zero uniformly in N in the limit α→∞.
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By (4.30), it is sufficient to consider 〈GN (z)〉, which is computed via (4.47). Let us define the

function Ψ so that

〈GN (z)〉 = 2

b2

∫
dσdσ[1](z − iσF F )e−NΨ(σ,σ[1]). (4.81)

Henceforth, σ∗
F F ,σF F [1]∗,σ∗

BB ,σBB [1]∗ are the solution to the saddle point equations (4.48-4.51)

and σ̃F F , σ̃F F [1], σ̃BB , σ̃BB [1] are integration variables. Around the saddle point

z − iσF F = z − iσ∗
F F − i N− 1

r σ̃F F (4.82)

for some r ⩾ 2. We use the notation σ for (σBB ,σBB [1],σF F ,σF F [1]) and similarly σBB ,σF F . A

superscript asterisk on Ψ or any of its derivatives is short hand for evaluation at the saddle point.

While the Hessian of Ψ may not in general vanish at the saddle point,∫
dσ̃dσ̃[1]σ̃F F e−Nσ̃T ∇2Ψ∗σ̃ = 0 (4.83)

and so we must go to at least the cubic term in the expansion of Ψ around the saddle point, i.e.

〈GN (z)〉 =G(z)− 2i

b2N 5/3

∫ ∞

−∞
dσ̃BB dσ̃F F σ̃F F e−

1
6 σ̃

i σ̃ j σ̃k∂i j kΨ
∗

︸ ︷︷ ︸
E(z;x1)

+ exponentially smaller terms. (4.84)

The bosonic (BB) and fermionic (FF) coordinates do not interact, so we can consider derivatives of

Φ as block tensors. Simple differentiation gives

(∇Ψ)B =
 2

b2σBB −κ (σBB +σBB [1]+ z +x1)−1 −κ′ (σBB + z)−1

2
b2

1
σBB [1]− (σBB +σBB [1]+ z +x1)−1


=⇒ (∇2Ψ)B =

(
κ (σBB +σBB [1]+ z +x1)−2 +κ′ (σBB + z)−2 κ (σBB +σBB [1]+ z +x1)−2

(σBB +σBB [1]+ z +x1)−2 (σBB +σBB [1]+ z +x1)−2

)
(4.85)

=⇒ (∇3Ψ)∗B =
((

ABκ+BBκ
′ ABκ

AB AB

)
, AB

(
κ κ

1 1

))
, (4.86)

where

AB =− 2(
σ∗

BB +σ∗
BB [1]+ z +x1

)3 , BB =− 2(
σ∗

BB + z
)3 . (4.87)

(∇3Ψ)∗F follows similarly with

AF =− 2(
σ∗

F F +σ∗
F F [1]− i z − i x1

)3 , BF =− 2(
σ∗

F F − i z
)3 . (4.88)

By the saddle point equations (4.48)-(4.51) we have

AB = 2(σBB [1]∗)3, BB = 2

(κ′)3

(
2κ

b2
1

σBB [1]∗− 2

b2σ
∗
BB

)3

(4.89)

AF = 2(σF F [1]∗)3, BF = 2

(κ′)3

(
2κ

b2
1

σF F [1]∗− 2

b2σ
∗
F F

)3

. (4.90)
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Let ξ1 = σ̃BB ,ξ2 = σ̃BB [1]. Then

(σ̃i σ̃ j σ̃k∂i j kΦ
∗)B = (

ABκ+BBκ
′)ξ3

1 + AB (2κ+1)ξ2
1ξ2[1]+ AB (κ+2)ξ1ξ

2
2 + ABξ

3
2

= AB
[
ξ3

2 + (2κ+1)ξ2ξ
2
1 + (2+κ)ξ1ξ

2
2 +Cξ3

1

]+ (
BBκ

′+ ABκ−C AB
)
ξ3

1 (4.91)

for any C . Let ξ1 = a1ξ
′
1 and then choose C = a−3

1 and a1 = (2+κ)(2κ+1)−1 to give

(σ̃i σ̃ j σ̃k∂i j kΦ
∗)B = AB (ξ′1 +ξ2)3 + (BBκ

′+ ABκ−C AB )a3
1(ξ′1)3 ≡ ABη

3 +DBξ
3 (4.92)

with η = ξ′1 + ξ2, ξ = ξ′1, DB = BBκ
′+ ABκ− a−3

1 AB . The expressions for (σ̃i σ̃ j σ̃k∂i j kΦ
∗)F follow

identically. We thus have

E(z; x1) ∝
(∫ ∞

0
dξ ξ

∫ ∞

ξ
dη e AFη

3+DF ξ
3
)(∫ ∞

0
dξ

∫ ∞

ξ
dη e ABη

3+DBξ
3
)

(4.93)

or perhaps with the the integration ranges reversed depending on the signs of ℜAF ,ℜAB ,ℜDF ,ℜDB .

We have

|E(z; x1)|⩽
∣∣∣∣∫ ∞

0
dξ ξ

∫ ∞

ξ
dη e AFη

3+DF ξ
3
∣∣∣∣ · ∣∣∣∣∫ ∞

0
dξ

∫ ∞

ξ
dη e ABη

3+DBξ
3
∣∣∣∣

⩽
∫ ∞

0
dξ ξ

∫ ∞

ξ
dη |e AFη

3+DF ξ
3 | ·

∫ ∞

0
dξ

∫ ∞

ξ
dη |e ABη

3+DBξ
3 |

⩽
∫ ∞

0
dξ ξ

∫ ∞

0
dη |e AFη

3+DF ξ
3 | ·

∫ ∞

0
dξ

∫ ∞

0
dη |e ABη

3+DBξ
3 |

⩽ (|MDF |)−2/3 (|MAF |)−1/3 (|MDB |)−1/3 (|MAB |)−1/3
(∫ ∞

0
e−ξ

3
dξ

)3 (∫ ∞

0
ξe−ξ

3
dξ

)
(4.94)

where we have defined

My =
ℜy if ℜy ̸= 0,

ℑy if ℜy = 0.
(4.95)

This last bound follows from a standard Cauchy rotation of integration contour if any of DF , AF ,DB , AB

has vanishing real part. (4.94) is valid for DB , AB ,DF , AF ̸= 0, but if DB = 0 and AB ̸= 0, then the pre-

ceding calculations are simplified and we still obtain an upper bound but proportional to (|MAB |)−1/3.

Similarly with AB = 0 and DB ̸= 0 and similarly for AF ,DF . The only remaining cases are AB = DB = 0

or AF = DF = 0. But recall (4.90) and (4.50)-(4.51). We immediately see that AF = DF if and only

if σF F =σF F [1] = 0, which occurs for no finite z, x1. Therefore, for fixed (x, x1) ∈R2, α> 0 and any

z ∈ (x −e−α, x +e−α)

|EµN (z)−µeq (z; x1)|≲ N−5/3C (x1, |x|+e−α) (4.96)

where C (|x1|, |x|+e−α) is positive and is decreasing in α. Since µeq is bounded, it follows that EµN is

bounded, and therefore

E

∫
log |z −x|1{|z −x|⩽ e−α}dµN (z) → 0 (4.97)

as α→∞ uniformly in N , and so the lower bound is completed. ■
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Equipped with this result, we can now prove the legitimacy of the Coulomb gas approximation

in our complexity calculation. The proof will require an elementary intermediate result which has

undoubtedly appeared in various places before, but we prove it here anyway for the avoidance of

doubt.

Lemma 4.5. Let MN be a random N ×N symmetric real matrix with independent centred Gaussian upper-

diagonal and diagonal entries. Suppose that the variances of the entries are bounded above by cN−1 for some

constant c > 0. Then there exists some constant ce such that

E||MN ||Nmax ≲ ece N . (4.98)

Proof. Let σ2
i j denote the variance of Mi j . Then

E||M ||Nmax ⩽
∑
i , j
E|Mi , j |N

=∑
i , j
E|N (0,σ2

i j )|N

=∑
i , j
σN

i jE|N (0,1)|N

⩽ N 2cN /2N−N /2E|N (0,1)|N . (4.99)

Simple integration with a change of variables gives

E|N (0,1)|N = 2
N+1

2 Γ

(
N +1

2

)
(4.100)

and then, for large enough N , Stirling’s formula gives

E|N (0,1)|N ∼ 2
N+1

2

√
π(N +1)

(
N +1

2e

) N−1
2

∼ 2
p
πe−

N−1
2 N N /2

(
N +1

N

)N /2

∼ 2
p
πeN N /2. (4.101)

So finally

E||M ||Nmax ≲ N 2cN /2 = e
1
2 N logc+2log N ⩽ e

(
1
2 logc+2

)
N , (4.102)

so defining ce = 1
2 log2+2 gives the result. ■

Theorem 4.1. For any x1 ∈R, let HN be a random N ×N matrix distributed as in the statement of Lemma

4.4. Then as N →∞Ï
B

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|

=
Ï

B
d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2 −
∫

log |z −x|dµeq (z)+o(1)

)}
+o(1). (4.103)
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Proof. Let R > 0 be some constant, independent of N . Introduce the notation B⩽R = B ∩ {z ∈ R2 |
|z|⩽R}, and then∣∣∣∣Ï

B
d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|

−
Ï

B⩽R

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|

∣∣∣∣
⩽

Ï
||x||⩾R

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|. (4.104)

We have the upper bound (4.78) of Lemma 4.4 but this cannot be directly applied to (4.104)

since the bound relies on uniformity in x, x1 which can only be established for bounded x, x1. We

use a much cruder bound instead. First, let

JN = HN +x1

(
I 0

0 0

)
(4.105)

and then

|det(HN −xI ) |⩽ ||JN ||Nmax max{|x|, |x1|}N = ||JN ||Nmax exp
(
N max{log |x|, log |x1|}

)
. (4.106)

JN has centred Gaussian entries with variance O(N−1), so Lemma 4.5 applies, and we find

E|det(HN −xI ) |≲ exp
(
N max{log |x|, log |x1|}

)
ece N (4.107)

for some constant ce > 0 which is independent of x, x1 and N , but we need not compute it.

Now we have∣∣∣∣Ï
B

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|

−
Ï

B⩽R

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|

∣∣∣∣
≲

Ï
||x||⩾R

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2 −max{log |x|, log |x1|}− ce

)}
. (4.108)

But, since µeq is bounded and has compact support, we can choose R large enough (independent of

N ) so that
1

2s2 x2 + 1

2s2
1

(x1)2 −max{log |x|, log |x1|}− ce > L > 0 (4.109)

for all (x, x1) with
√

x2 +x2
1 > R and for some fixed L independent of N . Whence∣∣∣∣Ï

B
d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|

−
Ï

B⩽R

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|

∣∣∣∣
≲N−1e−N L → 0 (4.110)
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as N →∞. Finally, for x, x1 in B⩽R , the result of the Lemma 4.4 holds uniformly in x, x1, so

Ï
B⩽R

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2

)}
E|det(HN (x1)−x)|

=
Ï

B⩽R

d xd x1 exp

{
−N

(
1

2s2 x2 + 1

2s2
1

(x1)2 −
∫

log |z −x|dµeq (z; x1)+o(1)

)}
. (4.111)

The result follows from (4.110), (4.111) and the triangle inequality. ■

4.4.1 Asymptotic complexity with prescribed Hessian index

Recall the complexity defined in (4.7):

CN ,kD ,kG =
∣∣∣∣{w(D) ∈ SND ,w(G) ∈ SNG : ∇D L(D) = 0,∇G L(G) = 0,L(D) ∈ BD ,L(G) ∈ BG

i (∇2
D L(D)) = kD , i (∇2

G L(G)) = kG

}∣∣∣∣. (4.7)

The extra Hessian signature conditions in (4.7) enforce that both generator and discriminator are

at low-index saddle points. Our method for computing the complexity CN in the previous subsection

relies on the Coulomb gas approximation applied to the spectrum of H ′. However, the Hessian

index constraints are formulated in the natural Hessian matrix (4.16), but our spectral calculations

proceed from the rewritten form (4.21). We find however that we can indeed proceed much as in

Chapter 3. Recall the key Hessian matrix H̃ given in (4.16) by

H̃ =
 p

2(ND −1)
√

b2 +b2
1M (D) −bG

bGT p
2(NG −1)bM (G)


−
p

N −2x

(
−IND 0

0 ING

)
+
p

N −2x1

(
IND 0

0 0

)
(4.112)

where M (D) ∼ GOE ND−1, M (G) ∼ GOE NG−1, G is ND −1×NG −1 Ginibre, and all are independent.

Note that we have used (4.23) to slightly rewrite (4.16). We must address the problem of computing

E|det H̃ |1
{

i

(p
κ(1+O(N−1))

√
b2 +b2

1MD + x +x1p
2

)
= kD , i

(p
κ′(1+O(N−1))bMG − xp

2

)
= kG

}
.

(4.113)

Indeed, we introduce integration variables y1,y2,ζ1,ζ∗1 ,ζ2,ζ∗2 , being (N−2)-vectors of commuting

and anti-commuting variables respectively. Use [t ] notation to split all vectors into the first κN −1

and last κ′N −1 components. Let

A[t ] =y1y
T
1 +y2y

T
2 +ζ1ζ

†
1 +ζ2ζ

†
2. (4.114)
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With these definitions, we have (recalling Chapter 3)

|det H̃ | = (2(N −2))
N−2

2 lim
ε↘0

∫
dΞexp

{
− i

p
κ(1+O(N−1))

√
b2 +b2

1TrM (D) A[1]

− i
p
κ′(1+O(N−1))bTrM (G) A[2]

}
exp{O(ε)}exp{. . .} (4.115)

where dΞ is the normalised measure of the y1,y2,ζ1,ζ∗1 ,ζ2,ζ∗2 and the ellipsis represents terms with

no dependence on M (D) or M (G), which we need not write down. The crux of the matter is that we

must compute

EM (D) e−i
p
κ
p

b2+b2
1TrM (D) A[1]

1

i

MD + x +x1
p
κ
√

b2 +b2
1

(1+O(N−1))

= kD

 , (4.116)

EM (G) e−i
p
κ′bTrM (G) A[2]

1

{
i

(
MG − xp

κ′b
(1+O(N−1))

)
= kG

}
, (4.117)

but in Chapter 3 we performed exactly these calculations (see around (3.242) ) and so there exist

constants K (D)
U ,K (D)

L ,K (G)
U ,K (G)

L such that

K (D)
L e−N kDκ(1+o(1))I1(x̂D ;

p
2)e−

1
2N (b2+b2

1)TrA[1]2

⩽ℜEM (D) e−i
p
κ
p

b2+b2
1TrM (D) A[1]

1

i

MD + x +x1
p
κ
√

b2 +b2
1

(1+O(N−1))

= kD


⩽K (D)

U e−N kDκ(1+o(1))I1(x̂D ;
p

2)e−
1

2N (b2+b2
1)TrA[1]2

(4.118)

and

K (G)
L e−N kGκ

′(1+o(1))I1(x̂G ;
p

2)e−
1

2N b2TrA[2]2

⩽ℜEM (G) e−i
p
κ′bTrM (G) A[2]

1

{
i

(
MG − xp

κ′b
(1+O(N−1))

)
= kG

}
⩽K (G)

U e−N kGκ
′(1+o(1))I1(x̂G ;

p
2)e−

1
2N b2TrA[2]2

(4.119)

where

x̂D =− x +x1
p
κ
√

b2 +b2
1

, x̂G = xp
κ′b

. (4.120)

Here I1 is the rate function of the largest eigenvalue of the GOE as obtained in [ADG01] and used

in [AAC13] and Chapter 3:

I1(u;E) =


2

E 2

∫ −E
u

p
z2 −E 2d z for u <−E ,

2
E 2

∫ u
E

p
z2 −E 2d z for u > E ,

∞ for |u| < E .

(4.121)
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Note that for u <−E

I1(u;E) =−u

E

√
u2 −E 2 − log

(
−u +

√
u2 −E 2

)
+ logE (4.122)

and for u > E we simply have I1(u;E) = I1(−u;E). Note also that I1(r u;E) = I1(u,E/r ).

We have successfully dealt with the Hessian index indicators inside the expectation, however

we need some way of returning to the form of H̃ in (4.21) so the complexity calculations using the

Coulomb gas approach can proceed as before. We can achieve this with inverse Fourier transforms:

e−
1

2N (b2+b2
1)TrA[1]2 = EMD e−i

p
κ
p

b2+b2
1TrMD A[1] (4.123)

e−
1

2N b2TrA[2]2 = EMG e−i
p
κ′bTrMG A[2] (4.124)

from which we obtain

KLe−N kDκ(1+o(1))I1(x̂D ;
p

2)e−N kGκ
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{

i
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κ(1+O(N−1))

√
b2 +b2
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2

)
= kD , i
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2

)
= kG

}
(4.125)

⩽KU e−N kDκ(1+o(1))I1(x̂D ;
p

2)e−N kGκ
′(1+o(1))I1(x̂G ;

p
2)E|det H̃ |. (4.126)

It follows that

K ′
N

Ï
B

d xd x1e
−(N−2)

[
Φ(x,x1)+kGκ

′I1(x;
p

2κ′b)+kDκI1

(
(−(x+x1);
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2κ(b2+b2

1)
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(1+o(1))

≲CN ,kD ,kG

≲K ′
N

Ï
B

d xd x1e
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2κ′b)+kDκI1

(
(−(x+x1);

p
2κ(b2+b2

1)
)]

(1+o(1))
. (4.127)

So we see that the relevant exponent in this case is the same as for CN but with additional GOE

eigenvalue large deviation terms, giving the complexity limit

lim
1

N
logECN ,kD ,kG =ΘkD ,kG (uD ,uG )

= K −min
B

{
Φ+kGκ

′I1(x;
p

2κ′b)+kDκI1

(
−(x +x1);

√
2κ(b2 +b2

1)

)}
. (4.128)

Plots of ΘkD ,kG for a few values of kD ,kG are shown in Figure 4.5.

Remark 4.2. Recall that the limiting spectral measure of the Hessian displays a transition as the

support splits from one component to two, as shown in Figure 4.1. Let us comment on the relevance

of this feature to the complexity. The spectral measure appears in one place in the above complexity

calculations: the Coulomb gas integral
∫

dµeq (z) log |z − x|. The effect of integrating against the

measure µeq is to smooth out the transition point. In other words, if µeq has two components or is

at the transition point, one expects to be able to construct another measure ν supported on a single

component such that
∫

dν(z) log |z − x| = ∫
dµeq (z) log |z − x|. We interpret this to mean that the

Coulomb gas integral term does not display any features that can be unambiguously attributed to

the transition behaviour of the spectral measure.
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Figure 4.5: Contour plots of ΘkD ,kG for a few values of kD ,kG . Here p = q = 3,σz = 1,κ= 0.9.

4.5 Implications

4.5.1 Structure of low-index critical points

We examine the fine structure of the low-index critical points for both spin glasses. [Cho+15] used

the ‘banded structure’ of low-index critical points to explain the effectiveness of gradient descent in

large multi-layer perceptron neural networks. We undertake to uncover the analogous structure in

our dual spin-glass model and thence offer explanations for GAN training dynamics with gradient

descent. For a range of (kD ,kG ) values, starting at (0,0), we computeΘkD ,kG on an appropriate domain.

In the (uD ,uG ) plane, we then find the maximum kD , and separately kG , such that ΘkD ,kG (uD ,uG ) > 0.

In the large N limit, this procedure reveals the regions in the (uD ,uG ) plane where critical points

of each index of the two spin glasses are found. Figure 4.6 plots these maximum kD ,kG values as

contours on a shared (uD ,uG ) plane. The grey region in the plot clearly shows the ‘ground state’

boundary beyond which no critical points exist. We use some fixed values of the various parameters:

p = q = 3,σz = 1,κ= 0.9.

These plots reveal, unsurprisingly perhaps, that something resembling the banded structure of

[Cho+15] is present, with the higher index critical points being limited to higher loss values for each

network. The 2-dimensional analogues of the E∞ boundary of [Cho+15] are evident in the bunching

of the kD ,kG contours at higher values. There is, however further structure not present in the single

spin-glass multi-layer perceptron model. Consider the contour of kD = 0 at the bottom of the full

contour plot in Figure 4.6. Imagine traversing a path near this contour from right to left (decreasing

uD values); an example path is approximately indicated by a black arrow on the figure. At all points

along such a path, the only critical points present are exact local minima for both networks, however
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the losses range over

(i) low generator loss, high discriminator loss;

(ii) some balance between generator and discriminator loss;

(iii) high generator loss, low discriminator loss.

These three states correspond qualitatively to known GAN phenomena:

(i) discriminator collapses to predicting ‘real’ for all items;

(ii) successfully trained model;

(iii) generator collapses to producing garbage samples which the discriminator trivially identifies.
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Figure 4.6: Contours in the (uD ,uG ) plane of the maximum kD and kG such that ΘkD ,kG (uD ,uG ) > 0.
kD results shown with a red colour red scheme, and kG with blue/green. The grey region on the left
lies outside the domain of definition of ΘkD ,kG . Here p = q = 3,σz = 1,κ= 0.9. The arrow indicates
the approximate location of the contour discussed in the main text.
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Overall, the analysis of our model reveals a loss surface that favours convergence to states of low

loss for at least one of the networks, but not necessarily both. Moreover, our plots of Θ and ΘkD ,kG in

Figures 4.3, 4.5 demonstrate clearly the competition between the two networks, with the minimum

attainable discriminator loss increasing as the generator loss decreases and vice-versa. We thus have

a qualitative similarity between the minimax dynamics of real GANs and our model, but also a

new two-dimensional banded critical points structure. We can further illuminate the structure by

plotting, for each (uD ,uG ), the approximate proportion of minima with both LD ⩽ uD and LG ⩽ uG

out of all points where at at least one of those conditions holds. The expression is

Θ(uD ,uG )−max{Θ(uD ,∞),Θ(∞,uG )} (4.129)

which gives the log of the ratio in units of N . We show the plot in Figure 4.7. Note that, for large N ,

any region of the plot away from a value of zero contains exponentially more bad minima – where

one of the networks has collapsed – than good minima, with equilibrium between the networks. The

model therefore predicts the existence of good local minima (in the bottom left of Figure 4.7) that

are effectively inaccessible due to their being exponentially outnumbered by bad local minima.

3 2 1 0 1 2
uD

0.5

0.5

1.5

2.5

u G

16

14

12

10

8

6

4

2

0

Figure 4.7: Contour plot of the log ratio quantity given in (4.129). This is the approximate proportion
of minima with both LD ⩽ uD and LG ⩽ uG out of all points where at at least one of those conditions
holds.

The structure revealed by our analysis offers the following explanation of large GAN training

dynamics with gradient descent:

1. As with single feed-forward networks, the loss surface geometry encourages convergence to

globally low values of at least one of the network losses.

2. The same favourable geometry encourages convergence to successful states, where both

networks achieve reasonably low loss, but also encourages convergence to failure states, where

the generator’s samples are too easily distinguished by the discriminator, or the discriminator

has entirely failed thus providing no useful training signal to the generator.
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Remark 4.3. A natural question in the context of our analysis of low-index critical points is: do such

points reflect the points typically reached by gradient descent algorithms used to train real GANs?

There has been much discussion in the literature of the analogous question for single networks and

spin glasses [Cho+15; Bai+19; FFR19]. It is not clear how to settle this question in our case, but we

believe our model and its low-index critical points give a description of the baseline properties to be

expected of high-dimensional adversarial optimisation problems late in the optimisation procedure.

In addition, the unstructured random noise present in spin glasses may be more appropriate in our

model for GANs than it is for single spin-glass models of single networks, as GAN generators do

genuinely contain unstructured latent noise, rather than just the highly-structured data distributions

seen on real data.

Remark 4.4. The issue of meta-stability is also worth mentioning. In single spin glasses, the boundary

E∞ between fixed index and unbounded index critical points is meta-stable [CS95; KPV93]. From

the random matrix theory perspective, the E∞ boundary corresponds to the left edge of the Wigner

semi-circle [AAC13]. There are O(N ) eigenvalues in any finite interval at the left of the Wigner

semi-circle, corresponding to O(N ) Hessian eigenvalues in any neighbourhood around zero. The

2D analogue of the E∞ boundary in our double spin-glass model is expected to possess the same

meta-stability: the Wigner semi-circle is replaced by the measure studied in Section 4.3, to which

the preceding arguments apply. In the context of deep neural networks, there is a related discussion

concerning “wide and flat local optima” of the loss surface, i.e. local optima for which many of

the Hessian eigenvalues are close to zero. There are strong indications that deep neural networks

converge under gradient-based optimisation to such optima [HS97a; Cha+19; Kes+17; KLY18;

Bal+21; BPZ20] and that they are perhaps better for generalisation (i.e. test set loss) than other

local optima, however some authors have challenged this view [Din+17a; HHS17; KKB20; HHY19;

Gra20b]. It is beyond the scope of the present work to analyse the role of meta-stability further,

however we note that the indications from machine learning are that it is most significant when

considering generalisation, however our work simplifies to the case of a single loss rather than

separately considering training and test loss.

4.5.2 Hyperparameter effects

Our proposed model for GANs includes a few fixed hyperparameters that we expect to control

features of the model, namely σz and κ. Based on the results of [AAC13; Cho+15] and Chapter

3, and the form of our analytical results above, we do not expect p and q (the number of layers

in the discriminator and generator) to have any interesting effect beyond p, q ⩾ 3; this is clearly a

limitation of the model. We would expect there to exist an optimal value of σz that would result

in minimum loss, in some sense. The effect of κ is less clear, though we guess that, in the studied

N →∞ limit, all κ ∈ (0,1) are effectively equivalent. Intuitively, choosing κ= 0,1 corresponds to one

network having a negligible number of parameters when compared with the other and we would
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expect the much larger network to prevail in the minimax game, however our theoretical results

above are valid strictly for κ ∈ (0,1).

In the following two subsections we examine effect of σz and κ in our theoretical and in real

experiments with a DCGAN [RMC15]. Additional supporting plots are given in the appendix.

4.5.2.1 Effect of variance ratio

In the definition of complexity, uD and uG are upper bounds on the loss of the discriminator and

generator, respectively. We are interested in the region of the uD ,uG plane such that Θ(uD ,uG ) > 0,

this being the region where gradient descent algorithms are expected to become trapped. We

therefore investigate the minimum loss such that Θ> 0, this being, for a given σz , the theoretical

minimum loss attainable by the GAN. We consider two natural notions of loss:

1. ϑD = min{uD ∈R | ∃uG ∈R : Θ(uD ,uG ) > 0};

2. ϑG = min{uG ∈R | ∃uD ∈R : Θ(uD ,uG ) > 0}.

We vary σz over a range of values in (10−5,102) and compute ϑD ,ϑG .

To compare the theoretical predictions of the effect of σz to real GANs, we perform a simple set

of experiments. We use a DCGAN architecture [RMC15] with 5 layers in each network, using the

reference PyTorch implementation from [18], however we introduce the generator noise scale σz .

That is, the latent input noise vector z for the generator is sampled from N (0,σ2
z I ). For a given σz ,

we train the GANs for 10 epochs on CIFAR10 [KH+09] and record the generator and discriminator

losses. For each σz , we repeat the experiment 30 times and average the minimum attained generator

and discriminator losses to account for random variations between runs with the same σz . We note

that the sample variances of the loss were typically very high, despite the PyTorch random seed

being fixed across all runs. We plot the sample means, smoothed with rolling averaging over a short

window, in the interest of clearly visualising whatever trends are present. The results are shown in

Figure 4.8.

There is a striking similarity between the generator plots, with a sharp decline between σz = 10−5

and around 10−3, after which the minimum loss is approximately constant. The picture for the

discriminator is less clear. Focusing on the sections σz > 10−3, both plots show a clear minimum, at

around σz = 10−1 in experiments and σz = 10−2 in theory. Note that the scales on the y-axes of these

plots should not be considered meaningful. Though there is not precise correspondence between

the discriminator curves, we claim that both theory and experiment tell the same qualitative story:

increasing σz to at least around 10−3 gives the lowest theoretical generator loss, and then further

increasing to, tentatively, some value in (10−2,10−1) gives the lowest possible discriminator loss at

no detriment to the generator.
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Figure 4.8: The effect of σz . Comparison of theoretical predictions of minimum possible discrim-
inator and generator losses to observed minimum losses when training DCGAN on CIFAR10.
The blue cross-dashed lines show the experimental DCGAN results, and solid red lines show the
theoretical results θG ,θD . p = q = 5 and κ= 0.5 are used in the theoretical calculations, to best match
the DCGAN architecture. σz is shown on a log-scale.

We are not aware of σz tuning being widely used in practice for real GANs, rather it is typically

taken to be unity. We have chosen this parameter, as it can be directly paralleled in our spin

glass model, therefore allowing for the above experimental comparison. Naturally there are other

parameters of real GANs that one might wish to study (such as learning rates and batch sizes)

however these are much less readily mirrored in the spin glass model and complexity analysis,

precluding comparisons between theory and experiment. Nevertheless, the experimental results

in Figure 4.8 do demonstrate that tuning σz in real GANs could be of benefit, as σz = 1 does not

appear to be the optimal value.

4.5.2.2 Effect of size ratio

Similarly to the previous section, we can investigate the effect of κ using ϑD ,ϑG while varying κ

over (0,1). To achieve this variation in the DCGAN, we vary the number of convolutional filters in

each network. The generator and discriminator are essentially mirror images of each other and the

number of filters in each intermediate layer are defined as increasing functions2 of some positive

integers nG ,nD . We fix nD +nG = 128 and vary nD to obtain a range of κ values, with κ= nd
nd+ng

. The

results are shown in Figure 4.9.

The theoretical model predicts a a broad range of equivalently optimal κ values centred on

κ= 0.5 from the perspective of the discriminator loss, and no effect of κ on the generator loss. The

experimental results similarly show a broad range of equivalently optimal κ centred around κ= 0.5,

2Number of filters in a layer is either proportional to nD or n2
D depending on the layer (and similarly with nG ).
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however there appear to be deficiencies in our model, particularly for higher κ values. The results of

the experiments are intuitively sensible: the generator loss deteriorates for κ closer to 1, i.e. when

the discriminator has very many more parameters than the generator, and vice-versa for small κ.
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Figure 4.9: The effect of κ. Comparison of theoretical predictions of minimum possible discriminator
and generator losses to observed minimum losses when training DCGAN on CIFAR10. The blue
cross-dashed lines show the experimental DCGAN results, and the solid red show the theoretical
results ϑG ,ϑD . p = q = 5 and σz = 1 are used in the theoretical calculations, to best match the
DCGAN architecture.

4.6 Gaussian Hessian calculations

In this section we give the full details of the Gaussian calculations for the distribution of the Hessian:(
∇2

D L(D) ∇GD L(D)

∇DG L(G) ∇2
G L(G)

) ∣∣∣∣ ∇G L(G) = 0,∇D L(D) = 0,L(D) ∈ BD ,L(G) ∈ BG . (4.130)

These calculations are routine and consist of repeated application of standard results for condi-

tioning multivariate Gaussians, but the details are nevertheless intricate.

Recall the definitions

L(D)(w(D),w(G)) = ℓ(D)(w(D))−σzℓ
(G)(w(D),w(G))

L(G)(w(D),w(G)) =σzℓ
(G)(w(D),w(G))

and

ℓ(D)(w(D)) =
ND∑

i1,...,ip=1
Xi1,...,ip

p∏
k=1

w (D)
ik

ℓ(G)(w(D),w(G)) =
ND+NG∑

i1,...,ip+q=1
Zi1,...,ip+q

p+q∏
k=1

wik
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for i.i.d. Gaussian X and Z , where wT = (w(D)T
,w(G)T

). As mentioned in the main text, we have

spherical symmetry in both w(D) and w(G), so it sufficient to consider the distribution (4.130) around

some fixed specific points on the spheres SND and SNG . Following [AAC13], we choose the north

poles. We can select a coordinate basis around both poles, e.g. with

w(D) = (
√

1−u2,u), w(G) = (
√

1−v2,v),

for u ∈RND−1,v ∈RNG−1 with u2 ⩽ 1,v2 ⩽ 1.

We need the joint distributions

(
ℓ(D),∂(D)

i ℓ(D),∂(D)
j k ℓ

(D)
)

,
(
ℓ(G),∂(G)

i ℓ(G),∂(G)
j k ℓ

(G),∂(D)
l ℓ(G),∂(D)

mnℓ
(G)

)

where the two groups are independent from of each other. The derivatives ∂(D),∂(G) are now Euclidean

derivatives with respect to the coordinates u,v. ℓ(D) behaves just like a single spin glass, and so we have

[AAC13]:

V ar (ℓ(D)) = 1, (4.131)

Cov(∂(D)
i ℓ(D),∂(D)

j k ℓ
(D)) = 0, (4.132)

∂(D)
i j ℓ

(D) | {ℓ(D) = xD } ∼√
(ND −1)p(p −1)GOE ND−1 −xD pI . (4.133)

To find the joint and thence conditional distributions for ℓ(G), we first note that ℓ(G) is simply a spin

glass on a partitioned vector wT = (w(D)T
,w(G)T

), so

Cov(ℓ(G)(w(D),w(G)),ℓ(G)(w(D)′,w(G)′)) =
(
w(D) ·w(D)′+w(G) ·w(G)′

)p+q
(4.134)

from which, by comparing with [AAC13], one can obtain the necessary expressions, at the north

poles in a coordinate basis. Practically, one writes w(D)T = (
√

1−∑
j u2

j ,u1, . . . ,uND−1), and similarly

for w(G). Then one takes derivatives of (4.134) with respect to these new variables around the

north poles. Finally, one sets w(D) =w(D)′ and takes u j = 0 ∀ j , and similarly for w(G). The resulting

expressions are largely familiar from the standard spin glass in [AAC13], except there are extra cross
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terms between w(D) and w(G):

V ar (ℓ(G)) = 2p+q , (4.135)

Cov(∂(G)
i j ℓ

(G),ℓ(G)) =−(p +q)2p+qδi j , (4.136)

Cov(∂(D)
i j ℓ

(G),ℓ(G)) =−(p +q)2p+qδi j , (4.137)

Cov(∂(G)
i j ℓ

(G),∂(G)
kl ℓ

(G)) = 2p+q [
(p +q)(p +q −1)

(
δi kδ j l +δi lδ j k

)+ (p +q)2δi jδkl
]

,

(4.138)

Cov(∂(G)
i j ℓ

(G),∂(D)
kl ℓ

(G)) = 2p+q (p +q)2δi jδkl , (4.139)

Cov(∂(G)
i ∂(D)

j ℓ(G),∂(G)
k ∂(D)

l ℓ(G)) = 2p+q (p +q)(p +q −1)δi kδ j l , (4.140)

Cov(∂(G)
i j ℓ

(G),∂(G)
k ∂(D)

l ℓ(G)) = 0 (4.141)

Cov(∂(D)
i j ℓ

(G),∂(D)
k ∂(G)

l ℓ(G)) = 0, (4.142)

Cov(∂(D)
i ∂(G)

j ℓ(G),ℓ(G)) = 0. (4.143)

Also, all first derivatives of ℓ(G) are clearly independent of ℓ(G) and its second derivatives by the same

reasoning as in [AAC13]. Note that

Cov(∂(D)
i L(D),∂(D)

j L(D)) = (p +σ2
z 2p+q (p +q))δi j (4.144)

Cov(∂(G)
i L(G),∂(G)

j L(G)) =σ2
z 2p+q (p +q)δi j (4.145)

Cov(∂(D)
i L(D),∂(G)

j L(G)) = 0 (4.146)

and so

ϕ(∇D L(D),∇G L(G))(0) = (2π)−
N−2

2
(
p +σ2

z 2p+1(p +q)
)− ND−1

2
(
σ2

z 2p+q (p +q)
)− NG−1

2 . (4.147)

We need now to calculate the joint distribution of (∂(D)
i j ℓ

(G),∂(G)
kl ℓ

(G)) conditional on {ℓ(G) = xG }.

Denote the covariance matrix for (∂(D)
i j ℓ

(G),∂(G)
kl ℓ

(G),ℓ(G)) by

Σ=
(
Σ11 Σ12

Σ21 Σ22

)
(4.148)

where

Σ11 = 2p+q

(
(p +1)(p +q −1)(1+δi j )+ (p +q)2δi j (p +q)2δi jδkl

(p +q)2δi jδkl (p +1)(p +q −1)(1+δkl )+ (p +q)2δkl

)
,

(4.149)

Σ12 =−2p+q (p +q)

(
δi j

δkl

)
, (4.150)

Σ21 =−2p+q (p +q)
(
δi j δkl

)
, (4.151)

Σ22 = 2p+q . (4.152)
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The conditional covariance is then

Σ̄=Σ11 −Σ12Σ
−1
22Σ21 = 2p+q (p +1)(p +q −1)

(
1+δi j 0

0 1+δkl

)
. (4.153)

Identical reasoning applied to (∂(G)
i j ℓ

(G),∂(G)
kl ℓ

(G),ℓ(G)) and (∂(D)
i j ℓ

(G),∂(D)
kl ℓ

(G),ℓ(G)) shows that,

conditional on {ℓ(G) = xG }, ∇2
Gℓ

(G) and ∇2
Dℓ

(G) have independent entries up-to symmetry, so 4.153

demonstrates they are independent GOEs and we have:(
−∇2

Dℓ
(G) −∇G∇Dℓ

(G)

∇D∇Gℓ
(G) ∇2ℓ(G)

)
| {ℓ(G) = xG }

d=
√

2p+q+1(p +q)(p +q −1)

( p
ND −1M (D)

1 −2−1/2G

2−1/2GT p
NG −1M (G)

)

− (p +q)xG 2p+1

(
−IND 0

0 ING

)
(4.154)

where M (D)
1 ∼ GOE ND−1 and M (G) ∼ GOE NG−1 are independent GOEs and G is an independent

ND −1×NG −1 Ginibre matrix with entries of unit variance.

4.7 Conclusion

We have contributed a novel model for the study of large neural network gradient descent dynamics

with statistical physics techniques, namely an interacting spin-glass model for generative adversarial

neural networks. We believe this is the first attempt in the literature to incorporate advanced architec-

tural features of modern neural networks, beyond basic single network multi-layer perceptrons, into

such statistical physics style models. We have conducted an asymptotic complexity analysis via Kac-

Rice formulae and Random Matrix Theory calculations of the energy surface of this model, acting as

a proxy for GAN training loss surfaces of large networks. Our analysis has revealed a banded critical

point structure as seen previously for simpler models, explaining the surprising success of gradient

descent in such complicated loss surfaces, but with added structural features that offer explanations

for the greater difficulty of training GANs compared to single networks. We have used our model

to study the effect of some elementary GAN hyper-parameters and compared with experiments

training real GANs on a standard computer vision dataset. We believe that the interesting features

of our model, and their correspondence with real GANs, are yet further compelling evidence for the

role of statistical physics effects in deep learning and the value of studying such models as proxies

for real deep learning models, and in particular the value of concocting more sophisticated models

that reflect aspects of modern neural network design and practice.

Our analysis has focused on the annealed complexity of our spin glass model (i.e. taking the

logarithm after the expectation) rather than the quenched complexity (i.e. taking the expectation

after the logarithm). Ideally one would compute both, as the quenched complexity is often considered

to reflect the typical number of stationary points and is bounded above by the annealed complexity.

Computing the quenched complexity is typically more challenging than the annealed and such a
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calculation for our model could be the subject of a further work requiring considerable technical

innovations. Even the elegant and very general methods presented recently in [ABM21a] are

restricted only to the annealed case. Agreement between annealed and quenched is known only in a

few special cases closely related to spherical spin glasses [Sub17; AG20; ASZ20] and is not expected

in general [Ros+19]. It is conceivable that quenched and annealed complexity agree in the case of

our model, as it closely related to spin glasses and possesses no distinguished directions (i.e. spikes)

such as are present in [Ros+19]. Establishing agreement by existing methods requires analysis of

pairs of correlated GOE-like matrices. Such an approach for our model may well require analysis of

at least 4 correlated matrices (2 per diagonal block), and quite possibly more, including correlations

between blocks. We leave this considerable challenge for future work.

From a mathematical perspective, we have extensively studied the limiting spectral density of

a novel random matrix ensemble using supersymmetric methods. During the initial explorations

for this work, we made considerable efforts to complete the average absolute value determinant

calculations directly using a supersymmetric representation, as seen in Chapter 3, however this

was found to be analytically intractable (as expected), but also extremely troublesome numerically

(essentially due to analytically intractable and highly complicated Riemann sheet structure in C2). We

were able to sidestep these issues by instead using a Coulomb gas approximation, whose validity we

have rigorously proved using a novel combination of concentration arguments and supersymmetric

asymptotic expansions. We have verified with numerical simulations our derived mean spectral

density for the relevant Random Matrix Theory ensemble and also the accuracy of the Coulomb

gas approximation.

We hope that future work will be inspired to further study models of neural networks such as we

have considered here. Practically, it would be exciting to explore the possibility of using our insights

into GAN loss surfaces to devise algorithmic methods of avoiding training failure. Mathematically,

the local spectral statistics of our random matrix ensemble may be interesting to study, particularly

around the cusp where the two disjoint components of the limiting spectral density merge.
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5
Generalised loss surface models and implications

The content of this chapter was published first as a pre-print in July 2021 (https://arxiv.org/

abs/2003.01247v5) and was accepted in January 2023 as an article in Journal of Machine Learning

Research: “Iterate Averaging in the quest for best test error”, Diego Granziol, Nicholas P. Baskerville,

Xingchen Wan, Samuel Albanie and Stephen Roberts.

The experimental ideas behind this paper were conceived and explored by the other authors

before NPB joined the project. NPB developed much of the mathematical theory, including

constructing all the proofs. In this chapter, we include only the mathematical sections of direct

relevance to this thesis, all of which are overwhelmingly NPB’s work.

5.1 Introduction

The iterate average [PJ92] is the arithmetic mean of the model parameters over the optimisation

trajectory wavg = 1
n

∑n
i wi . It is a classical variance reducing technique in optimisation and offers

optimal asymptotic convergence rates and greater robustness to the choice of learning rate [KY03].

Indeed, popular regret bounds that form the basis of gradient-based convergence proofs [DHS11;

RKK19] often consider convergence for the iterate average [Duc18]. Further, theoretical extensions

have shown that the rate of convergence can be improved by a factor of logT (where T is the iteration

number) by suffix averaging [RSS11], which considers a fraction of the last iterates, polynomial decay

averaging [SZ13] which decays the influence of the previous iterates, or weighted averaging [LSB12]

which weights the iterate by its iteration number. That the final iterate of SGD is sub-optimal in

terms of its convergence rate, by this logarithmic factor, has been proved by [Har+19]. For networks

with batch normalisation [IS15], a naïve application of IA (in which we simply average the batch

normalisation statistics) is known to lead to poor results [DB19]. However, by computing the batch
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normalisation statistics for the iterate average using a forward pass of the data at the IA point,

[Izm+18] show that the performance of small-scale image experiments such as CIFAR-10/100 and

pretrained ImageNet can be significantly improved. Even for small experiments this computation is

expensive, so they further approximate IA by taking the average at the end of each epoch instead of

each iteration, referred to as stochastic weight averaging (SWA).

In this chapter we examine the variance reducing effect of IA in the context of a quadratic

approximation to the true loss combined with additive perturbation models for the batch training

loss. The theory we present is high-dimensional (i.e. large number of parameters, P ) and considers

the small batch size (small B ) regime, which we term the “deep learning limit”. Intuitively, any given

example from the training set j ∈D, will contain general features, which hold over the data generating

distribution and instance specific features (which are relevant only to the training sample in question).

For example, for a training image of a dog, we may have that:

dog j︷ ︸︸ ︷
∇Lsample(w)︸ ︷︷ ︸

training set example

=
4 legs, snout︷ ︸︸ ︷
∇Ltrue(w)︸ ︷︷ ︸

general features

+
black pixel in top corner, green grass︷ ︸︸ ︷

ε(w).︸ ︷︷ ︸
instance-specific features

(5.1)

Under a quadratic approximation to the true loss1 Ltrue(w) =wTHw, where H =∇2L is the Hessian

of the true loss with respect to the weights and we sample a mini-batch gradient of size B at point

w ∈RP×1. The observed gradient is perturbed by ε(w) from the true loss gradient (due to instance

specific features). Under this model the component of the wt ’th iterate along the j ’th eigenvector

ϕ j of the true loss when running SGD with learning rate α can be written:

wT
t ϕ j = (1−αλ j )twT

0 ϕ j −α(1−αλ j )t−1ε(w1)Tϕ j · · · , (5.2)

in which λ j are the eigenvalues of H . The simplest tractable model for the gradient noise ε(wt ) is to

assume samples from i.i.d. an isotropic, multivariate Normal. In particular, this assumption removes

any dependence on wt and precludes the existence of any distinguished directions in the gradient

noise. Using this assumption, we obtain Theorem 5.1 below, which relies on an intermediate result,

found in [Ver18].

Lemma 5.1 ([Ver18] Theorem 6.3.2) . Let R be an m ×n matrix, and let X = (X1, . . . , Xn) ∈ Rn be a

random vector with independent mean-zero unit-variance sub-Gaussian coordinates. Then

P (|∥R X ∥2 −∥R∥F | > t )⩽ 2exp

(
− ct 2

K 4∥R∥2

)
where K = maxi ∥Xi∥ψ2 and c > 0 is a constant.

Theorem 5.1. Assume the quadratic loss model Ltrue(w) =wTHw, where H has eigenvalues {λi }P
i=1 and

assume the {εt }n
t=0 are all i.i.d. Gaussian vectors in RP with distribution N (0,σ2B−1I ) where B is the batch

1The loss under the expectation of the data generating distribution, rather than the loss over the dataset Lemp(wk ).
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size. Assume the weights are updated according to the rule from (5.2)

wT
t ϕ j = (1−αλ j )twT

0 ϕ j −α(1−αλ j )t−1ε(w1)Tϕ j . (5.3)

Assume further that αλi ≪ 1 for all i and λi > 0 for all i . Then there exists a constant c > 0 such that for all

ξ> 0, as n →∞

P

∣∣∣∣∣∣
√√√√ P∑

i

(
wn,i −w0,i e−nαλi (1+o(1))

)2 −
√

P
ασ2

B

〈 1

λ(2−αλ)

〉 ∣∣∣∣∣∣⩾ ξ

⩽ ν(ξ),

P

∣∣∣∣∣∣
√√√√ P∑

i

(
wavg,i −

w0,i

λi nα
(1+o(1))

)2

−
√

Pσ2

Bn

〈 1

λ

〉 ∣∣∣∣∣∣⩾ ξ

⩽ ν(ξ),

(5.4)

where ν(ξ) = 2exp(−cξ2).

Proof. Let Y = (Y1, . . . ,YP ) be a random sub-Gaussian vector with independent components. Let

Xi = Yi −EYip
VarYi

, R = diag(
√

VarY1, . . . ,
√

VarYP ).

Lemma 5.1 then applies, to give

P

∣∣∣∣∣∣∥Y −EY ∥2 −
√√√√ P∑

i=1
VarYi

∣∣∣∣∣∣> ξ
⩽ 2exp

(
− cξ2

K 4∥R∥2

)
.

We have K ⩽C maxi VarYi for some constant C > 0 ([Ver18], exercise 2.5.8), and ∥R∥2 = (maxi
p

VarYi )2 =
maxi VarYi . Hence we obtain

P

∣∣∣∣∣∣∥Y −EY ∥2 −
√√√√ P∑

i=1
VarYi

∣∣∣∣∣∣> ξ
⩽ 2exp

(
− cξ2

(maxi VarYi )2

)
(5.5)

for some new constant c > 0. The proof is then completed if we compute the means and variances

of wn and wavg. To that end, with Λ= diag(λ1, . . . ,λP ), the update rule (5.3) gives

wt = (1−αΛ)nw0 +α
t−1∑
i=0

(1−αΛ)t−i−1εi , (5.6)

for any 1⩽ t ⩾ n. Since Λ is diagonal, each component of wn can be treated independently when

we sum to obtain wav g , so for any vector v

n∑
t=1

(1−αΛ)tv = 1− (1−αΛ)t

α
Λ−1(1−αΛ)v (5.7)

So averaging (5.6) over t gives

wav g = 1− (1−αΛ)n

αn
Λ−1(1−αΛ)w0 +

n−1∑
t=0

1− (1−αΛ)n−t

n
Λ−1εt . (5.8)
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Since the εi are all i.i.d. centred Gaussians, obtaining the distributions of wn and wav g amounts to

computing the covariances

Cov

(
α

n−1∑
i=0

(1−αΛ)n−i−1εi

)
=σ2B−1I

n−1∑
i=1

α2(1−αΛ)2(n−i−1)

=σ2B−1Iα2(1− (1−αΛ)2n)
(
1− (1−αΛ)2)−1 (5.9)

and similarly

Cov

(
n−1∑
t=0

1− (1−αΛ)n−t

n
Λ−1εt

)

=
n−1∑
t=0

(
1− (1−αΛ)n−t

n
Λ−1

)2

=Λ
−2

n2

(
n − 2(1− (1−αΛ)n)

α
Λ−1 + (

1− (1−αΛ)2n)(
1− (1−αΛ)2)−1

)
. (5.10)

Now using αλi < 1 for all i = 1,2. . . ,P , and taking n →∞, (5.6) and (5.9) give

Cov(wn) ∼σ2α2B−1 (
1− (1−αΛ)2)−1 =σ2αB−1 (

2Λ−αΛ2)−1 (5.11)

and similarly (5.8) and (5.10) give

Cov(wav g ) ∼ 1

n
Λ−2. (5.12)

Thus it follows from (5.6) and (5.11) that

Ewn,i = (1−αλi )n w0,i ∼ e−nαλi w0,i , Var(wn,i ) ∼ σ2

B

α

2λi (1−αλi )
(5.13)

and from (5.8) and (5.12) it follows

Ewav g ,i ∼
w0,i

λiαn
, Var(wav g ,i ) = σ2

B

1

nλ2
i

(5.14)

where in both cases we have used αλi ≪ 1 to simplify the expected values for large n. To complete

the proof for wn , we apply (5.5) using (5.13) and noting that√√√√ P∑
i=1

V ar (wn,i ) ∼ σ2Pα

2B

〈
1

λ(1−αλ)

〉
(5.15)

and 0 < maxi wn,i <∞ since λi > 0 and αλi < 1. The results for wav g follows similarly by using (5.5)

with (5.14). This produces two different constants c > 0 in the statement of (5.4), but we can simply

take the smaller of the two constants to produce the desired statement.

■
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The final iterate attains exponential convergence in the mean of wn , but does not control the variance

term. Whereas forwavg, although the convergence in the mean is worse (linear), the variance vanishes

asymptotically – this motivates tail averaging, to get the best of both worlds. Another key implication

of Theorem 5.1 lies in its dependence on P . P is a gauge of the model size and appears as a simple

linear multiplier of the variances of wn and wav g , so increasing over-parametrisation implies

increasing variance of the final iterate and the IA, however IA provides a counterbalancing variance

reduction effect that is entirely absent from the final iterate. This implies that in more complex,

over-parameterised models, we expect the benefit of IA over the final iterate to be greater, as IA

provides a mechanism to control the weight variance even as it grows with P .

5.2 A dependent model for the perturbation

We proceed now to propose a relaxation of the gradient perturbation independence assumption.

(5.1) can be written equivalently as

Lbatch(w) = Ltrue(w)+η(w) (5.16)

where η is a scalar field with ∇η= ε. Note that we have neglected an irrelevant arbitrary constant

in Equation (5.16) and also that we have Lbatch rather than Lsample, but this amounts to scaling the

per-sample noise variance σ2 by the inverse batch size B−1. We model η as a Gaussian process

GP(m,k), where k is some kernel function RP ×RP → R and m is some mean function2 RP → R.

As an example, taking k(w,w′) ∝ (wTw′)p and restricting w to a hypersphere results in ε taking

the exact form of a spherical p-spin glass, studied previously for DNNs [Cho+15; GD88; MPV87;

Ros+19; Man+19a] and in Chapters 3 and 4 [Bas+21; Bas+22a]. We are not proposing to model the

loss surface (batch or true) as a spin glass (or more generally, a Gaussian process), rather we are

modelling the perturbation between the loss surfaces in this way. We emphasise that this model

is a strict generalisation of the i.i.d. assumption above, and presents a rich, but tractable, model

of isotropic Gaussian gradient perturbations in which the noise for different iterates is neither

independent nor identically distributed.

Following from our Gaussian process definition, the covariance of gradient perturbations can be

computed using a well-known result (see [AT09] equation 5.5.4):

Cov(εi (w),ε j (w′)) = ∂wi ∂w ′
j
k(w,w′). (5.17)

Further assuming a stationary kernel k(w,w′) = k
(−1

2 ||w−w′||22
)

Cov(εi (w),ε j (w′)) = (wi −w ′
i )(w ′

j −w j )k ′′
(
−1

2
||w−w′||22

)
+δi j k ′

(
−1

2
||w−w′||22

)
. (5.18)

2It is natural to take m = 0 in a model for the sample perturbation, however retaining fully general m does not affect
our arguments.
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Thus we have a non-trivial covariance between gradient perturbation at different points in weight-

space. This covariance structure can be used to prove the upcoming variance reduction result, but

first we require some intermediate lemmas.

5.2.1 Intermediate results

In this section we establish some intermediate lemmas that will be required later in the chapter.

Lemma 5.2. Define the function

r (a; x) = γ(a; x)

Γ(a)
, (5.19)

where γ is the lower incomplete gamma function. Assume that x ≪ a, where x may or may not diverge with a,

then as a →∞, r (a; x) → 0, and more precisely

r (a; x) ∼ 1p
2π

exp

(
−x +a log x −a −a log a − 1

2
log a

)
. (5.20)

Proof. We have γ(a; x) = a−1xa
1F1(a;1+a;−x), where 1F1 is the confluent hypergeometric function

of the first kind [AAR99]. Then

r (a; x) = a−1xa
1F1(a;1+a;−x)

Γ(a)
= a−1xaΓ(a +1)

Γ(a)2

∫ 1

0
ext t a−1d t (5.21)

where we have used a result of [ASR88]. The integral in (5.21) can be evaluated asymptotically in

the limit x →∞ with x ≪ a. Writing the integrand as ext+(a−1)log t it is plainly seen to have no saddle

points in [0,1] given the condition x ≪ a. The leading order term therefore originates at the right

edge t = 1. A simple application of Laplace’s method leads to

r (a; x) ∼ a−1xaΓ(a +1)e−x

Γ(a)2(a −1−x)

∼ xae−x

aΓ(a)

∼ xae−x

a
p

2πa−1(ae−1)a

= 1p
2π

exp

(
−x +a log x −a −a log a − 1

2
log a

)
where the penultimate line makes uses of Stirling’s approximation [AAR99]. Since a ≫ x,

−x +a log x −a −a log a − 1

2
log a ∼−a log a →−∞

which completes the proof. ■

Lemma 5.3. Take any x0, . . . ,xn−1 ∈RP let X ∼N (µ,Σ), for any µ ∈RP and Σ such that detΣ⩾ Aσ2P

for some constants A,σ> 0. Consider P →∞ with P ≫ logn and let δ> 0 be o(P
1
2 ) (note that δ and n need

not diverge with P , but they can). Define

Bi = {x ∈RP | ||x−xi || < δ},
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then as P →∞

P

(
X ∈⋃

i
Bi

)
→ 0 (5.22)

and moreover as P,n →∞

nlP

(
X ∈⋃

i
Bi

)
→ 0, (5.23)

for any fixed l > 0.

Proof. With the Euclidean volume measure, we have

V ol

(⋃
i

Bi

)
⩽ nVPδ

P =VP (δn1/P )P

where VP is the volume of the unit sphere in P dimensions. Therefore a sphere of radius δn1/P is

large enough to enclose all of the Bi and so the probability that X lies in any of the Bi is bounded

above by the probability that it lies inside the sphere of radius δn1/P centred on its mean µ. Note

that with σ̂2 = (detΣ)1/P , changing variables x= σ̂−1Σ1/2y gives∫
RP

dxe−
xT Σ−1x

2 =
∫
RP

dye−
y2

2σ̂2

since the Jacobian is 1. Thus we can reduce to a single dimensional Gaussian integral

P

(
X ∈⋃

i
Bi

)
⩽

1

(2πσ̂2)
P
2

2π
P
2

Γ( P
2 )

∫ δn
1
P

0
dr e−

r 2

2σ̂2 r P−1

= 2

Γ( P
2 )

∫ δn
1
Pp

2 σ̂

0
dr e−r 2

r P−1

= 1

Γ( P
2 )

∫ δn
2
P

2σ̂2

0
dr e−r r

P
2 −1

⩽
1

Γ( P
2 )

∫ δn
2
P

2A1/Pσ2

0
dr e−r r

P
2 −1 (using σ̂2 ⩾ A1/Pσ2)

⩽
1

Γ( P
2 )

∫ δn
2
P

2ασ2

0
dr e−r r

P
2 −1 (with α≡ infP A1/P > 0)

≡ 1

Γ( P
2 )
γ

(
P

2
;

n
2
P δ2

2σ2α

)
(5.24)

where γ is the lower incomplete gamma function. Since P ≫ logn and δ= o(P
1
2 ), it follows that

x ≡ n
2
P δ2

2σ2α
= o(P )
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and so Lemma 5.2 can be applied to yield the result. Indeed, recalling that n ≪ eP , we have

nlP

(
X ∈⋃

i
Bi

)
⩽ e l P r (P/2, x) ∼ 1p

2π
exp

(
l P −x + P

2
log x − P

2
− P

2
log

P

2
− 1

2
log

P

2

)
for any l > 0. But x = o(P ) so for P large enough, the term inside the exponential is negative and

diverging with P , as required. ■

The previous two lemmas are required to prove the next lemma, which will form the foundation of

our argument in the next section.

Lemma 5.4. Let X1, . . . ,Xn be a sequence of jointly multivariate Gaussian random variables in RP such

that

Xi | {X1, . . . ,Xi−1} ∼N (µi ,Σi )

where there exists a σ> 0 and a constant A > 0 such that detΣi ⩾ AσP for all P and i . Let also X0 be any

deterministic element of RP . For 1⩽m ⩽ n, define the events

Am(δ) = {||Xi −X j ||2 > δ | 0⩽ i < j ⩽m}.

Consider P →∞ with P ≫ logn and let δ> 0 be o(P
1
2 ) (note that δ and n need not diverge with P , but they

can). Then P(An(δ)) → 1 as P →∞.

Proof. Let us use the definitions of Bi from Lemma 5.3, i.e. let

Bi = {x ∈RP | ||x−Xi || < δ}

for 0 < j < n. Since Ai (δ) ⊂ Ai−1(δ) for any i , the chain rule of probability gives

P(An(δ)) =P
( ⋂

i⩽n
Ai (δ)

)
=P(A1(δ))

n−1∏
i=2

P(Ai | Ai−1)

but

P(Ai (δ) | Ai−1(δ)) = 1−P
(
Xi ∈

⋃
j<i

B j

)

and so

P(An(δ)) =P(A1(δ))
n−1∏
i=2

(
1−P

(
Xi ∈

⋃
j<i

B j

))
(5.25)

=P (X1 ∈ B0)
n−1∏
i=2

(
1−P

(
Xi ∈

⋃
j<i

B j

))
. (5.26)

For fixed n, the result is now immediate from (5.23) in Lemma 5.3, since all the probabilities in

(5.25) converge to 1 as P →∞ and there are only a finite number of terms.
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Now consider the case that n also diverges. For any n define

sn = sup
2⩽i⩽n

P

(
Xi ∈

⋃
j<i

B j

)
,

and then

P(An(δ))⩾P (X1 ∈ B0)
n−1∏
i=2

(1− si−2) .

But, by Lemma 5.3 we can write sn = (n +1)−2 fn,P where fn,P → 0 as P →∞, say, hence

P(An(δ))⩾P (X1 ∈ B0)
n−1∏
i=2

(
1− (i −1)−2 fi−2,P

)
⩾P (X1 ∈ B0)

∞∏
i=2

(
1− (i −1)−2 fi−2,P

)
for large n, since | fn−2,P | < 1 and all the extra terms added are strictly between 0 and 1. But

log
∞∏

i=2

(
1− (i −1)−2 fi−2,P

)
⩾−

∞∑
i=2

(i −1)−2 fi−2,P ⩾−sup
j

f j−2,P

∞∑
i=2

(i −1)−2 =−π
2

6
sup

j
f j−2,P

and so

P(An(δ))⩾ e−sup j f j−2,Pπ
2/6P (X1 ∈ B0)

but f j−2,P → 0 for any j , so as P →∞, P(An(δ)) is lower bounded by a term converging to P (X1 ∈ B0)

which, in turn, converges to 1 by Lemma 5.3.

■

Recall the Gaussian process covariance structure from above (5.18):

Cov(εi (w),ε j (w′)) = (wi −w ′
i )(w ′

j −w j )k ′′
(
−1

2
||w−w′||22

)
+δi j k ′

(
−1

2
||w−w′||22

)
(5.18)

Lemma 5.5. Assume the covariance structure (5.18). Take any ai ∈R and define ε̄=∑n
i=1 aiεi . Then

Tr Cov(ε̄) = k ′(0)P
n∑

i=1
a2

i +2P
∑

1⩽i< j⩽n
ai a j

[
k ′(−

d 2
i j

2
)+P−1k ′′(−

d 2
i j

2
)d 2

i j

]
(5.27)

where we define di j = ||wi −w j ||2.

Proof. Each of the εi is Gaussian distributed with covariance matrix Cov(εi ) given by (5.18) and

the covariance between different gradients Cov(εi ,ε j ) is similarly given by (5.18). By standard

multivariate Gaussian properties

Cov(ε̄) =
n∑

i=1
a2

i Cov(εi )+ ∑
i ̸= j

ai a j Cov(εi ,ε j ), (5.28)
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then taking the trace

Tr Cov(ε̄) =
n∑

i=1
a2

i Tr(Cov(εi ))+2
∑

1⩽i< j⩽n
ai a j Tr(Cov(εi ,ε j )). (5.29)

Using the covariance structure from (5.18) gives

Tr Cov(ε̄) = k ′(0)
n∑

i=1
a2

i TrI +2
∑

1⩽i< j⩽n
ai a j

[
k ′(−

d 2
i j

2
)TrI

+k ′′(−
d 2

i j

2
)Tr(wi −w j )(w j −wi )T

]
(5.30)

from which the result follows. ■

5.2.2 Main results for dependent noise models

Theorem 5.2. Let wn and wav g be defined as in Theorem 5.1 and let the gradient perturbation be given by

the covariance structure in (5.17). Assume that the kernel function k is such that k(−x) and its derivatives

decay at least as fast as |x|M e−x , for some M > 0, as x →∞ and define σ2B−1 = k ′(0). Assume further that

P 1−θ ≫ logn for some θ ∈ (0,1). Let δ= o(P 1/2). Then wn and wav g are multivariate Gaussian random

variables and, with probability which approaches unity as P,n →∞ the iterates wt are all mutually at least δ

apart and

Ewn,i ∼ e−αλi n w0,i ,
1

P
TrCov(wn) ∼ ασ2

B

〈
1

λ(2−αλ)

〉
, (5.31)

Ewav g ,i ∼ 1−αλi

αλi n
w0,i ,

1

P
TrCov(wav g )⩽

σ2

Bn

〈
1

λ

〉
+O(1)

(
k ′(−δ

2

2
)+P−1δ2k ′′(−δ

2

2
)

)
. (5.32)

Proof. We will prove the result in the case λi =λ ∀i for the sake of clarity. The same reasoning can

be repeated in the more general case; where one gets P−1 f (λ)TrI below, one need only replace it

with 〈 f (λ)〉, exploiting linearity of the trace. We will also vacuously replace σ2B−1 with σ2 to save

on notation. For weight iterates wi , we have the recurrence

wi = (1−αλ)wi−1 +αε(wi−1)

which leads to

wn = (1−αλ)nw0 +α
n−1∑
i=0

(1−αλi )n−i−1ε(wi ) (5.33)

and then

wav g = 1− (1−αλ)n

αλn
(1−αλ)w0 +

n−1∑
i=0

ε(wi )
1− (1−αλ)n−i

λn
. (5.34)
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As above, define εi = ε(wi ), for convenience. Now define

ai =α(1−αλ)n−1−i , āi = 1− (1−αλ)n−i

λn
.

Next we will apply Lemma 5.5 and utilise Lemma 5.4 to bound the variance of wav g and wn . We

first gather the following facts, which were also computed and used in the proof of Theorem 1:

n−1∑
i=1

a2
i =

α2(1− (1−αλ)2n)

1− (1−αλ)2 (5.35)

∑
i< j

ai a j = α

λ

(
1− (1−αλ)n

αλ
− 1− (1−αλ)2n

1− (1−αλ)2

)
. (5.36)

The sum of squares for the āi is simple to obtain similarly

n−1∑
i=0

ā2
i =

1

λ2n2

(
n − 2(1− (1−αλ)n)

αλ
+ 1− (1−αλ)2n

1− (1−αλ)2

)
. (5.37)

We now use the assumption that 0 <αλ< 1 (required for the convergence of gradient descent) which

gives, as n →∞,

n−1∑
i=1

a2
i ∼

α2

1− (1−αλ)2 (5.38)

∑
i< j

ai a j ∼ α

λ

(
1

αλ
− 1

1− (1−αλ)2

)
(5.39)

n−1∑
i=1

ā2
i ∼

1

λ2n
(5.40)

Summing
∑

i< j āi ā j explicitly is possible but unhelpfully complicated. Instead, some elementary

bounds give

∑
i< j

āi ā j ⩽

(
n−1∑
i=0

āi

)2

= 1

λ2n2

(
n − 1− (1−αλ)n

αλ

)2

∼ 1

λ2

and

∑
i< j

āi ā j ⩾
∑
i< j

(
1− (1−αλ)n−1

λn

)2

∼ 1

2λ2

so in particular
∑

i< j āi ā j =O(1). Now define the events An(δ) as in Lemma 5.4 using εi in place of

Xi . Further, choose δ large enough so that k ′(− x2

2 ) and x2k ′′(− x2

2 ) are decreasing for x > δ. Define

k ′(0) =σ2. Lemma 5.5 gives

1

P
TrCov(wn) | An(δ)⩽σ2

n∑
i=1

a2
i +2

∑
i< j

ai a j

(
k ′(−δ

2

2
)+P−1δ2k ′′(−δ

2

2
)

)
(5.41)
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where we note that we have only upper-bounded the second term in (5.41), so using (5.38) and

(5.39) and taking δ large enough we obtain

1

P
TrCov(wn) | An(δ) = σ2α2

1− (1−αλ)2 +o(1). (5.42)

Turning now to wav g we similarly obtain

1

P
TrCov(wav g ) | An(δ)⩽

σ2

n

1

λ2 +O(1)

(
k ′(−δ

2

2
)+P−1δ2k ′′(−δ

2

2
)

)
(5.43)

and, as before, taking δ large enough we can obtain

1

P
TrCov(wav g ) | An(δ) = o(1). (5.44)

Finally recalling (5.33) and (5.34) and writing (1−αλ)n = e−αλn +o(1) for large n, we obtain the

results in the statement of the theorem but conditional on the event An(δ). To complete the proof, we

need only to establish that P(An(δ)) → 1 P,n →∞, which we will do with an application of Lemma

5.4. Since the loss noise term is a Gaussian process, the ε(wi ) are all jointly Gaussian with the

covariance structure (5.18), but to apply Lemma 5.4 we must further establish a lower bound on the

covariance of the conditional εi . Let Σn be the P ×P covariance matrix of εn | {ε1, . . . ,εn−1}, then

we are required to show that there exists some n-independent A,σ> 0 such that detΣn > Aσ2P for

all n (subject to logn ≪ P ). Define Sn to be the nP ×nP covariance matrix of all of the {εi }n
i=1, i.e.

(Sn)i P+ j ,kP+l = Cov
(
ε j (w j ),εl (wk )

)
, 0⩽ i ,k < n, 1⩽ j , l ⩽ P,

and for convenience define k ′(0) = s2. The rules of standard Gaussian conditioning give

Σn = s2I −XnS−1
n−1X T

n ,

where Xn is the P × (n −1)P matrix such that Sn has the following block structure

Sn =


Sn−1 X T

n

Xn s2IP

 , (5.45)

so, concretely, from (5.18)

(Xn)i ,P j+l =
(
(wn)i − (w j )i

)(
(w j )l − (wn)l

)
k ′′

(
−1

2
d 2

j n

)
+δi l k ′

(
−1

2
d 2

j n

)
, (5.46)

for 1⩽ i , l ⩽ P, 0⩽ j < n −1. We can now Taylor expand the determinant

detΣn = s2P det
(
1− s−2XnS−1

n−1X T
n

)
= s2P (

1− s−2TrXnS−1
n−1X T

n

)+ . . .
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which is valid provided that the trace term is small compared with 1. We have

|TrXnS−1
n−1X T

n |⩽TrXn X T
n ∥S−1

n−1∥op = ∥Xn∥F∥S−1
n−1∥op

where ∥ ·∥F ,∥ ·∥op are the Frobenius and operator matrix norms respectively. Hence, it suffices to

prove n,P-independent bounds ∥S−1
n−1∥op < q for some q > 0 and ∥Xn∥F < c for some 0 < c < s2/10,

say, valid for all n large enough, to thence obtain detΣn ⩾ c ′s2P for some constant c ′ > 0. Strictly

speaking, one must use a bounded form of the remainder in Taylor’s theorem to make precise all of

these constants, but in reality we will see that we can make c as small as necessary, so that certainly

c ′ > 0 exists and the bound detΣn ⩾ c ′s2P holds. Proceeding directly

∥Xn∥F =TrXn X T
n =

P∑
i ,l=1

n−2∑
j=0

(Xn)2
i ,P j+l

=
n−2∑
j=0

{
Pk ′

(
−

d 2
j n

2

)
−2d 2

j nk ′
(
−

d 2
j n

2

)
k ′′

(
−

d 2
j n

2

)
+

[
d 2

j nk ′′
(
−

d 2
j n

2

)]2 }

⩽ (n −1)

(
Pk ′

(
−δ

2

2

)
−2δ2k ′

(
−δ

2

2

)
k ′′

(
−δ

2

2

)
+

[
δ2k ′′

(
−δ

2

2

)]2)
,

but recall that we require δ= o(P 1/2), so take for example δ= aP 1/2−ϕ/2 for some 0 <ϕ< 1, so

∥Xn∥F ⩽ (n −1)

(
Pk ′

(
−P 1−ϕ

2

)
−2P 1−ϕk ′

(
−P 1−ϕ

2

)
k ′′

(
−P 1−ϕ

2

)
+

[
P 1−ϕk ′′

(
−P 1−ϕ

2

)]2)
.

Now recall that xk ′(−x) and xk ′′(−x) are decaying for large enough x, and logn ≪ P 1−θ, hence

∥Xn∥F ⩽ (n −1)

2log
1

1−θ nk ′
(
− log

1−ϕ
1−θ n

2

)
+

[
log

1−ϕ
1−θ n k ′′

(
− log

1−ϕ
1−θ n

2

)]2 .

Since θ > 0, we can take some 0 <ϕ< θ so that there exists χ ∈ (0,1) such that

log
1−ϕ
1−θ n > log1+χn (5.47)

for large enough n, and so

∥Xn∥F ⩽ (n −1)

(
2log

1
1−θ nk ′

(
− log1+χn

2

)
+

[
log1+χn k ′′

(
− log1+χn

2

)]2)
.

We assume that k ′(x),k ′′(x) decay at least as fast as xM e−x for some M > 0 as x →∞, i.e. k ′(x)x−M ex →
0 (and similarly k ′′(x)). Writing n −1⩽ n = e logn , we have

∥Xn∥F ⩽ 2log
1

1−θ nk ′
(
logn − log1+χn

2

)
+

[
log1+χn k ′′

(
logn − log1+χn

2

)]2

,

but for large n, log1+χn ≫ logn and so this last expression clearly converges to 0 as n →∞. Indeed,

e− log1+χn/2 decays faster than any fixed power of n, so the same is true of ∥Xn∥F . Hence we can find
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the constant c > 0 such that, for large enough n > n0, say, ∥Xn∥F < c, as required. Now we turn to

bounding ∥S−1
n−1∥op , which is done by induction on n. Define the upper bounds ∥S−1

n ∥op ⩽ qn for all

n. Recalling the block structure (5.45), we get the inverse

S−1
n =

(
(Sn−1 − s−2X T

n Xn)−1 0

0 Σ−1
n

)(
I −s−2X T

n

−s−2Xn I

)
≡ Y Z .

∥S−1
n ∥op is bounded above by ∥X ∥op ,∥Y ∥op and so we now bound these norms in turn. Since the off

diagonals are zero, we have

∥Y ∥op ⩽max{∥Σ−1
n ∥op ,∥(Sn−1 − s−2X T

n Xn)−1∥op }.

Recalling the expression for Σn above and expanding the matrix inverse

∥Σ−1
n ∥op = s−2∥(I − s−2XnS−1

n−1X T
n )−1∥op

= s−2∥(I + s−2XnS−1
n−1X T

n + s−4(XnS−1
n−1X T

n )2 + . . .∥op

⩽ s−2 (
1+ s−2∥XnS−1

n−1X T
n ∥op + s−4∥op (XnS−1

n−1X T
n )2∥op + . . .

)
⩽ s−2

(
1+ s−2∥Xn∥F∥S−1

n−1∥op + s−4∥Xn∥2
F∥S−1

n−1∥2
op + . . .

)
⩽ s−2 (

1+ s−2∥Xn∥F∥qn−1 + s−4∥Xn∥2
F∥q2

n−1 + . . .
)

⩽ s−2(1+αs−2qn−1∥Xn∥F )

for some constant α > 0, since we have already demonstrated that ∥Xn∥F → 0 as n →∞. For the

other term

∥(Sn−1 − s−2X T
n Xn)−1∥op ⩽ ∥S−1

n−1∥op∥(I − s−2S−1
n−1X T

n Xn)−1∥op

from which point, one proceeds just as for ∥Σ−1
n ∥op to obtain

∥(Sn−1 − s−2X T
n Xn)−1∥op ⩽ qn−1(1+αs−2q∥Xn∥F ),

hence overall

∥Y ∥op ⩽max{s−2(1+αs−2qn−1∥Xn∥F ), qn−1(1+αs−2qn−1∥Xn∥F )}.

We can always relax the bound on ∥S−1
n−1∥op so that qn−1 > s−2, so we simply have ∥Y ∥op ⩽ qn−1(1+

αs−2qn−1∥Xn∥F ). To bound ∥Z∥op , we split it into a sum of two matrices

∥Z∥op =
∥∥∥∥∥
(

I 0

0 I

)
+

(
0 −s−2X T

n

−s−2Xn 0

)∥∥∥∥∥
op

⩽ 1+2s−2∥X ∥op ⩽ 1+2s−2∥Xn∥F ,

but ∥Xn∥F → 0 as n →∞, so overall we can say

∥S−1
n ∥op ⩽ qn−1(1+ rn), rn ≡ s−2∥Xn∥F (αqn−1 +2+2αqn−1∥Xn∥F ),

172



5.2. A DEPENDENTMODEL FOR THE PERTURBATION

which we can simplify to

∥S−1
n ∥op ⩽ qn−1(1+ r ′

n), r ′
n ≡ s−2∥Xn∥F (α′qn−1 +2)

and so can say

qn = qn−1 +2s−2∥Xn∥F qn−1 + s−2α′∥Xn∥F q2
n−1.

For large enough n, we seek a stability solution to this recurrence, i.e. using the ansatz qn = q +hn

for hn small

q +hn = q +hn−1 +2s−2∥Xn∥F q +2s−2∥Xn∥F hn−1 + s−2α′∥Xn∥F (q2 +2qhn−1 +h2
n−1). (5.48)

Gathering the leading order terms gives

hn = hn−1 +2s−2q∥Xn∥F + s−2α′∥Xn∥F q2

=⇒ hn = hn0 + s−2q(2+qα′)
n∑

j=n0+1
∥X j∥F .

Recall that ∥Xn∥F decays faster than any fixed power of n, so the sum
∑

j⩾2 ∥X j∥F converges, hence

for ε> 0 we can take some fixed n0 large enough so that
∑n

j=n0+1 ∥X j∥F < ε for all n > n0. We are

free to choose hn0 = 0 and then for large enough n0, we can guarantee |hn | < 1, say, thus

qn ⩽max

{
max

1⩽m⩽n0

qm , qn0 +1

}
≡ q∗.

Hence we have succeeded in bounding ∥S−1
n ∥op ⩽ q∗ for all n. Combined with the earlier bound

on ∥Xn∥F , we have now established the bound detΣn ⩾ c ′s2P , so we have satisfied the conditions of

Lemma 5.4 and completed the proof. ■

Note that Theorem 5.2 is a generalisation of Theorem 5.1 to the context of our dependent

perturbation model. Let us make some clarifying remarks about the theorem and its proof:

1. The bound (5.32) in the statement of the theorem relies on all iterates being separated by a

distance at least δ. Moreover, the bound is only useful if δ is large enough to ensure the k ′ and

k ′′ terms are small.

2. Just as in the independent case of Theorem 5.1, the first term in the bound in (5.32) decays

only in the case that the number of iterates n →∞.

3. The remaining conditions on P,n,δ are required for the high-dimensional probability argu-

ment which we use to ensure that all iterates are separated by at least δ.

4. P ≫ logn is a perfectly reasonable condition in the context of deep learning. E.g. for a ResNet-

50 with P ≈ 25×106, violation of this condition would require n > 10107
. A typical ResNet

schedule on ImageNet has < 106 total steps.
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Consequently, our result points to the importance of good separation between weight iterates in

IA to retain the independence benefit and variance reduction in a non-independent noise setting,

hence one would expect large learning rates to play a crucial role in successful IA. At the same time,

our result is particularly adapted to the deep learning limit of very many model parameters (P →∞),

since this is the only regime in which we can argue probabilistically for good separation of weight

iterates (otherwise one may simply have to assume such separation). Furthermore, the importance

of P ≫ logn indicates that perhaps averaging less frequently than every iteration could be beneficial

to generalisation. The following corollary makes this intuition precise.

Corollary 5.1. Let wav g now be a strided iterate average with stride κ, i.e.

wav g = κ

n

⌊n/κ⌋∑
i=1

wi . (5.49)

Then, under the same conditions as Theorem 5.2

Ewav g ,i = κ(1−αλi )κ

n(1− (1−αλi )κ)
(1+o(1))w0,i , (5.50)

1

P
TrCov(wav g )⩽

σ2α2κ

Bn

〈
1

(1− (1−αλ)κ)2

1− (1−αλ)2κ

1− (1−αλ)2

〉
+O(1)

(
k ′(−δ

2

2
)+P−1δ2k ′′(−δ

2

2
)

)
(5.51)

where the constant O(1) coefficient of the second term in (5.51) is independent of κ.

Proof. The proof is just as in Theorem 2 (or Theorems 3 or 4), differing only in the values of the āi .

Indeed, a little thought reveals that the generalisation of āi to the case κ> 1 is

āi = ακ

n
(1−αλ)κ

(
1+⌊ i

κ
⌋)−1−i 1− (1−αλ)κ

(⌊ n
κ
⌋−⌊ i

κ
⌋)

1− (1−αλ)κ
. (5.52)

Note that κ
⌊ i
κ

⌋− i is just the (negative) remainder after division of i by κ. Then for large n

∑
i

ā2
i ∼

α2κ2

n2

(1−αλ)2(κ−1)

(1− (1−αλ)κ)2

⌊n

κ

⌋κ−1∑
i=0

(1−αλ)−2i

⩽
α2κ

n

(1−αλ)2(κ−1)

(1− (1−αλ)κ)2

κ−1∑
i=0

(1−αλ)−2i

= α2κ

n

(1−αλ)2(κ−1)

(1− (1−αλ)κ)2

1− (1−αλ)−2κ

1− (1−αλ)−2

= α2κ

n

1

(1− (1−αλ)κ)2

1− (1−αλ)2κ

1− (1−αλ)2 .
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and similarly

∑
i< j

āi ā j ∼ α2κ2

n2

(1−αλ)2(κ−1)

(1− (1−αλ)κ)2

∑
i< j

(1−αλ)κ⌊i /κ⌋−i+κ⌊ j /κ⌋− j (5.53)

∼ α2κ2

n2

(1−αλ)2(κ−1)

(1− (1−αλ)κ)2

∑
j

(1−αλ)κ⌊ j /κ⌋− j
⌊

j

κ

⌋
1− (1−αλ)−κ

1− (1−αλ)−1 (5.54)

∼ α2κ2

n2

(1−αλ)2(κ−1)

(1− (1−αλ)κ)2

(
1− (1−αλ)−κ

1− (1−αλ)−1

)2 ⌊n/κ⌋∑
j=0

j (5.55)

∼ α2

2

(1−αλ)2(κ−1)

(1− (1−αλ)κ)2

(
1− (1−αλ)−κ

1− (1−αλ)−1

)2

(5.56)

= α2

2

(1−αλ)−2

(1− (1−αλ)−1)2 . (5.57)

■

Intuitively, the first term in the covariance in (5.32) is an “independence term”, i.e. it is common

between Theorems 5.1 and 5.2 and represents the simple variance reducing effect of averaging. The

second variance term in (5.32) comes from dependence between the iterate gradient perturbations.

We see from the corollary that an independent model for gradient perturbation would predict

an unambiguous inflationary effect of strided IA on variance (the first term in (5.51)). However

introducing dependence in the manner that we have predicts a more nuanced picture, where increased

distance between weight iterates can counteract the simple “independent term” inflationary effect

of striding, leaving open the possibility for striding to improve on standard IA for the purposes of

generalisation.

5.3 Extension of theoretical framework to weight decay and adaptive
methods

To make a closer connection with the new optimisation algorithms proposed in this work we consider

decoupled weight decay (strength γ) and gradient preconditioning:

wt = (1−αγ)wt−1 −αH̃−1
t ∇Lbatch(wt−1) (5.58)

where H̃−1
t is some approximation to the true loss Hessian used at iteration t . In the presence of

weight decay, we move the true loss minimum away from the origin for the analysis, i.e. Ltrue(w) =
(w−w∗)TH(w−w∗). The update rule is then

wt =
(
1−αγ−αH̃−1

t H
)
wt−1 +αHw∗−αε(wt−1). (5.59)

We take H̃−1
t to be diagonal in the eigenbasis of H , with eigenvalues λ̃(t )

i +ε, where ε is the standard

tolerance parameter [KB14]. One could try to construct the H̃−1
t from the Gaussian process loss

model, so making them stochastic and covarying with the gradient noise, however we do not believe

175



CHAPTER 5. GENERALISED LOSS SURFACE MODELS AND IMPLICATIONS

this is tractable. Instead, let us heuristically assume that, with high probability, λ̃(t )
i is close to λi ,

say within a distance ζ, for large enough t and all i . If we take a large enough ζ this is true even for

SGD and we expect Adam to better approximate the local curvature matrix than SGD, since this is

precisely what it is designed to do. This results in the following theorem.

Theorem 5.3. Fix some ζ> 0 and assume that |λ̃(t )
i −λi | < ζ for all t ⩾ n0, for some fixed n0(ζ), with high

probability. Use the update rule (5.59). Assume that the λi are bounded away from zero and mini λi > ζ.
Further assume c(γ+ ε+ ζ) < 1, where c is a constant independent of ε,ζ,γ and is defined in the proof.
Let everything else be as in Theorem 5.2. Then there exist constants c1,c2,c3,c4 > 0 such that, with high
probability,

|Ewn,i −w∗
i |⩽ e−α(1+γ−c(ε+ζ))n w0,i + c1(ε+ζ+γ) (5.60)∣∣∣∣ 1

P
TrCov(wn)− ασ2

B(2−α)

∣∣∣∣⩽ c2(ε+ζ+γ)+o(1), (5.61)

|Ewav g ,i −w∗
i |⩽

1−α(1+γ− c(ε+ζ))

α(1+γ− c(ε+ζ))n
(1+o(1))w0,i + c3(ε+ζ+γ) (5.62)∣∣∣∣ 1

P
TrCov(wav g )− σ2

Bn
−O(1)

(
k ′(−δ

2

2
)+P−1δ2k ′′(−δ

2

2
)

)∣∣∣∣⩽ c4(γ,+ζ+ε). (5.63)

Proof. We begin with the equivalent of (5.33) for update rule (5.59):

wn =
n−1∏
i=0

(
1−αγ−αH̃−1

i Λ
)
w0 +

n−1∑
i=
αH̃−1

i Λ
n−1∏

j=i+1

(
1−αγ−αH̃−1

j Λ
)
w∗

−
n−1∑
i=
αH̃−1

i Λ

[
n−1∏

j=i+1

(
1−αγ−αH̃−1

j Λ
)]

ε(wi ). (5.64)

To make progress, we need the following bounds valid for all t ⩾ n0

λi

λ̃(t )
i +ε

= λi

λi + λ̃(t )
i −λi +ε

< λi

λi +ε−ζ
< 1+|ε−ζ|λ−1

i

and

λi

λ̃(t )
i +ε

= λi

λi + λ̃(t )
i −λi +ε

> λi

λi +ε+ζ
> 1− (ε+ζ)λ−1

i

where the final inequality in each case can be derived from Taylor’s theorem with Lagrange’s form

of the remainder [SV14]. Since the λi are bounded away from zero, we have established∣∣∣∣∣ λi

λ̃(t )
i +ε

−1

∣∣∣∣∣< c(ε+ζ) (5.65)

where the constant c = 1+ (min j {λ j })−1, say. From this bound we can in turn obtain

1−α(γ+1+ c(ε+ζ)) < 1−α(γ+ ˜(λ
(t )
i +ε)−1λi ) < 1−α(γ+1− c(ε+ζ))

=⇒ 1−α(1+ c(ε+ζ+γ)) < 1−α(γ+ ˜(λ
(t )
i +ε)−1λi ) < 1−α(1− c(ε+ζ+γ)) (5.66)
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where the second line exploits the assumption c(γ+ε+ζ) < 1 and our choice c > 1. Thus

n−1∑
t=0

α
λk

λ̃(t )
k

n−1∏
j=t+1

(
1−αγ−α(λ̃( j )

k +ε)λk

)
<

n−1∑
t=0

α(1+ c(ε+ζ))
(
1−α(γ+1− c(ε+ζ))

)n−1−t

< 1+ c1(ζ+ε+γ) (5.67)

where the second inequality follows, for large n, by summing the geometric series and again using

Lagrange’s form of the remainder in Taylor’s theorem. c1 is some constant, derived from c that we

need not determine explicitly. A complementary lower bound is obtained similarly (for large n). We

have thus shown that

|Ewn,i −w∗
i | < c1(ε+ζ+γ)+

n−1∏
t=0

(
1−αγ−α(λ̃(t )

i +ε)−1λi

)
w0,i . (5.68)

Reusing the bound (5.65) then yields (5.60). The remaining results, (5.61)-(5.63) follow similarly

using the same bounds and ideas as above, but applied to the corresponding steps from the proof of

Theorem 2. ■

Theorem 5.3 demonstrates the same IA variance reduction as seen previously, but in the more

general context of weight decay and adaptive optimisation. As expected, improved estimation of the

true Hessian eigenvalues (i.e. smaller ζ) reduces the error in recovery of w∗. Moreover, increasing

the weight decay strength γ decreases the leading order error bounds in (5.60) and (5.62), but only

up to a point, as the other error terms are valid and small only if γ is not too large.

5.4 Conclusion

We have proposed a Gaussian Process perturbation between the batch and true risk surfaces and

derive the phenomenon of improved generalisation for large learning rates and larger weight decay

when combined with iterate averaging observed in practice. We have extended this formalism to

include adaptive methods and showed that we expect further improvement when using adaptive

algorithms.
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6
A random matrix approach to damping in deep learning

The content of this chapter was published first as a pre-print in March 2022 (https://arxiv.org/

abs/2011.08181v5) and later as a journal article: “A random matrix theory approach to damping

in deep learning”. Diego Granziol, Nicholas P Baskerville. Journal of Physics: Complexity, 3.2 (2022):

024001.

DG conceived of the main idea behind this work and published it as a pre-print, along with

other collaborators, before NPB joined the project. NPB introduced the random matrix model and

derived the adaptive damping algorithm. NPB also overhauled the existing mathematical content,

only some of which is included in this chapter. All the experiments in this chapter were actually

executed by DG but NPB contributed equally to their design, analysis and write-up.

6.1 The Spiked Model for the Hessian of the Loss

We conjecture that a key driver of the adaptive generalisation gap is the fact that adaptive methods

fail to account for the greater levels of noise associated with their estimates of flat directions in

the loss landscape. The fundamental principle underpinning this conjecture, that sharp directions

contain information from the underlying process and that flat directions are largely dominated by

noise, is theoretically motivated from the spiked covariance model [BS04]. This model has been

successfully applied in Principal Component Analysis (PCA), covariance matrix estimation and

finance [Blo+16; ER00; BBP17; BBP16]. We revisit this idea in the context of deep neural network

optimisation.

In particular, we consider a spiked additive signal-plus-noise random matrix model for the batch

Hessian of deep neural network loss surfaces. In this model, results from random matrix theory

suggest several practical implications for adaptive optimisation. We use linear shrinkage theory
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[BBP16; Bun+16; BBP17] to illuminate the role of damping in adaptive optimisers and use our

insights to construct an adaptive damping scheme that greatly accelerates optimisation. We further

demonstrate that typical hyper-parameter settings for adaptive methods produce a systematic bias in

favour flat directions in the loss landscape and that the adaptive generalisation gap can be closed by

redressing the balance in favour of sharp directions. To track the bias towards flat vs sharp directions

we define

Rest-curv := αflat

αsharp
, (6.1)

where αflat and αsharp are the learning rates along the flat and sharp directions, respectively and this

ratio encapsulates the noise-to-signal ratio as motivated by our conjecture (the terms flat and sharp

are defined more precisely below).

6.1.1 Sharp directions from the true loss surface survive, others wash out

We can rewrite the (random) batch hessian Hbatch as the combination of the (deterministic) true

hessian Htrue plus some fluctuations matrix:

Hbatch(w) =Htrue(w)+X(w). (6.2)

In [GZR20] the authors consider the difference between the batch and empirical Hessian, although

this is not of interest for generalisation, the framework can be extended to consider the true Hessian.

The authors further show, under the assumptions of Lipschitz loss continuity, almost everywhere

double differentiable loss and that the data are drawn i.i.d from the data generating distribution that

the elements of X(w) converge to normal random variables1. Under the assumptions of limited

dependence between and limited variation in the variance of the elements of the fluctuations matrix,

the spectrum of the fluctuations matrix converges to the Wigner semi-circle law [GZR20; Wig93],

i.e. weakly almost surely

1

P

P∑
i=1

δλi (X) →µSC , (6.3)

where the λi (X) are the eigenvalues of X and dµSC (x) ∝
p

2P 2 −x2 d x. The key intuition in this

chapter is that sharp directions of the true loss surfaces, that is directions in which the true Hessian

has its largest eigenvalues, are more reliably estimated by the batch loss than are the flat directions

(those with small Hessian eigenvalues). This intuition is natural in random matrix theory and is

supported by results such as the following.

Theorem 6.1. Let {θi }P
i=1, {ϕ}P

i=1 be the orthonormal eigenbasis of the true Hessian ∇2Ltrue and batch

Hessian ∇2Lbatch respectively. Let also ν⩾ . . .⩾ νP be the eigenvalues of ∇2Ltrue. Assume that νi = 0 for all

1Note that although a given batch Hessian is a fixed deterministic property, we are interested in generic properties of
batches drawn at random from the data generating distribution for which we make statements and can hence model the
fluctuations matrix as a random matrix.
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i > r , for some fixed r . Assume that X is a generalised Wigner matrix. Then as P →∞ the following limit

holds almost surely

|θT
i ϕi |2 →

1− Pσ2

Bνi 2 if |νi | >
√

P
B σ,

0 otherwise,
(6.4)

where σ is the sampling noise per Hessian element.

Proof. This is a direct application of a result of [CD16] which is given more explicitly in the case

of GOE Wigner matrices by [BN11]. In particular, we use a scaling of X such that the right edge

of the support of its spectral semi-circle is roughly at P 1/2B−1/2σ. The expression in Section 3.1

of [BN11] can then be applied to P−1/2Hbatch and re-scaled in
p

P to give the result. Note that the

substantiation of the expression from [BN11] in the case of quite general Wigner matrices is given

by Theorem 16 of [CD16]. ■

Results like Theorem 6.1 are available for matrix models other than Wigner, such as rotationally

invariant models [Bel+17], and are conjectured to hold for quite general2 models [BN11]. Conver-

gence of the spectral measure of P−1/2X to the semi-circle is necessary to obtain (6.4), but not

sufficient. The technicalities to rigorously prove Theorem 6.1 without assuming a Wigner matrix

for X are out of scope for the present work, requiring as they would something like an optimal local

semi-circle law for X [EY17b]. We require only the general heuristic principle from random matrix

theory encoded in (6.4), namely that only sharp directions retain information from the true loss surface. It

is expected that this principle will hold for a much wider class of random matrices than those for

which it has been rigorously proven. This is acutely important for adaptive methods which rely on

curvature estimation, either explicitly for stochastic second order methods or implicitly for adaptive

gradient methods.
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(a) Hypothetical ρ(λ)

0.258 3.29610 8
10 6
10 4
10 2
100

(b) Val Acc= 94.3, SGD

6.28 58.5910 8
10 6
10 4
10 2
100

(c) Val Acc= 95.1, Adam

Figure 6.1: (a) Hypothetical spectral density plot with a sharply supported continuous bulk region,
a finite size fluctuation shown in blue corresponding to the Tracy-Widom region and three well-
separated outliers shown in red. (b,c) VGG-16 Hessian on the CIFAR-10 dataset at epoch 300 for
SGD and Adam respectively. Note the "sharper" solution has better validation accuracy.

The spectrum of the noise matrix occupies a continuous region that is sharp in the asymptotic

limit [BBP17] known as bulk supported between [λ−,λ+] [BBP17; BBP16; Bun+16] and observed

in DNNs [Gra+19a; Pap18; Sag+17]. Within this bulk eigenvectors are uniformly distributed on

2Roughly speaking, models for which a local law can be established [EY17b].
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the unit sphere [BN11] and all information about the original eigenvalue/eigenvector pairs is lost

[BAP05]. Hence from a theoretical perspective it makes no sense to estimate these directions and

move along them accordingly. An eigenvalue, λi , corresponds to a flat direction if λi ⩽ λ+. For

finite-size samples and network size, there exists a region beyond the predicted asymptotic support

of the noise matrix, called the Tracy–Widom region [TW94; El +07], where there may be isolated

eigenvalues which are part of the noise matrix spectrum (also shown in Figure 6.1a). The width of the

Tracy–Widom region is very much less than that of the bulk. Anything beyond the Tracy–Widom

region λi ≫λ+, λi ≪λ− is considered an outlier and corresponds to a sharp direction. Such directions

represent underlying structure from the data. The eigenvectors corresponding to these eigenvalues can

be shown to lie in a cone around their true values [BN11] (see Theorem 6.1). In Figure 6.1b, we

show the Hessian of a VGG-16 network at the 300th epoch on CIFAR-100. Here, similar to our

hypothetical example, we see a continuous region, followed by a number of eigenvalues which are

close to (but not within) the bulk, and finally, several clear outliers.

6.2 Detailed experimental investigation of Hessian directions

In this section we seek to validate our conjecture that movements in the sharp direction of the loss

landscape are inherently vital to generalisation by studying a convex non-stochastic example. For

such a landscape there is only a single global minimum and hence discussions of bad minima are

not pertinent. We implement a second-order optimiser based on the Lanczos iterative algorithm

[MS06] (LanczosOPT) against a gradient descent (GD) baseline.

Note on Lanczos The Lanczos algorithm is an iterative algorithm for learning approximations

to the eigenvalues/eigenvectors of any Hermitian matrix, requiring only matrix–vector products.

The values and vectors learned by Lanczos are known as Ritz values/vectors, which are related

to the eigenvalue/eigenvector pairs of the matrix. For example, when using a random vector in

the matrix vector product, the Ritz values with a weight given by the first element squared of the

corresponding Ritz vector, can be shown to give a moment matched approximation to the spectral

density of the underlying matrix. In the same way that the power iteration algorithm converges to

the largest eigenvalue (with a rate of convergence depending on the size of the spectral gap λ1−λ2
λ1

) the

Lanczos Ritz values converge to well separated outliers3. Similar to the power iteration algorithm,

this convergence is irrespective of the original seed vector as long as it is not orthogonal to the

associated eigenvectors.

We employ a training set of 1K MNIST [LeC98] examples using logistic regression and validate

on a held out test set of 10K examples. Each optimiser is run for 500 epochs. Since the number of

well-separated outliers from the spectral bulk is at most the number of classes [Pap18] (which is

3Intuitively once the largest outlier has been learned, since Lanczos maintains an orthogonal search space, it converges
to the next largest outlier
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nc = 10 for this dataset), we expect the Lanczos algorithm to pick out these well-separated outliers

when the number of iterations k ≫ nc [Gra+19a; MS06] and therefore use k = 50. To investigate

the impact of scaling steps in the Krylov subspace given by the sharpest directions, we consider the

update wk+1 of the form:

wk −α
( 1

η

k∑
i=1

1

λi +δ
ϕiϕ

T
i ∇L(wk )+

P∑
i=k+1

1

δ
ϕiϕ

T
i ∇L(wk )

)
(6.5)

where P = 7850 (the number of model parameters) and hence the vast majority of flat directions

remain unperturbed. Note that in the case that k = P = 7850 we would have a fully second order

method, whereas in the case where k = 0, by resolution of the identity, we would have gradient

descent with learning rate α
δ . Hence equation 6.5 can be seen as scaling the k Ritz eigenvectors by

their respective Ritz values, whilst leaving the remaining directions (which by the previous argument

are typically the "flatter" directions) unchanged from their gradient descent counterpart. Whilst

Equation 6.5 would naively require O(P 3) operations, i.e a full eigendecomposition, it can in fact

equivalently be implemented in the following manner

wk −α
( 1

η

k∑
i=1

[ 1

λi +δ
− 1

δ

]
ϕiϕ

T
i ∇L(wk )+ 1

δ
∇L(wk )

)
, (6.6)

which requires only k Hessian vector products and hence is of computational complexity O(kP ).

To explore the effect of the sharp directions explicitly as opposed to implicitly, we have in-

troduced perturbations to the optimiser (denoted LOPT[η]), in which we reduce the first term

in the parenthesis of Equation 6.5 by a factor of η (we explore scaling factors of 3 and 10). This

reduces movement in sharp directions, consequently increases reliance on flat directions during

the optimisation trajectory (we increase Rest-curv). This differs from simply increasing δ, which

while reducing the movement in all directions, actually relatively increases movement in the sharper

directions (decreases Rest-curv). To see this consider the case where λi ≫ δ, in such an instance,

increasing δ does not appreciably change movement in the sharp directions, whereas it massively

decreases movement in flat directions. For a fixed α, δ controls the Rest-curv.

Experimental Results We show the training and validation curves for various values of damping δ

and specific sharpness reduction factor η in Figures 6.2 and 6.3. For ease of exposition we only show

curves of adjacent values of damping and in order to focus on the speed of convergence we only

show the first 100 epochs of training. We have the full 500 epochs of training, along with all curves

colour coded on the same graph in E. We use colours to distinguish δ values and dashing/opacity

to indicate η values (dashed is larger than solid, and dashed with lower opacity is larger still). Note

that as given by our central hypothesis, increasing δ increases generalisation (we decrease Rest-curv),

whereas increasing η decreases generalisation (we increase Rest-curv).

We see in Figure 6.2 that despite an initial instability in training for η = 3,10, the red lines

with lowest value of damping δ= 0.001, all converge quickly to 0 training error (See E). However
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the generalisation as measured by the validation error decreases as we increase η. This can be

seen as the lighter dashed lines (denoting a decrease in movement in the sharpest directions only)

increase in validation error. For the blue lines with δ= 0.01, whilst increasing δ decreases the rate of

convergence, η= 3 attains a final training error of 0, yet differs markedly in validation error for its

η= 1 counterpart. Similarly so the change in validation error for η= 10 from η= 3 is much larger

than the change in training error. For larger values of δ as shown in Figure 6.3, whilst we see an
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Figure 6.2: Training/test error of LanczosOPT (LOPT) optimisers for logistic regression on the
MNIST dataset with fixed learning rate α = 0.01 across different damping values, δ. LOPT[η]
denotes a modification to the LOPT algorithm that perturbs a subset of update directions by a factor
of η. Best viewed in colour.

effect on both training and validation, the effect on validation is much more stark. To show this in

an intuitive way, in Figure 6.5, we use a heat map to show the difference from the best training and

testing error as a function of δ and η. The best training error was 0 and attained at η= 1,δ= 0.001,

whereas the best testing error was 0.13 and attained at η= 1,δ= 1.0. It is the difference from these

values that is shown in Figure 6.5 (so the top left square is 0 for training and similarly the bottom

left for testing). As we increase Rest-curv (by decreasing the value of δ for a fixed α value of 0.01),

0 20 40 60 80 100
Epoch

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ai

ni
ng

 E
rr

orLOPT ( = 0.1)
LOPT[3] ( = 0.1)
LOPT[10] ( = 0.1)
LOPT ( = 1)
LOPT[3] ( = 1)
LOPT[10] ( = 1)
GD

0 100 200 300 400 500
Epoch

0.2

0.4

0.6

0.8

1.0

Va
lid

at
io

n 
E

rr
or

480 485 490 495
0.12

0.14

Figure 6.3: Training/test error of LanczosOPT/Gradient Descent (LOPT/GD) optimisers for
logistic regression on the MNIST dataset with fixed learning rate α= 0.01 across different damping
values, δ. LOPT[η] denotes a modification to the LOPT algorithm that perturbs a subset of update
directions by a factor of η. Best viewed in colour.

the generalisation of the model suffers correspondingly. For each fixed value of δ, we see clearly

that perturbations of greater magnitude cause greater harm to generalisation than training. We also

note that for larger values of δ the perturbed optimisers suffer more gravely in terms of the effect

on both training and validation. It is of course possible that for such large values of δ we have not

converged even after 500 epochs. We show the full training curves in Figure E.1. We observe that
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Figure 6.5: Error change with damping/sharp direction perturbation δ,η in LanczosOPT, relative
to the single best run. Darker regions indicate higher error. The lowest attained training error (0)
and validation error (0.13) are used as reference points of zero.

the generalisation of all algorithms is worsened by explicit limitation of movement in the sharp

directions (and an increase of Rest-curv), however for extremely low damping measures (which are

typical in adaptive optimiser settings) there is no or very minimal impact in training performance

(upper region of Figure 6.5(a). A consequence of this which is already employed in practical machine

learning is the use of δ tuning. Essentially using larger than default values of δ (decreasing Rest-curv)

so as to not simply avoid problems of numerical stability but also generalise better.

Fashion MNIST: We repeat the experimental procedure for the FashionMNIST dataset [XRV17],

which paints an identical picture (at slightly higher testing error) The full training curves are given

in Figure E.2.

6.3 The role of damping

Consider a general iterative optimiser that seeks to minimise the scalar loss L(w) for a set of model

parameters w ∈RP . Recall the k +1-th iteration of such an optimiser can be written4 as follows:

wk+1 ←wk −αkB
−1∇Lbatch(wk ) (6.7)

where αk is the global learning rate. For SGD, B = I whereas for adaptive methods, B typically

comprises some form of approximation to the Hessian i.e. B ≈∇2Lbatch(wk ). Writing this update

4Ignoring additional features such as momentum and explicit regularisations.
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in the eigenbasis of the Hessian5 ∇2Lbatch(wk ) =∑P
i λiϕiϕ

T
i ∈RP×P , where λ1 ⩾ λ2 ⩾ . . . ⩾ λP ⩾ 0

represent the ordered scalar eigenvalues, the parameter step takes the form:

wk+1 =wk −
P∑

i=1

α

λi +δ
ϕiϕ

T
i ∇Lbatch(wk ). (6.8)

Here, δ is a damping (or numerical stability) term. This damping term (which is typically grid

searched [Dau+14] or adapted during training [MG15]) can be interpreted as a trust region [Dau+14]

that is required to stop the optimiser moving too far in directions deemed flat (λi ≈ 0), known to

dominate the spectrum in practice [GZR20; Pap18; GKX19], and hence diverging. In the common

adaptive optimiser Adam [KB14], it is set to 10−8. For small values of δ, α must also be small to avoid

optimisation instability, hence global learning rates and damping are coupled in adaptive optimisers.

6.3.1 Adaptive updates and damping

The learning rate in the flattest (λ ≈ 0) directions is approximately α
δ , which is larger than the

learning rate in the sharpest (λi ≫ δ) directions α
δ+λi

. This difference in per direction effective

learning rate makes the best possible (damped) training loss reduction under the assumption that the

loss function can be effectively modelled by a quadratic [Mar16b]. Crucially, however, it is agnostic

to how accurately each eigenvector component of the update estimates the true underlying loss

surface, which is described in Theorem 6.1. Assuming that the smallest eigenvalue λP ≪ δ, we see

that Rest-curv = 1+ λ1−λP
δ . This is in contrast to SGD where wk+1 =wk −∑P

i=1αϕiϕ
T
i ∇Lbatch(wk )

and hence Rest-curv = 1. Note that we can ignore the effect of the overlap between the gradient and

the eigenvectors of the batch Hessian because we can rewrite the SGD update in the basis of the

batch Hessian eigenvectors and hence reduce the problem to one of the relative learning rates.

The crucial point to note here is that the difference in Rest-curv is primarily controlled by the

damping parameter: smaller values yield a larger Rest-curv, skewing the parameter updates towards

flatter directions.

To further explore our central conjecture for modern deep learning architectures (where a large

number of matrix–vector products is infeasible) we employ the KFAC [MG15] and Adam [KB14]

optimisers on the VGG-16 [SZ14] network on the CIFAR-100 [KH+09] dataset. The VGG-16 allows

us to isolate the effect of Rest-curv, as opposed to the effect of different regularisation implementations

for adaptive and non-adaptive methods as discussed by [LH18; Zha+18a].

6.3.2 VGG16: a laboratory for adaptive optimisation

The deep learning literature contains very many architectural variants of deep neural networks and a

large number of engineering “tricks” which are employed to obtain state of the art results on a great

variety of different tasks. The theory supporting the efficacy of such tricks and architectural designs

is often wanting and sometimes entirely absent. Our primary objective in this work is to illuminate

5We assume this to be positive definite or that we are working with a positive definite approximation thereof.
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some theoretical aspects of adaptive optimisers such as appropriate damping and Hessian estimation,

so we require a simple and clean experimental environment free from, where possible, interference

from as many different competing effects. To this end, the VGG architecture [SZ14] for computer

vision is particularly appropriate. With 16 layers, the VGG has over 16 million parameters and is

capable of achieving competitive test error on a variety of standard computer vision datasets while

being trained without batch normalisation [IS15] or weight decay. Indeed, features such as weight

decay and batch normalisation obscure the effect of learning rate and damping, meaning that even

quite poor choices can ultimately give reasonable results given sufficient training iterations[GZR20].

In contrast the VGG clearly exposes the effects of learning rate and damping, with training being

liable to fail completely or diverge if inappropriate values are used. Furthermore as shown in

[GZR20] the VGG is highly unstable if too large a learning rate is used. This allows us to very

explicitly test whether amendments provided by theory are helpful in certain contexts, such as

training stability, as unstable training very quickly leads to divergence.

Learning Rate Schedule For all experiments unless specified, we use the following learning rate

schedule for the learning rate at the t-th epoch:

αt =


α0, if t

T ⩽ 0.5

α0[1− (1−r )( t
T −0.5)

0.4 ] if 0.5 < t
T ⩽ 0.9

α0r, otherwise

(6.9)

where α0 is the initial learning rate. T is the total number of epochs budgeted for all CIFAR

experiments. We set r = 0.01 for all experiments.

α

δ 0.0004 0.001

1e-7 53.1(62.9)
4e-4 21.1(64.5)
1e-3 9.9(63.5) 20.8(64.4)
5e-3 9.1(66.2)
8e-3 2.4(65.8)

α

δ 0.1 0.001 0.0001

1e-1 6.7(65.0)
1e-2 20.8(64.8)
1e-3 48.2(62.2)
3e-4 527.2(60.2)
1e-4 711.3(56.0)

Table 6.1: Spectral norms and generalisation. We report the spectral norm λ1 at the end of training
in bold, with corresponding validation accuracy (in parentheses) for learning rate/damping α,δ
using Adam (left) and KFAC (right) to train a VGG-16 network on CIFAR-100.

6.3.3 KFAC with VGG-16 on CIFAR-100:

By decreasing the global learning rate α whilst keeping the damping-to-learning-rate ratio κ= δ
α

constant, we increase the Rest-curv, Rest-curv, which is determined by λi
κα +1. As shown in Tab. 6.1
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and in Figure 6.6 we observe that as we increase Rest-curv the training performance is effectively

unchanged, but generalisation suffers (35% → 37.8%). Whilst decreasing the damping results in poor

training for large learning rates, for very low learning rates the network efficiently trains with a lower

damping coefficient. Such regimes further increase Rest-curv and we observe that they generalise

more poorly. For α= 0.0001 dropping the damping coefficient δ from 0.0003 to 0.0001 drops the

generalisation further to 60.2% and then 56% respectively. Similar to logistic regression, for both

cases the drop in generalisation is significantly larger than the drop in training accuracy.
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Figure 6.6: Training/validation error of the KFAC optimiser for VGG-16 on the CIFAR-100 dataset
with various learning rates α and damping values, δ. The same colour denotes the same learning
rate, increasing levels of dashedness denote an ever decreasing damping value.

Adam with VGG-16 on CIFAR-100: We employ Adam with a variety of learning rate and

damping coefficients with results as shown in Tab. 6.1 and in Figure 6.7 and compare against a

baseline SGD with α= 0.01 (corresponding to optimal performance). For the largest learning rate

with which Adam trains (α= 0.0004) with the standard damping coefficient δ= 10−8, we see that

Adam under-performs SGD, but that this gap is reduced by simply increasing the damping coefficient

without harming performance. Over-damping decreases the performance. For larger global learning

rates enabled by a significantly larger than default damping parameter, when the damping is set

too low, the training is unstable (corresponding to the dotted lines). Nevertheless, many of these

curves with poor training out-perform the traditional setting on testing. We find that for larger

damping coefficients δ= 0.005,0.0075 Adam is able to match or even beat the SGD baseline, whilst

converging faster. We show that this effect is statistically significant in Tab. 6.2. This provides further

evidence that for real problems of interest, adaptive methods are not worse than their non-adaptive

counterparts as argued by [Wil+17]. We note as shown in Tab. 6.1, that whilst increasing δ always

leads to smaller spectral norm, this does not always coincide with better generalisation performance.

We extend this experimental setup to include both batch normalisation [IS15] and decoupled weight

decay [LH18]. We use a learning rate of 0.001 and a decoupled weight decay of [0,0.25]. For this

experiment using a larger damping constant slightly assists training and improves generalisation,

both with and without weight decay.

ResNet-50 ImageNet. As shown in Figure 6.9a,6.9b, these procedures have practical impact on

large scale problems. Here we show that under a typical 90 epoch ImageNet setup [He+16], with
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Figure 6.7: Training/validation error of the Adam optimiser for VGG-16 on the CIFAR-100 dataset
with various learning rates α and damping values, δ. The same colour denotes the same learning
rate, increasing levels of dashedness denote an ever increasing damping value.
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Figure 6.8: Training/validation error of the Adam optimiser for VGG-16BN using Batch Normali-
sation and Decoupled Weight Decay on the CIFAR-100 dataset with various learning rates α and
damping values, δ.
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Figure 6.9: (a-b) The influence of δ on the generalisation gap. Train/Val curves for ResNet-50 on
ImageNet. The generalisation gap is completely closed with an appropriate choice of δ.

decoupled weight decay 0.01 for AdamW and 0.0001 for SGD, that by increasing the numerical

stability constant δ the generalisation performance can match and even surpass that of SGD, which

is considered state-of-the-art and beats AdamW without δ tuning by a significant margin.
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Dataset Classes Model Architecture SGD Adam-D Adam

CIFAR-100 100 VGG16 65.3 ± 0.6 65.5 ± 0.7 61.9 ± 0.4

ImageNet 1000 ResNet50 75.7 ± 0.1 76.6 ± 0.1 74.04*

Table 6.2: Statistical Significance. Comparison of test accuracy across CIFAR 100 (5 seeds) and
ImageNet (3 seeds). Adam-D denotes Adam with increased damping (δ= 5e−3 for CIFAR-100,
δ= 1e−4 for ImageNet). *Since it is well established that Vanilla Adam does not generalise well for
ImageNet, we do not run this experiment for multiple seeds, we simply report a single seed result
for completeness. A more complete discussion for Adam and its generalisation in vanilla form can
be found in [GWR20].

6.4 Optimal adaptive damping from random matrix theory

Recall the scaling applied in the direction of the i th eigenvector in (6.8). We make the following

observation
1

λi +δ
= 1

βλi + (1−β)
· 1

κ
(6.10)

where κ = β−1,β = (1+δ)−1. Hence, using a damping δ is formally equivalent to applying linear

shrinkage with factor β= (1+δ)−1 to the estimated Hessian and using a learning rate of αβ. Shrinkage

estimators are widely used in finance and data science, with linear shrinkage being a common simple

method applied to improve covariance matrix estimation [LW04]. The practice of shrinking the

eigenvalues while leaving the eigenvectors unchanged is well-established in the fields of sparse

component analysis and finance [BBP17]. In the shrinkage literature, the typically considered

models are additive and multiplicative [PB20], i.e.

E =C+X , E =C1/2XC1/2

where E is the observed matrix, C is the non-corrupted (or signal) matrix, and X is the noise

matrix. White Wishart X is the simplest example in the multiplicative case, and Wigner matrices

are the simplest choice in the additive case. In generality, shrinkage estimators are estimators of

C given E, and it is common to consider rotationally invariant (or, more precisely, equivariant)

estimators which reduce the problem to computing the eigenvalues and eigenvectors of E and then

correcting, or shrinking, the eigenvalues while keeping the eigenvectors fixed to obtain improved

estimation of C. Optimal6 estimators are constructed in [Bun+16; LP; LW12] and most recently

[LW20]. We note in passing that such estimators are only possible in the large matrix limit, where

functions of the inaccessible matrix C can be replaced by equivalent quantities depending only

on E. The optimal shrinkage estimators are generally non-linear functions of the eigenvalues

of E and depend on integral transforms of the limiting spectral measure of E and also on the

6Optimality is commonly defined in terms of Frobenuis norm, but some authors have considered the minimum
variance loss [LW20].
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noise matrix X. In some very special cases, the optimal shrinkage estimators simplify greatly, for

example, in the multiplicative case, if C is an inverse Wishart matrix, the linear shrinkage estimator

H̃ =βH+ (1−β)I = argminH∗ ||H∗−Htrue||2 is optimal and an explicit expression for the optimal

β is found depending only on the dimensionality of the model and the noise variance [LW04;

Bun+16].

In our optimisation context, the additive noise model is perhaps the most natural with C being

the true loss Hessian and E the batch loss Hessian, however we cannot expect any special forms

on X or C that will produce closed form expressions for the optimal rotational invariant estimator

and the linear shrinkage estimator is almost certainly not optimal. We suggest that there is no

particular reason to break with rotational invariance in this work, as intuitively any distinguished

directions of Hbatch are those of Htrue. However linear shrinkage has the great advantage of being

simple to integrate into existing adaptive optimisers and it acts intuitively to reduce the movement

of the optimiser in pure-noise directions. In fact, it is known that general non-linear shrinkage

estimators retain the property of increasing the smallest eigenvalues and decreasing the largest

[LW12]. Our interpretation reveals that the damping parameter should not be viewed as a mere

numerical convenience to mollify the effect of very small estimate eigenvalues, but rather that an

optimal δ should be expected, representing the best linear approximation to the true Hessian and an

optimal balancing of variance (the empirical Hessian) and bias (the identity matrix). This optimal

choice of δ will produce an optimiser that more accurately descends the directions of the true loss.

The linear shrinkage interpretation given by (6.10) is an elementary algebraic relation but

does not by itself establish any meaningful link between damping of adaptive optimisers and linear

shrinkage estimators. To that end, we return to the random matrix model (6.2) for the estimated

Hessian: Let us write the Hessian as

Hbatch =Htrue+X

where X is a random matrix with EX = 0. Note that this model is entirely general, we have simply

defined X = Hbatch − EHbatch and EHbatch = Htrue. We then seek a linear shrinkage estimator

H̃(β) = βHbatch + (1−β)I such that E(β) = P−1Tr(H̃ −Htrue)2 is minimised. Note that this is the

same objective optimised by [Bun+16] to obtain optimal estimators for various models. In this

context, we are not finding the optimal estimator for Htrue but rather the optimal linear shrinkage

estimator. We have

E(β) = 1

P
Tr

[
(β−1)Htrue+βX + (1−β)I

]2 ≡ 1

P
Tr

[
(β−1)Htrue+Yβ

]2

where Yβ =βX + (1−β)I.

A natural assumption in the case of deep learning is that Htrue is low-rank, i.e. for P →∞ either

rank(Htrue) = r is fixed or rank(Htrue) = o(P ). Empirical evidence for this assumption is found in

[GZR20; SBL16; Sag+17; Pap18; GKX19]. In this case the bulk of the spectrum of Yβ is the same as

that of (β−1)Htrue+Yβ [BN11; CD16; Bel+17]. We will also assume that X admits a deterministic
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limiting spectral measure µX such that

1

P

P∑
j=1

δλ(X )i →µ (6.11)

weakly almost surely. Say ωX (x)d x = dµ(x). Then Yβ has limiting spectral density

ωY (y) =β−1ωX (β−1(y −1+β)).

Then for large P

E(β) ≈β−1
∫

y2ωX (β−1(y −1+β)) d y =
∫

(βx +1−β)2ωX (x) d x

=β2µX (x2)+ (1−β)2

as the centred assumption on X means that
∫

xωX (x) d x = 0. µX (x2) is shorthand for
∫

x2ωX (x) d x.

E(β) is thus minimised to leading order at β = (1+µX (x2))−1. Recalling that β−1 = (1+δ)−1, this

yields δ=µX (x2) i.e. the optimal level of damping at large finite P is approximately

δ= P−1TrX2. (6.12)

Note that the value (6.12) is a very natural measure of the Hessian noise variance. Therefore if

the random matrix model described above is appropriate and the linear shrinkage interpretation

(6.10) is meaningful we should expect it to result in close to optimal performance of a given adaptive

optimiser. The purpose of adaptive optimisers is to accelerate training, in part by allowing for larger

stable learning rates. As discussed throughout this chapter, such optimisation speed often comes at

the cost of degraded generalisation. In this context, ‘optimal performance’ of adaptive optimisers

should be taken to mean fast training and good generalisation. As we have discussed above, very

large values of δ recover simple non-adaptive SGD, so using (6.12) we should be able to obtain

generalisation performance at least as good as SGD and faster optimisation than any choice of δ

including the default very small values often used and the larger values considered in Section 6.3.

The value of (6.12) can be easily learned by estimating the variance of the Hessian. The Hessian

itself cannot be computed exactly, as it is far too large for P ⩾O(107), however one can compute Hv

(and hence H2v) for any vector v, using ∇2Lv =∇(vT ∇L). The full approach is given in Algorithm

1.

Algorithm 1 Algorithm to estimate the Hessian variance
1: Input: Sample Hessians Hi ∈RP×P , 1⩽ i < N
2: Output: Hessian Variance σ2

3: v ∈R1×P ∼N (0,I)
4: Initialise σ2 = 0, i = 0, v← v/||v||
5: for i < N do
6: σ2 ←σ2 +vTH2

i v
7: i ← i +1
8: end for
9: σ2 ←σ2 − [vT (1/N

∑N
j=1H j )v]2
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Extension to non-linear shrinkage. If, as we demonstrate below, our interpretation of damping as

linear shrinkage is meaningful, it is natural to ask if we can replace linear shrinkage with more general

non-linear shrinkage, effectively defining new adaptive optimisers that replace λi +δ in (6.8) by

f (λi ) for some non-linear f . Indeed, non-linear shrinkage is known to outperform linear shrinkage

in general [LW12; LW20], so we should expect to see further improvements beyond our optimal

damping approach, but there are substantial obstacles to progress in this direction. Absent the

strongly simplifying assumptions that lead to linear shrinkage, one must handle integral transforms

of the spectral density of Hbatch to compute general non-linear shrinkage estimators. There are

various approaches sin the literature that make use of parametric and kernel estimation fits to these

transforms or the spectral density itself [PB20; LW12; LW20] and there are simpler approaches

that use cross-validation to construct improved estimators of the true eigenvalues-eigenvector pairs

[ADŽ14]. It is, however, observed by Ledoit and Wolf [LW20] that these methods are infeasible for

matrices larger than around 1000×1000. Ledoit and Wolf [LW20] propose a new, non-parametric

non-linear shrinkage estimator that is quite conceptually simple to implement and can scale to

larger matrices, but careful inspection reveals that the required computation time for each shrinkage

evaluation is nevertheless O(P 2), where in our case P is on the order of 107, so even this approach is

infeasible.

6.4.1 Experimental Design and Implementation Details

In order to test our hypothesis for the derived optimal δ (6.12), we run the classical VGG network

[SZ14] with 16 layers on the CIFAR-100 dataset, without weight decay or batch normalisation. This

gives us maximal sensitivity to the choice of learning rate and appropriate damping.

Now in practice the damping coefficient is typically grid searched over several runs [Dau+14]

or there are heuristics such as the Levenberg–Marquardt to adapt the damping coefficient [MG15],

which however we find does not give stable training for the VGG. We hence compare against a fixed

set damping value δ and a learned damping value as given by our equation (6.12). We find that the

variance of the Hessian (6.12) at a random point in weight space (such as at initialisation) or once

network divergence has occurred is zero, hence the initial starting value cannot be learned as, with a

damping of near zero, the network entirely fails to train (no change in training loss from random).

This is to be expected, as in this case the local quadratic approximation to the loss inherent in

adaptive methods breaks down. Hence we initialise the learning algorithm with some starting value

δ∗, which is then updated every 100 training iterations using equation (6.12). Strictly speaking we

should update every iteration, but the value of 100 is chosen arbitrarily as a computational efficiency.

Since we are using the variance of the Hessian, which is expensive to compute compared to a simple

gradient calculation, we do not want to compute this quantity too often if it can be helped. We run

our experiments on a logarithmic grid search in near factors of 3. So learning rates and damping

rates, either flat or learned are on the grid of 0.0001,0.0003,0.001....
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We find under this setup that the time taken per epoch against the flat damping schedule is only

doubled. We get identical results for using a damping gap of 10 and so do not consider this to be a

very relevant hyper-parameter. We further calculate the variance of the Hessian over a sub-sample

of 10000 examples and do not calculate the variance sample by sample, but over batches of 128 to

speed up the implementation. Under the assumption that the data is drawn i.i.d from the dataset

the variance is simply reduced by a factor ( 1
B − 1

N ) ≈ 1
B for a small batch size. We do not consider

the impact of using only a sub-sample of the data for estimation, but we expect similar results to

hold compared to the entire dataset as long as the sub-sample size S ≫ B . This should allow such a

method to be used even for very large datasets, such as ImageNet (with 1-million images), for which

a pass of the entire dataset is extremely costly. In theory the sub-sample size and mini-batch size for

Hessian variance estimation could be two hyper-parameters which are tuned by considering the

effect of reduction on training set or validation set loss metrics with the trade off for computational

cost. We do not conduct such analysis here.

We also incorporate an exponential moving average into the learned damping with a co-efficient

of 0.77 to increase the stability of the learned damping.

6.4.2 Experiment on CIFAR-100 using KFAC to validate the optimal linear shrinkage

For large damping values δ we simply revert to SGD with learning rate α/δ, so we follow the

typical practice of second order methods and use a small learning rate and correspondingly small

damping coefficient. However as shown in Figure 6.10 the generalisation and optimisation are

heavily dependent on the global learning rate, with larger learning rates often optimising less well

but generalising better and vice versa for smaller learning rates. We hence investigate the impact of

our damping learner on learning rates one order of magnitude apart. Where in the very low learning

rate regime, we show that our method achieves significantly improved training stability with low

starting damping and fast convergence and for the large learning rate regime that we even exceed

the SGD validation set result.

6.5 Previous Work

Training KFAC with Auto-Damping: We show the results for a global learning rate of 0.0001 in

Figure 6.11a. We see that for the flat damping methods with low values of damping, that training

becomes unstable and diverges, despite an initially fast start. Higher damped methods converge, but

slowly. In stark contrast, our adaptive damping method is relatively insensitive to their chosen initial

values. We show here δ∗ =α,3α,10α and all converge and moreover significantly faster than all flat

damping methods. The smaller initial damping coefficients δ=α,3α converge faster than the larger

and, interestingly, follow very similar damping trajectories throughout until the very end of training,

as shown in Figure 6.11b.

7This value is not tuned and in fact from our plots it may be advisable to consider higher values for greater stability

194



6.5. PREVIOUS WORK

0 100 200 300
Epoch

0.0

0.5

1.0

Er
ro

rSGD Train =0.01
Adam Train =0.0004
SGD Val =0.01
Adam Val =0.0004

290 298
0.350
0.375

(a) SGD quickly outgeneralises Adam

0 100 200 300
Epoch

0.0

0.5

1.0

Er
ro

rTrain =0.0004
Train =0.0001
Val =0.0004
Val =0.0001

290 298
0.00
0.01

(b) Adam Train/Val for Learning Rates {αi }

Figure 6.10: Adaptive Generalisation Gap and its extent are clearly visible without regularisation.
Train/Val Error on CIFAR-100 using VGG-16 without batch normalisation and weight decay.
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Figure 6.11: VGG-16 on CIFAR-100 dataset using the KFAC optimiser with γ= 0 (no weight decay)
for a learning rate of α= 0.0001, batch size B = 128 and damping set by δ. For adaptive damping
methods the damping is given an initial floor value of δ∗ and is then updated using the variance of
the Hessian every 100 steps.

Getting Great Generalisation with KFAC and Auto-Damping: We similarly train KFAC on the

VGG-16 with a larger learning rate of 0.001, in order to achieve better generalisation. Here we see

in Figure 6.12a that relatively low values of flat damping such as 0.01 and 0.03 very quickly diverge,

whereas a large value of 0.1 converges slowly to a reasonable test error. The corresponding learned

damping curves of 0.01 and 0.03 however converge quickly and the 0.03 initialised damping curve

even beats the generalisation performance of the large flat damped version and the test result of

SGD on 3x as many training epochs.

A further look at the value of adaptive damping To elucidate the impact and workings of the

adaptive damping further, we consider a select set of curves the learning rate of α= 0.0001, shown in

Figure 6.13. here we see that starting with an initial damping of δ=α, the adaptive method reaches

a comparable generalisation score to the flat damping of δ= 0.03 but at a much faster convergence

rate. The initial damping of δ= 0.03 converges not quite as quickly but trains and generalises better

than its lower starting damping counterpart. Note from Figure 6.13c that even though the damping

of this curve reaches ≈ 0.1 that starting with a flat damping of 0.1 never achieves a comparable

generalisation (or even trains well). This implies as expected that it is important to adjust damping
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Figure 6.12: VGG-16 on CIFAR-100 dataset using the KFAC optimiser with γ= 0 (no weight decay)
for a learning rate of α = 0.001, batch size B = 128 and damping set by δ. For adaptive damping
methods the damping is given an initial floor value of δ∗ and is then updated using the variance of
the Hessian every 100 steps.
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Figure 6.13: VGG-16 on CIFAR-100 dataset using the KFAC optimiser with γ= 0 (no weight decay)
for a learning rate of α= 0.0001, batch size B = 128 and damping set by δ. For adaptive damping
methods the damping is given an initial floor value of δ∗ and is then updated using the variance of
the Hessian every 100 steps.

during training.

6.5.1 Adam with Auto-Damping

Given that Adam does not employ an obvious curvature matrix, it is curious to consider whether our

learned damping estimator can be of practical value for this optimiser. As discussed in the previous

section, Adam’s implied curvature can be considered a diagonal approximation to the square root of

the gradient covariance. The covariance of the gradients has been investigated to have similarities

to the Hessian [Jas+20]. However the nature of the square root, derived from the regret bound in

[DHS11] presents an interesting dilemma. In the case of very very small eigenvalues of B, the square

root actually reduces their impact on the optimisation trajectory, hence it is very plausible that the

learned damping could be too harsh (as it is expected to work optimally for the eigenvalues of H

and not
p
H ). This is actually exactly what we see in Figure 6.14. Whilst an increase in learning

rate and damping, along with auto-damping improves both the convergence and validation result

over the standard baseline (where the damping is kept at the default value and maximal learning
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Figure 6.14: VGG-16 on CIFAR-100 dataset using the Adam optimiser with γ= 0 (no weight decay)
for a learning rate of α, batch size B = 128 and damping set by δ. For adaptive damping methods the
damping is given an initial floor value of δ∗ and is then updated using the variance of the Hessian
every 100 steps. α∗ refers to the use of an alternative ramp up schedule where the base learning rate
is increased by a factor of 5 at the start of training before being decreased.

rate is found which stably trains) the improvements are small and do not make up the gap with

SGD. More specifically they are not better than just using a larger learning rate in combination with

a larger flat damping, defeating the purpose of learning the damping factor online.

To alleviate the effect of overly harsh damping, we consider an alternate learning rate schedule

where the base learning rate is increased by a factor of 5 early in training and then subsequently

decreased. The constant 5 is not tuned but simply a place-holder to consider a more aggressive

learning rate schedule to counter-act the effect of the damping learner. These curves are marked

with α∗ in Figure 6.14.

Warm up Learning Rate Schedule For all experiments unless specified, we use the following

learning rate schedule for the learning rate at the t-th epoch:

αt =



α0, if t
T ⩽ 0.1

α0[1+ (κ−1)( t
T −0.1)

0.2 , if t
T ⩽ 0.3

α0[κ− (κ−r )( t
T −0.3)

0.6 ] if 0.3 < t
T ⩽ 0.9

α0r, otherwise

(6.13)

where α0 is the initial learning rate. T is the total number of epochs budgeted for all CIFAR

experiments. We set r = 0.01 and κ= 5.

While this introduces some slight training instability early in training, which could potentially be

managed by altering the schedule, we find that such a schedule boosts the validation performance,

particularly so for auto-damped methods, as shown by the blue curve in Figure 6.14b, which surpasses

the generalisation of SGD (shown in Figure 6.10).

To more clearly expose the combined impact of adaptive damping and this alternative learning

schedule we consider the variations in Figure 6.15 for a learning rate and damping both equal to

0.0001. Here we see that the aggressive learning rate schedule with flat damping diverges, whereas the
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autodamping stabilises training, allowing for convergence to a solution with excellent generalisation.

We see here in Figure 6.15c that the damping coefficient reacts to this large learning rate increase

by increasing its rate of damping early, stabilising training. We also show for reference that the

typical linear decay schedule, with a larger learning rate and initial damping does not supersede the

validation result of smaller learning rate and flat damping counter-part (it does however train better).

This demonstrates the necessity of an alternative learning rate schedule to bring out the value of

the adaptive damping. We remark however that optimal results in deep learning almost always

require some degree of hand-crafted tuning of the learning rate. Our adaptive damping method

is not proposed as a panacea, but just an optimal method of setting the damping coefficient. Since

changing the damping coefficient effectively changes to geometry of the loss surface, it is entirely

reasonable that the learning rate may have to be tweaked to give best results.
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Figure 6.15: VGG-16 on CIFAR-100 dataset using the Adam optimiser with γ= 0 (no weight decay)
for a learning rate of α, batch size B = 128 and damping set by δ. For adaptive damping methods the
damping is given an initial floor value of δ∗ and is then updated using the variance of the Hessian
every 100 steps. α∗ refers to the use of an alternative ramp up schedule where the base learning rate
is increased by a factor of 5 at the start of training before being decreased.

6.6 Conclusion

In this chapter we have showed using a spiked random matrix model for the batch loss of deep

neural networks that we expect sharp directions of loss surface to retain more information about the

true loss surface compared to flatter directions. For adaptive methods, which attempt to minimise

an implicit local quadratic of the sampled loss surface, this leads to sub-optimal steps with worse

generalisation performance. We further investigate the effect of damping on the solution sharpness

and find that increasing damping always decreases the solution sharpness, linking to prior work in

this area. We find that for large neural networks an increase in damping both assists training and is

even able to best the SGD test baseline. An interesting consequence of this finding is that it suggests

that damping should be considered an essential hyper-parameter in adaptive gradient methods as it

already is in stochastic second order methods. Moreover, our random matrix theory model motivates

a novel interpretation of damping as linear shrinkage estimation of the Hessian. We establish the

validity of this interpretation by using shrinkage estimation theory to derive an optimal adaptive
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damping scheme which we show experimentally to dramatically improve optimisation speed with

adaptive methods and closes the adaptive generalisation gap.

Our work leaves open several directions for further investigation and extension. Mathematically,

there is the considerable challenge of determining optimal assumptions on the network, loss function

and data distribution such that the key outlier overlap result in Theorem 6.1, or sufficiently similar

analogues thereof, can be obtained. On the experimental side, we have restricted ourselves to

computer vision datasets and a small number of appropriate standard network architectures. These

choices helped to maintain clarity on the key points of investigation, however they are clearly limiting.

In particular, it would be natural to reconsider our investigations in situations for which adaptive

optimisers typically obtain state of the art results, such as modern natural language processing

[Dev+18]. Practically speaking, we have proposed a novel, theoretically motivated and effective

adaptive damping method, but it is reliant on relatively expensive Hessian variance estimates

throughout training. Future work could focus on cheaper methods of obtaining the required variance

estimates.
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7
Appearance of local random matrix statistics

The content of this chapter was published first as a pre-print in February 2021 (https://arxiv.

org/abs/2102.06740) and later as a journal article: “Appearance of random matrix theory in deep

learning”. Nicholas P Baskerville, Diego Granziol and Jonathan P Keating. Physica A: Statistical

Mechanics and its Applications, 590:126742, 2022.

NPB performed the calculations, designed, coded and ran most of the experiments and wrote

most of the random matrix theory aspects of the paper. DG assisted with writing code, ran the

training of a few of the neural networks and wrote some of the more machine learning oriented

sections of the paper. JPK proposed the research idea, advised throughout and contributed several

sections to the paper. Anonymous reviewers spotted some minor errors, advised on changes of

presentation and extra experiments and provided useful references.

7.1 Preliminaries

Consider a neural network with weights w ∈RP and a dataset with distribution Pdata. For the purposes

of our discussion, a neural network, fw say, is just a non-linear function from some Rd to some Rc ,

parametrised by w. Neural networks can be defined in many different ways in terms of their weights

(the architecture of the network), but these details will not play role in our discussion. What will be

important is that the number of weights P will be large, i.e. approaching 10,000 even in the simplest

of cases. Let L(w,x) be the loss of the network for a single datum x and let D denote any finite sample

of data points from Pdata. A simple example of L is the squared error L(w, (x,y)) = || fw(x)−y||22,

where Pdata is a distribution on tuples of features x and labels y. The true loss is given by

Ltr ue (w) = Ex∼Pdata L(w,x) (7.1)
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and the empirical loss (or training loss) is given by

Lemp (w,D) = 1

|D|
∑
x∈D

L(w,x). (7.2)

Where D denotes the dataset. The true loss is a deterministic function of the weights, while the

empirical loss is a random function with the randomness coming from the random sampling of

the finite dataset D. The empirical Hessian Hemp (w) =∇2Lemp (w), describes the loss curvature at

the point w in weight space. By the spectral theorem, the Hessian can be written in terms of its

eigenvalue/eigenvector pairs Hemp =∑P
i λiϕiϕ

T
i , where the dependence on w has been dropped to

keep the notation simple. The eigenvalues of the Hessian are particularly important, being explicitly

required in second-order optimisation methods, and characterising the stationary points of the loss

as local minima, local maxima or generally saddle points of some other index.

For a matrix drawn from a probability distribution, its eigenvalues are random variables. The

eigenvalue distribution is described by the joint probability density function ( j.p.d.f) p(λ1,λ2, . . . ,λP ),

also known as the P-point correlation function. The simplest example is the empirical spectral density

(ESD), ρ(P )(λ) = 1
P

∑P
i δ(λ−λi ). Integrating ρ(P )(λ) over an interval with respect to λ gives the

fraction of the eigenvalues in that interval. Taking an expectation over the random matrix ensemble,

we obtain the mean spectral density Eρ(P )(λ), which is a deterministic probability distribution on R.

Alternatively, taking the P →∞ limit, assuming it exists, gives the limiting spectral density (LSD) ρ,

another deterministic probability distribution on R. A key feature of many random matrix ensembles

is self-averaging or ergodicity, meaning that the leading order term (for large P ) in Eρ(P ) agrees with

ρ. Given the j.p.d.f, one can obtain the mean spectral density, known as the 1-point correlation

function (or any other k-point correlation function) by marginalisation

Eρ(P )(λ) =
∫

p(λ,λ2, . . . ,λP )dλ2 . . .dλP . (7.3)

A GOE matrix is an example of a Wigner random matrix, namely a real-symmetric (or complex-

Hermitian) matrix with otherwise i.i.d. entries and off-diagonal variance σ2.1 The mean spectral

density for Wigner matrices is known to be Wigner’s semicircle [Meh04]

ρSC (λ) = 1

2πσ2P

√
4Pσ2 −λ21|λ|⩽2σ

p
P . (7.4)

The radius of the semicircle2 is proportional to
p

Pσ, hence scaling Wigner matrices by 1/
p

P leads

to a limit distribution when P →∞. This is the LSD. With this scaling, there are, on average, O(P )

eigenvalues in any open subset of the compact spectral support. In this sense, the mean (or limiting)

spectral density is macroscopic, meaning that, as P →∞, one ceases to see individual eigenvalues, but

rather a continuum with some given density.

1The GOE corresponds to taking the independent matrix entries to be normal random variables.
2Using the Frobenius norm identity

∑P
i λ

2
i = P 2σ2
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7.2 Motivation: Microscopic Universality

Random Matrix Theory was first developed in physics to explain the statistical properties of nuclear

energy levels, and later used to describe the spectral statistics in atomic spectra, condensed matter

systems, quantum chaotic systems etc; see, for example [WM08; Bee97; Ber+87; Boh91]. None of

these physical systems exhibits a semicircular empirical spectral density. However they all generically show

agreement with RMT at the level of the mean eigenvalue spacing when local spectral statistics are

compared. Our point is that while neither multi-layer perceptron (MLP) nor Softmax Regression

Hessians are described by the Wigner semicircle law which holds for GOE matrices (c.f. Figure 1a)

– their spectra contain outliers, large peaks near the origin and the remaining components of the

histogram also do not match the semicircle – nevertheless Random Matrix Theory can still (and we

shall demonstrate does) describe spectral fluctuations on the scale of their mean eigenvalue spacing.

It is worth noting in passing that possibilities other than random-matrix statistics exist and

occur. For example, in systems that are classically integrable, one finds instead Poisson statistics

[BT77; Ber+87]; similarly, Poisson statistics also occur in disordered systems in the regime of strong

Anderson localisation [Efe99]; and for systems close to integrable one finds a superposition of

random-matrix and Poisson statistics [BR84]. So showing that Random Matrix Theory applies is far

from being a trivial observation. Indeed it remains one of the outstanding challenges of mathematical

physics to prove that the spectral statistics of any individual Hamiltonian system are described by it

in the semiclassical limit.

Physics RMT calculations re-scale the eigenvalues to have a mean level spacing of 1 and then

typically look at the nearest neighbour spacings distribution (NNSD), i.e. the distribution of the distances

between adjacent pairs of eigenvalues. One theoretical motivation for considering the NNSD is

that it is independent of the Gaussianity assumption and reflects the symmetry of the underlying

system. It is the NNSD that is universal (for systems of the same symmetry class) and not the

average spectral density, which is best viewed as a parameter of the system. The aforementioned

transformation to give mean spacing 1 is done precisely to remove the effect of the average spectral

density on the pair correlations leaving behind only the universal correlations. To the best of our

knowledge no prior work has evaluated the NNSD of artificial neural networks and this is a central

focus of this chapter.

In contrast to the LSD, other k-point correlation functions are also normalised such that the

mean spacing between adjacent eigenvalues is unity. At this microscopic scale, the LSD is locally

constant and equal to 1 meaning that its effect on the eigenvalues’ distribution has been removed

and only microscopic correlations remain. In the case of Wigner random matrices, for which the

LSD varies slowly across the support of the eigenvalue distribution, this corresponds to scaling byp
P . On this scale the limiting eigenvalue correlations when P →∞ are universal; that is, they are the

same for wide classes of random matrices, depending only on symmetry [GMW98]. For example,

this universality is exhibited by the NNSD. Consider a 2×2 GOE matrix, in which case the j.p.d.f
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has a simple form:

p(λ1,λ2) ∝|λ1 −λ2|e−
1
2 (λ2

1+λ2
2). (7.5)

Making the change of variables ν1 = λ1 −λ2,ν2 = λ1 +λ2, integrating out ν2 and setting s = |ν1|
results in a density ρW i g ner (s) = πs

2 e−
π
4 s2

, known as the Wigner surmise (see Figure 7.1). For larger

matrices, the j.p.d.f must include an indicator function 1{λ1 ⩽λ2 ⩽ . . .λP } before marginalisation so

that one is studying pairs of adjacent eigenvalues. While the Wigner surmise can only be proved

exactly, as above, for the 2×2 GOE, it holds to high accuracy for the NNSD of GOE matrices

of any size provided that the eigenvalues have been scaled to give mean spacing 1.3 The Wigner

surmise density vanishes at 0, capturing ‘repulsion’ between eigenvalues that is characteristic of RMT

statistics, in contrast to the distribution of entirely independent eigenvalues given by the Poisson law

ρPoi sson(s) = e−s . The Wigner surmise is universal in that the same density formula applies to all

real-symmetric random matrices, not just the GOE or Wigner random matrices.

0 1 2 3 4 5
0.00
0.25
0.50
0.75
1.00

Wigner
surmise
Poisson

Figure 7.1: The density of the Wigner surmise.

7.3 Methodology

Prior work [Gra+19a; Pap18; GKX19] focusing on the Hessian empirical spectral density has utilised

fast Hessian vector products [Pea94] in conjunction with Lanczos [MS06] methods. However,

these methods approximate only macroscopic quantities like the spectral density, not microscopic

statistics such as nearest neighbour spectral spacings. For modern neural networks, the O(P 3) Hessian

eigendecomposition cost will be prohibitive, e.g. for a Residual Network (Resnet) [He+16] with 34

layers P = 107. Hence, We restrict to models small enough to perform exact full Hessian computation

and eigendecomposition.

We consider single layer neural networks for classification (softmax regression), 2-hidden-layer

MLPs4 and 3 hidden-layer MLPs5. On MNIST [Den12], the Hessians are of size 7850×7850 for
3An exact formula for the NNSD of GOE matrices of any size, and one that holds in the large P limit, can be found

in [Meh04].
4Hidden layer widths: 10, 100.
5Hidden layer widths: 10, 100, 100.
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logistic regression, 9860×9860 for the small MLP and 20060×20060 for the larger 3 hidden-layer

MLP, so can be computed exactly by simply applying automatic differentiation twice, and the

eigenvalues can be computed exactly in a reasonable amount of time. We also consider a single

layer applied to CIFAR-10 [KH+09] classification with pre-trained Resnet-34 embedding features

[He+16; PyT21]. While we cannot at present study the full Hessian of, for example, a Resnet-34, we

can study the common transfer learning use-case of training only the final layer on some particular

task [Sha+14]. The Hessians can be computed at any data point or over any collection of data points.

We consider Hessians computed over the entire datasets in question, and over batches of size 64.

We separately consider test and train sets.

In order to extend the relevance of our analysis to beyond logistic regression and MLP, we

consider one of the simplest convolutional neural networks (CNN) of the form of LeNet [LeC98]

on CIFAR-10. Compared to the standard LeNet (which has over 50000 parameters) we reduce the

number of neurons in the first fully connected layer from 120 to 35 and the second from 84 to 50.

Note that the resulting architecture contains a bottleneck in the intermediate layer, in contrast to the

“hour-glass” shapes that are necessary to maintain manageable parameter numbers with full MLP

architectures. Despite reducing the total number of parameters by a factor of 3 we find the total

validation accuracy drop to be no more than 2%. The total validation accuracy of 69% is significantly

below state of the art ≈ 95%, but we are clearly in the regime where significant learning can and

does take place, which we consider sufficient for the purposes of this manuscript. We also extend

our experiments beyond the cross entropy loss function, by considering a regression problem (L2

loss) and beyond the high-dimensional feature setting of computer vision with the Bike dataset6

which has only 13-dimensional feature vectors and a single-dimensional regressand (see Appendix

C.2.3 for details of our data pre-processing). The architecture in this case widens considerably in the

first layer (from 13 inputs to 100 neurons) and that gradually tapers to the single output. The final

test loss (i.e. mean squared error) of the trained model is 0.044 which is competitive with baseline

results [Wan+19]7

Training details: All networks were trained using SGD for 300 epochs with initial learning rate

0.003, linear learning rate decay to 0.00003 between epoch 150 and 270, momentum 0.9 and

weight decay 5×10−4. We use a PyTorch [Pas+17] implementation. Full code to reproduce our

results is made available 8. Full descriptions of all network architectures are given in the Appendix

C.2.

6https://archive.ics.uci.edu/ml/datasets/Bike+Sharing+Dataset (accessed 14/10/21)
7[Wan+19] report an RMSE of 0.220 on Bike (which corresponds to 0.048 mean squared error) using a Gaussian

process regression model with exact inference.
8https://github.com/npbaskerville/dnn-rmt-spacings
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7.4 Spectral spacing statistics in RMT

Consider a random P ×P matrix MP with ordered λ1 ⩽λ2 ⩽ . . .⩽λP . Let Iave be the mean spectral

cumulative density function for the random matrix ensemble from which MP is drawn. The unfolded

spectrum is defined as

li = Iave (λi ). (7.6)

The unfolded spacings are then defined as

si = li − li−1, i = 2, . . . ,P. (7.7)

With this definition, the mean of the si is unity, which means that this transformation has

brought the eigenvalues on to the microscopic scale on which universal spectral spacing statistics

emerge. We are investigating the presence of Random Matrix Theory statistics in neural networks

by considering the nearest neighbour spectral spacings of their Hessians. Within the Random Matrix

Theory literature, it has been repeatedly observed [Boh91; Ber+87] that the unfolded spacings of a

matrix with RMT pair correlations follow universal distributions determined only by the symmetry

class of the MP . Hessians are real symmetric, so the relevant universality class is GOE and therefore

the unfolded neural network spacings should be compared to the Wigner surmise

ρW i g ner (s) = πs

2
e−

π
4 s2

. (7.8)

A collection of unfolded spacings s2, . . . , sP from a matrix with GOE spacing statistics should look

like a sample of i.i.d. draws from the Wigner surmise density (7.8). For some known random matrix

distributions, Iave may be available explicitly, or at least via highly accurate quadrature methods

from a known mean spectral density. For example, for the P ×P GOE [AA12] I GOE
ave (λ) is given by:

P

[
1

2
+ λ

2πP

√
2P −λ2 + 1

π
arctan

(
λp

2P −λ2

)]
. (7.9)

However, when dealing with experimental data where the mean spectral density is unknown, one

must resort to using an approximation to Iave . Various approaches are used in the literature, including

polynomial spline interpolation [AA12]. The approach of [SWB14; Sch15] is most appropriate

in our case, since computing Hessians over many mini-batches of data results in a large pool of

spectra which can be used to accurately approximate Iave simply by the empirical cumulative density.

Suppose that we have m samples (M (i )
P )m

i=1 from a random matrix distribution over symmetric P ×P

matrices. Fix some integers m1,m2 > 0 such that m1+m2 = m. The spectra of the matrices (M (i )
P )m1

i=1

can then be used to construct an approximation to Iave . More precisely, let Λ1 be the set of all

eigenvalues of the (M (i )
P )m1

i=1, then we define

Ĩave (λ) = 1

|Λ1|
|{λ′ ∈Λ1 |λ′ <λ}|. (7.10)
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For each of the matrices (M (i )
P )m

i=m1+1, one can then use Ĩave to construct their unfolded spacings.

When the matrix size P is small, one can only study the spectral spacing distribution by looking

over multiple matrix samples. However, the same spacing distribution is also present for a single

matrix in the large P limit. A clear disadvantage of studying unfolded nearest neighbour spectral

spacings with the above methods is the need for a reasonably large number of independent matrix

samples. This rules-out studying the unfolded spacings of a single large matrix. Another obvious

disadvantage is the introduction of error by the approximation of Iave , giving the opportunity for

local spectral statistics to be distorted or destroyed. An alternative statistic is the consecutive spacing

ratio of [Ata+13]. In the above notation, the ratios for a single P ×P matrix are defined as

ri = λi −λi−1

λi−1 −λi−2
, 2⩽ i ⩽ P. (7.11)

[Ata+13] proved a ‘Wigner-like surmise’ for the spacing ratios, which for the GOE is

P (r ) = 27(r + r 2)

8(1+ r + r 2)5/2
. (7.12)

In our experiments, we can compute the spacing ratios for Hessians computed over entire

datasets or over batches, whereas the unfolded spacing ratios can only be computed in the batch

setting, in which case a random 2
3 of the batch Hessians are reserved for computing Ĩave and the

remaining 1
3 are unfolded and analysed. This split is essentially arbitrary, except that we err on the

side of using more to compute Ĩave since even a single properly unfolded spectrum can demonstrate

universal local statistics.

7.5 Results

We display results as histograms of data along with a plot of the Wigner (or the Wigner-like) surmise

density. We make a few practical adjustments to the plots. Spacing ratios are truncated above some

value, as the presence of a few extreme outliers makes visualisation difficult. We choose a cut-off at

10. Note that around 0.985 of the mass of the Wigner-like surmise is below 10, so this is a reasonable

adjustment. The hessians have degenerate spectra. The Wigner surmise is not a good fit to the

observed unfolded spectra if the zero eigenvalues are retained. Imposing a lower cut-off of 10−20 in

magnitude is sufficient to obtain agreement with Wigner.9 This is below the machine precision, so

these omitted eigenvalues are indistinguishable from 0.

7.5.1 MNIST and MLPs

We show results in Figures 7.2 and 7.3, with further plots in the Appendix. We also considered

randomly initialised networks and we evaluated the Hessians over train and test datasets separately in

9For example, in the case of the 3-hidden-layer MLP on MNIST shown in Figure 7.3, among 157 batch-wise spectra
the proportion of eigenvalues below the cut-off was between 0.29 and 0.40.
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Figure 7.2: Spacing distributions for the Hessian of a logistic regression trained Resnet-34 embed-
dings of CIFAR10. Hessians computed over the test set.
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Figure 7.3: Spacing distributions for the Hessian of a 3-hidden-layer MLP trained on MNIST.
Hessians computed over the test set.

all cases. Unfolded spacings were computed only for Hessians evaluated on batches of 64 data points,

while spacing ratios were computed in batches and over the entire dataset. We observe a striking

level of agreement between the observed spectra and the GOE. There was no discernible difference

between the train and test conditions, nor between batch and full dataset conditions, nor between

trained and untrained models. Note that the presence of GOE statistics for the untrained models is

not a foregone conclusion. Of course, the weights of the model are indeed random Gaussian, but the

Hessian is still a function of the data set, so it is not the case the Hessian eigenvalue statistics are bound

to be GOE a priori. Overall, the very close agreement between Random Matrix Theory predictions

and our observations for several different architectures, model sizes and datasets demonstrates a

clear presence of RMT statistics in neural networks.

Our results indicate that models for the loss surfaces of large neural networks should include
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assumptions of GOE local statistics of the Hessian, but ideally avoid such assumptions on the global

statistics. To further illustrate this point, consider a Gaussian process Lemp ∼ GP(0,k) where k is

some kernel function. Following from our Gaussian process definition, the covariance of derivatives

of the empirical loss can be computed using a well-known result (see [AT09] equation 5.5.4), e.g.

Cov(∂iLemp (w),∂ jLemp (w′)) = ∂wi∂w ′
j
k(w,w′)

and further, assuming a stationary kernel k(w,w′) = k
(−1

2 ||w−w′||22
)

(note abuse of notation)

Cov(∂iLemp (w),∂ jLemp (w′))

= (wi −w ′
i )(w ′

j −w j )k ′′
(
−1

2
||w−w′||22

)
+δi j k ′

(
−1

2
||w−w′||22

)
. (7.13)

Differentiating (7.13) further, we obtain

Cov(∂i jLemp (w),∂klLemp (w)) = k ′′(0)
(
δi kδ j l +δi lδ j k

)+k ′(0)2δi jδkl (7.14)

The Hessian Hemp has Gaussian entries with mean zero, so the distribution of Hemp is determined

entirely by k ′(0) and k ′′(0). Neglecting to choose k explicitly, we vary the values of k ′(0) and k ′′(0) to

produce nearest neighbour spectral spacings ratios and spectral densities. The histograms for spectral

spacing ratios are indistinguishable and agree very well with the GOE, as shown in Figure 7.5. The

spectral densities are shown in Figure 7.4, including examples with rank degeneracy, introduced

by defining k only on a lower-dimensional subspace of the input space, and outliers, introduced by

adding a fixed diagonal matrix to the Hessian. Figure 7.4 shows varying levels of agreement with the

semi-circle law, depending on the choice of k ′(0),k ′′(0).

Remark 7.1. The covariance structure in (7.13) is very close to that of a GOE matrix. If k ′(0) = 0

and k ′′(0) ̸== 0, then the covariance would be exactly that of a GOE matrix. With general values

k ′(0) ̸= 0 ̸= k ′′(0), we see that the second term is non-zero on, and only on, the diagonals of the

Hessian, however it does induce dependence between all diagonal elements. We have been unable

to compute the limiting spectral density exactly but we suspect it may well be possible.

7.5.2 Beyond the MLP

Figure 7.6 shows the mean spectral density and adjacent spacing ratios for the Hessian of a CNN

trained on CIFAR10. As with the MLP networks and MNIST data considered above, we see an

obviously non-semicircular mean level density but the adjacent spacing ratios are nevertheless

described by the universal GOE law.

7.5.3 Beyond image classification

Figure 7.7 shows the mean spectral density and adjacent spacing ratios for the Hessian of an MLP

trained on the Bike dataset. Once again we see an obviously non-semicircular mean level density
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Figure 7.4: Spectral densities of Gaussian process Hessians with various kernel choices. All use
k ′(0) = 1. The dimension is 300 in all cases except (d), in which the Hessian is padded to 400
dimensions with zeros. All histograms are produced with 100 independent Hessian samples. ∗= 100
degenerate directions. † = 20 outliers

but the adjacent spacing ratios are nevertheless described by the universal GOE law. This serves to

demonstrate that there is nothing special about image data or, more importantly, high input feature

dimension, since the Bike dataset has only 13 input features.

7.5.4 Beyond the Hessian

Given that the Hessian is not the only matrix of interest in Machine Learning, it is pertinent to

study whether our empirical results hold more generally. There have been lots of investigations

for the Gauss-Newton [LD02; PB17], or generalised Gauss-Newton (which is the analogue of the

Gauss-Newton when using the cross entropy instead of square loss) matrices, particularly in the fields

of optimisation [Dau+14; MS12; MG15; Mar14]. We consider the Gauss-Newton of the network

trained on the Bike dataset with square loss. In this case the Gauss Newton G= JTJ shares the

same non-null subspace as the Neural Tangent Kernel (NTK) [JGH18; Cai+19], where J denotes

the Jacobian, i.e the derivative of the output with respect to the weights, which in this case is simply

a vector. The NTK is used for the analysis of trajectories of gradient descent and is particularly

interesting for large width networks, where it can be analytically shown that weights remain close to
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Figure 7.5: Consecutive spacing ratios of Gaussian process Hessians with various kernel choices. All
use k ′(0) = 1. The dimension is 300 in all cases except (d), in which the Hessian is padded to 400
dimensions with zeros. ∗= 100 degenerate directions. † = 20 outliers.
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Figure 7.6: Spectral statistics for the Hessian of a CNN trained on CIFAR10. Hessians computed
over batches of size 64 on the test set.

their initialisation and the network is well approximated by its linearisation. Figure 7.8 shows the

mean spectral density and adjacent spacing ratios for the Gauss-Newton matrix of an MLP trained
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Figure 7.7: Spectral statistics for the Hessian of an MLP trained on the Bike dataset. Hessians
computed over batches of size 64 on the test set.

on the Bike dataset. The results are just as for the Hessians above: universal GOE spacings, but the

mean density is very much not semicircular. This is an interesting result because even for a different

matrix employed in a different context we still see the same universal RMT spacings.
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Figure 7.8: Spectral statistics for the Gauss-Newton matrix of an MLP trained on the Bike dataset.
Matrices computed over batches of size 64 on the test set.

7.6 Conclusion

We have demonstrated experimentally the existence of random matrix statistics in small neural

networks on the scale of the mean eigenvalue separation. This provides the first direct evidence of

universal RMT statistics present in neural networks trained on real datasets. Hitherto the role of

random matrix theory in deep learning has been unclear. Prior work has studied theoretical models

with specific assumptions leading to specific random matrix ensembles. Though certainly insightful,
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it is not clear to what extent any of these studies are applicable to real neural networks. This work

aims to shift the focus by demonstrating the clear presence of universal random matrix behaviour in

real neural networks. We expect that future theoretical studies will start from this robust supposition.

When working with a neural network on some dataset, one has information a priori about its

Hessian. Its distribution and correlation structure may well be entirely inaccessible, but correlations

between Hessian eigenvalues on the local scale can be assumed to be universal and overall the matrix

can be rightly viewed as a random matrix possessing universal local statistics.

We focus on small neural networks where Hessian eigendecomposition is feasible. Future

research that our work motivates could develop methods to approximate the level spacing distribution

of large deep neural networks for which exact Hessian spectra cannot be computed. If the same RMT

statistics are found, this would constitute a profound universal property of neural networks models;

conversely, a break-down in these RMT statistics would be an indication of some fundamental

separation between different network sizes or architectures.

A few recent works [Lou+21; Gol+20; AP20a] considered and used the idea of Gaussian equivalence

to make theoretical progress in neural network models with fewer assumptions than previously

required (e.g. on the data distribution). The principle is that complicated random matrix distributions

on non-linear functions of random matrices can be replaced in calculations training and test loss by

their Gaussian equivalents, i.e. Gaussian matrices with matching first and second moments. This

idea reflects a form of universality and can drastically increase the tractability of calculations. The

random matrix universality we have here demonstrated in neural networks may be related, and

should be considered as a possible source of other analogous universality simplifications that can

render realistic but intractable models tractable.

One intriguing possible avenue is the relation to chaotic systems. Quantum systems with chaotic

classical limits are know to display RMT spectral pairwise correlations, whereas Poisson statistics

correspond to integrable systems. We suggest that the presence of GOE pairwise correlations in

neural network Hessians, as opposed to Poisson, indicates that neural network training dynamics

cannot be reduced to some simpler, smaller set of dynamical equations.
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8
Universal characteristics of loss surfaces

The content of this chapter was published first as a pre-print in May 2022 (https://arxiv.org/

abs/2205.08601) and later as a journal article in December 2022: “Universal characteristics of

neural network loss surfaces from random matrix theory”. Nicholas P Baskerville, Jonathan P

Keating, Francesco Mezzadri, Joseph Najnudel and Diego Granziol. Journal of Physics A: Mathematical

and Theoretical.

NPB proposed all three of the main ideas, performed all calculations, proved most of the results,

did the vast majority of the write-up and did all analysis of experimental results. DG conducted the

neural network training, extracted the empirical Hessian data and contributed to the write-up of

sections pertaining to experiments. JN provided several important ideas for the proof in Appendix

A. Anonymous reviewers provided helpful feedback on the presentation and spotted several typos.

8.1 General random matrix model for loss surface Hessians

8.1.1 The model

Given a loss function L : Y ×Y →R, a data generating distribution Pdata supported on X ×Y and

a neural network fw : X →Y parametrised by w ∈RN , its batch Hessian is given by

Hbatch = 1

b

b∑
i=1

∂2

∂w2L( fw(xi), yi ), (xi , yi ) i.i.d.∼ Pdata (8.1)

and its true Hessian is given by

Htrue = E(x,y)∼Pdata

∂2

∂w2L( fw(x), y). (8.2)

Both Hbatch and Htrue are N ×N matrix functions of w; Hbatch is random but Htrue is deterministic.

Only in very specific cases and under strong simplifying assumptions can one hope to obtain the
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distribution of Hbatch or the value of Htrue from L,Pdata and fw. Inspired by the success of many

random matrix theory applications, e.g. in Physics, we will instead seek to capture the essential

features of deep neural network Hessians in a sufficiently general random matrix model.

We introduce the following objects:

• A sequence (in N ) of random real symmetric N ×N matrices X . X possesses a limiting spectral

probability measure µ, i.e. if λ1, . . . ,λN are the eigenvalues of X then

1

N

N∑
i=1

δλi →µ (8.3)

weakly almost surely. We further assume that µ has compact support and admits a smooth

density with respect to Lebesgue measure.

• A sequence (in N ) of deterministic real symmetric N ×N matrices A with eigenvalues

θ1, . . . ,θp ,ξ1, . . .ξN−p−q ,θ′1, . . . ,θ′q (8.4)

for fixed integers p, q. We assume the existence of limiting measure ν such that, weakly,

1

N −p −q

N−p−q∑
i=1

δξi → ν (8.5)

where ν is a compactly supported probability measure. The remaining eigenvalues satisfy

θ1 > . . . > θp > r(ν), θ′1 < . . . < θ′q < l(ν). (8.6)

ν is also assumed to be of the form ν = εη+ (1− ε)δ0 where η is a compactly supported

probability measure which admits a density with respect to Lebesgue measure.

• A decreasing function s :N→ (0,1).

With these definitions, we construct the following model for the Hessian:

Hbatch ≡ H = s(b)X + A (8.7)

where b is the batch size. We have dropped the subscript on Hbatch for brevity. Note that H takes

the place of the batch Hessian and A taken the place of the true Hessian. s(b)X takes the place of

the random noise introduced by sampling a finite batch at which to evaluate the Hessian. s(b) is an

overall scaling induced in X by the batch-wise averaging.

This model is almost completely general. Note that we allow the distribution of X and the value

of A to depend on the position in weight space w. The only restrictions imposed by the model are

1. the existence of ν;

2. the position of θi ,θ′j relative to the support of ν;
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3. ν may only possess an atom at 0;

4. the fixed number of θi ,θ′j ;

5. the existence of µ;

6. the existence of the scaling s(b) in batch size.

All of the above restrictions are discussed later in the section. Finally, we must introduce some

properties of the noise model X in order to make any progress. We introduce the assumption that

the eigenvectors of X obey quantum unique ergodicity (QUE) [BY17]. The precise meaning of this

assumption and a thorough justification and motivation is given later in this section. For now it

suffices to say that QUE roughly means that the eigenvectors of X are delocalised or that they behave

roughly like the rows (or columns) of a uniform random N ×N orthogonal matrix (i.e. a matrix with

Haar measure). QUE is known to hold for standard ensembles in random matrix theory, such as

quite general Wigner matrices, Wishart matrices, adjacency matrices of certain random graphs etc.

Moreover, as discussed further section 8.1.5 below, QUE can be thought of as a property of quite

general random matrix models.

8.1.2 Quantum unique ergodicity

Quantum unique ergodicity was introduced in Chapter 2 but for convenience we recall some details

here. It is well known that the eigenvectors of quite general random matrices display a universal

property of delocalisation, namely

|uk |2 ∼
1

N
(8.8)

for any component uk of an eigenvector u. Universal delocalisation was conjectured by Wigner

along with the Wigner surmise for adjacent eigenvalue spacing. Both of these properties, and

the more familiar phenomenon of universal correlation functions on the microscopic scale have

since been rigorously established for quite a variety of matrix models e.g. [EY17a; EY12; EKS19].

[BY17] show that the eigenvectors of generalised Wigner matrices obey Quantum unique ergodicity, a

particular form of delocalisiation, stronger than the above statement. Specifically, they are shown to

be approximately Gaussian in the following sense ([BY17] Theorem 1.2):

sup
||q||=1

sup
I⊂[N ],
|I |=n

∣∣∣EP
((

N |qTuk |2
)

k∈I

)−EP
((|N j |2

)n
j=1

)∣∣∣⩽ N−ε, (8.9)

for large enough N , whereN j are i.i.d. standard normal random variables, (uk )N
k=1 are the normalised

eigenvectors, P is any polynomial in n variables and ε> 0. Note that the set I in this statement is a

subset of [N ] of fixed size n; n is not permitted to depend on N .
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8.1.3 Batch Hessian outliers

Let {λi } be the eigenvalues of H . To set the context of our results, let us first simplify and suppose

momentarily that s= 1 and, instead of mere QUE, X has eigenvectors distributed with Haar measure,

and A is fixed rank, i.e. ξi = 0 ∀i , then the results of [BN11] would apply and give

λ j
a.s.→

g−1
µ (1/θ j ) if θ j > 1/gµ(r(µ)),

r(µ) otherwise,
(8.10)

for j = 1, . . . , p, and

λN− j+1
a.s.→

g−1
µ (1/θ′j ) if θ′j < 1/gµ(l(µ)),

l(µ) otherwise,
(8.11)

for j = 1, . . . , q. What follows is our main results for the outliers of H under the general conditions

described above.

Theorem 8.1. Let H be the Hessian matrix model defined in (8.7) and meeting all the conditions in Section

8.1. Then there exist Uε,Lε ∈R such that, for j = 1, . . . , p,

λ j =
ω−1(θ j ) if ω−1(θ j ) >Uε,

Uε otherwise.
(8.12)

and for j = 1, . . . , q ,

λN− j+1 =
ω−1(θ′j ) if ω−1(θ j ) < Lε,

Lε otherwise,
(8.13)

and

ω−1(θ) = θ+ s(b)Rµ(s(b)θ−1)+εs(b)2dη(θ)R ′
µ(s(b)θ−1)+O(ε2) (8.14)

where we define dη(z) = gη(θ j )−θ−1
j .

An interlude on prior outlier results It was conjectured in [BN11] that (8.10)-(8.11) still hold when X

has delocalised eigenvectors in some sense, rather than strictly Haar. Indeed, a careful consideration of the proof

in that work does reveal that something weaker than Haar would suffice, for example QUE. See in particular

the proof of the critical Lemma 9.2 therein which can clearly be repeated using QUE. There is a considerable

subtlety here, however, which is revealed best by considering more recent results on deformations of general

Wigner matrices. [KY17] shows that very general deterministic deformations of general Wigner matrices

possess an optimal anisotropic local law, i.e. Y +B for Wigner Y and deterministic symmetric B . It is expected

therefore that Y +B has delocalised eigenvectors in the bulk. Consider the case where B is diagonal, and say

that B has a fixed number of “spike” eigenvalues ϕ1 > . . . >ϕr and remaining eigenvalues ζ1, . . . ,ζN−r where
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the empirical measure of the ζi converges to some measure τ and ϕr > r(τ). We can then split B = Bi +Bo

where Bi contains only the ζ j and Bo only the ϕ j . The previously mentioned results applies to Y +Bi and

then we might expect the generalised result of [BN11] to apply to give outliers g−1
µSC⊞τ

(1/ϕi ) of Y +B . This

contradicts, however, another result concerning precisely the the outliers of such generally deformed Wigner

matrices. It was shown in [CD16] that the outliers of Y +B are ω−1(ϕ j ) where ω is the subordination function

such that gµSC⊞τ(z) = gτ(ω(z)). These two expressions coincide when

ω−1(z) = g−1
µSC⊞τ

(z−1)

⇐⇒ω−1(z) =ω−1(g−1
τ (z−1))

⇐⇒ g−1
τ (z−1) = z

⇐⇒ gτ(z) = z−1

⇐⇒ τ= δ0, (8.15)

i.e. only when B is in fact of negligible rank as N → ∞. This apparent contradiction is resolved by the

observation that the proof in [BN11] in fact relies implicitly on an isotropic local law. Note in particular

section 4.1, which translated to our context, would require vT GY +Bi (z)v ≈ gµSC⊞τ(z) with high probability

for general unit vectors v. Such a result holds if and only if Y +Bi obeys an isotropic local law and is violated

if its local law is instead anistropic, as indeed it is, thanks to the deformation.

Proof of Theorem 8.1 The conditions on X required to invoke Theorem 8.3 from Section 8.2 are

satisfied, so we conclude that

ĝH (z) = gµb⊞ν(z)+o(1) = gν(ω(z))+o(1) = ĝ A(ω(z))+o(1) (8.16)

where ω is the subordination function such that gµb⊞ν(z) = gν(ω(z)) and µb is the limiting spectral

measure of s(b)X . The reasoning found in [CD16] then applies regarding the outliers of H . Indeed,

suppose that λ is an outlier of H , i.e. λ is an eigenvalue of H contained in R\supp(µ⊞ν). Necessarily

ĝH possesses a singularity at λ, and so ĝ A must have a singularity at ω(λ). For this singularity to

persist for all N , ω(λ) must coincide with one of the outliers of A which, unlike the bulk eigenvalues

ξ j , remain fixed for all N . Therefore we have the following expressions for the outliers of H :

{ω−1(θ j ) |ω−1(θ j ) ∈R\supp(µb ⊞ν)}∪ {ω−1(θ′j ) |ω−1(θ′j ) ∈R\supp(µb ⊞ν)}. (8.17)

We now consider ε to be small and analyse these outlier locations as a perturbation in ε. Firstly

note that

gµb (z) =
∫

dµb(x)

z −x
=

∫
dµ(x/s(b))

z −x
= s(b)

∫
dµ(x)

z − s(b)x
= gµ(z/s(b)). (8.18)

Also

ω−1(z) = g−1
µb⊞ν

(gν(z)) (8.19)

= Rµb (gν(z))+ g−1
ν (gν(z))

= Rµb (gν(z))+ z. (8.20)
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We now must take care in computing Rµb from gµb . Recall that the R-transform of a measure is

defined as a formal power series [AGZ10]

R(z) =
∞∑

n=0
kn+1zn (8.21)

where kn is the n-th cumulant of the measure. It is known [AGZ10] that kn =Cn where the functional

inverse of the Stieljtes transform of the measure is given by the formal power series

K (z) = 1

z
+ ∑

n=1
Cn zn−1. (8.22)

Now let mn be the n-th moment of µ and similarly let m(b)
n be the n-th moment of µb , so formally

gµ(z) = ∑
n⩾0

mn z−(n+1), gµb (z) = ∑
n⩾0

m(b)
n z−(n+1). (8.23)

Also let kn be the n-th cumulant of µ and k(b)
n be the n-th cumulant of µb . Referring to the proof of

Lemma 5.3.24 in [AGZ10] we find the relations

mn =
n∑

r=1

∑
0⩽i1,...,ir⩽n−r
i1+...+ir =n−r

kr mi1 . . .mir , (8.24)

m(b)
n =

n∑
r=1

∑
0⩽i1,...,ir⩽n−r
i1+...+ir =n−r

k(b)
r m(b)

i1
. . .m(b)

ir
. (8.25)

Note, in particular, that m1 = k1. But clearly the moments of µb have a simple scaling in s(b), namely

m(b)
n = s(b)nmn , hence

mn = s(b)−n
n∑

r=1

∑
0⩽i1,...,ir⩽n−r
i1+...+ir =n−r

k(b)
r mi1 . . .mir s(b)n−r (8.26)

from which we deduce k(b)
n = s(b)nkn , which establishes that Rµb (z) = s(b)Rµ(s(b)z). Recalling (8.20)

we find

ω−1(z) = s(b)Rµ(s(b)gν(z))+ z. (8.27)

The form of ν gives

gν(z) = (1−ε)
∫

d t

z − t
δ0(t )+ε

∫
dη(t )

t − z
= 1−ε

z
+εgη(z) = 1

z
+ε

(
gη(z)− 1

z

)
(8.28)

and so we can expand to give

ω−1(θ j ) = θ j + s(b)Rµ(s(b)θ−1
j )+εs(b)2

(
gη(θ j )−θ−1

j

)
R ′
µ(s(b)θ−1

j )+O(ε2)

= θ j + s(b)Rµ(s(b)θ−1
j )+εs(b)2dη(θ j )R ′

µ(s(b)θ−1
j )+O(ε2) (8.29)
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where we have defined dη(z) = gη(θ j )−θ−1
j . The argument with the lower outliers {θ′j }q

j=1 is identical.

The problem of determining the support of µb ⊞ν is difficult and almost certainly analytically

intractable, with [BES20] containing the most advanced results in that direction. However overall,

we have a model for deep neural network Hessians with a spectrum consisting, with high-probability,

of a compactly supported bulk µb ⊞ν and a set of outliers given by (8.29) (and similarly for θ′j )
subject to (8.17). The constants Lε,Uε in the statement (8.12)-(8.13) of the theorem are simply the

lower and upper edges of the support of supp(µb ⊞ν). ■

Note that (8.29) reduces to outliers of the form θ j + s(b)2Rµ(θ−1
j ) if ε= 0 or dη = 0, as expected

from [BN11]1.

(8.29) is a generalised form of the result used in [GZR20]. We have the power series

Rµ(s(b)θ−1
j ) = k(µ)

1 + k(µ)
2 s(b)

θ j
+ k(µ)

3 s(b)2

θ2
j

+ . . . , (8.30)

dη(θ j ) = m(η)
1

θ2
j

+ m(η)
2

θ3
j

+ . . . (8.31)

where m(η)
n are the moments of η and k(µ)

n are the cumulants of µ. In the case that the spikes θ j are

large enough, we approximate by truncating these power series to give

ω−1(θ j ) ≈ θ j + s(b)m(µ)
1 + s(b)2k(µ)

2

(
1

θ j
+ εm(η)

1

θ2
j

)
(8.32)

where the approximation is more precise for larger b and smaller ε and we have used the fact that

the first cumulant of any measure matches the first moment. One could consider for instance a

power law for s(b), i.e.

ω−1(θ j ) ≈ θ j +
k(µ)

1

bυ
+ k(µ)

2

b2υ

(
1

θ j
+ εm(η)

1

θ2
j

)
= θ j +

m(µ)
1

bυ
+ k(µ)

2

b2υ

(
1

θ j
+ εm(η)

1

θ2
j

)
(8.33)

for some υ> 0. In the case that µ is a semicircle, then all cumulants apart from the second vanish, so

setting ε= 0 recovers exactly

ω−1(θ j ) = θ j + σ2

4b2υθ j
(8.34)

where σ is the radius of the semicircle. To make the link with [GZR20] obvious, we can take υ= 1/2

and µ to be the semicircle, so giving

ω−1(θ j ) ≈ θ j + σ2

4bθ j
(8.35)

where we have truncated O(ε) term. We present an argument in favour of the υ= 1/2 power law

below, but we allow for general υ when comparing to experimental data.
1Note that dη = 0 ⇐⇒ η= δ0 which is clearly equivalent (in terms of ν) to ε= 0.
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Remark 8.1. It is quite possible for µ’s density to have a sharp spike at the origin, or even for µ to

contain a δ atom at 0, as observed empirically in the spectra of deep neural network Hessians.

8.1.4 Experimental results

The random matrix Hessian model introduced above is quite general and abstract. Necessarily the

measures µ and η must be allowed to be quite general as it is well established experimentally [Pap18;

Gra20a; BGK22] that real-world deep neural network Hessians have spectral bulks that are not

familiar as being any standard canonical examples from random matrix theory. That being said, the

approximate form in (8.33) gives quite a specific form for the Hessian outliers. In particular, the

constants m(µ)
1 ,m(η)

1 and m(µ)
2 ,ε> 0 are shared between all outliers at all batch sizes. If the form of

the Hessian outliers seen in (8.33) is not observed experimentally, it would suggest at least one of

the following does not hold:

1. batch sampling induces a simple multiplicative scaling on the Hessian noise (8.7);

2. the true Hessian is approximately low-rank (as measured by ε) and has a finite number of

outliers;

3. the Hessian noise model X has QUE.

In view of this third point, agreement with (8.33) provides an indirect test for the presence of

universal random matrix statistics in deep neural network Hessians.

We can use Lanczos power methods [MS06] to compute good approximations to the top

few outliers in the batch Hessian spectra of deep neural networks [GZR20]. Indeed the so-called

Pearlmutter trick [Pea94] enables efficient numerical computation of Hessian-vector products, which

is all that one requires for power methods. Over a range of batch sizes, we compute the top 5 outliers

of the batch Hessian for 10 different batch seeds. We repeat this procedure at every 25 epochs

throughout the training of two standard deep neural networks for computer vision tasks, VGG16

and WideResNet28×10, on the CIFAR100 dataset [KH+09] and at every epoch during the training

of a simple multi-layer perceptron network on the MNIST dataset [LeC+98]. By the end of training

each of the models have high test accuracy, specifically the VGG16 architecture which does not

use batch normalisation, has a test accuracy of ≈ 75%, whereas the WideResNet28×10 has a test

accuracy of ≈ 80%. The MLP has a test set accuracy of ≈ 95%. Full experimental details are given in

Appendix D.

Remark 8.2. There is a subtlety with regard to obtaining the top outliers using the Lanczos power

method. Indeed, since Lanczos provides, in some sense, an approximation to the whole spectrum

of a matrix, truncating at m iterations for a N ×N matrix cannot produce good approximations

to all of the m top eigenvalues. In reality, experimental results [Pap18; GWG19] show that, for

deep neural networks, and using sufficiently many iterations (m), the top r eigenvalues may be
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recovered, for r ≪ m. We display some spectral plots of the full Lanczos results in the Figure

8.1 which demonstrate clearly a large number of outliers, and clearly more than 5. These are not

intended to be exhaustive and we recommend references such as [Pap18] for detailed discussion

of spectral densities like these. As a result, we can have confidence that our numerical procedure is

indeed recovering approximations to the top few eigenvalues required for our experiments.
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Figure 8.1: Approximate empirical spectral densities of the Hessian of the VGG16 network trained
on MNIST at various stages from initialisation to the end of training. Note the clear presence of
large outliers present already at epoch 25.

Let λ(i , j ,e)
b be the top i-th empirical outlier (so i = 1 is the top outlier) for the j-th batch seed and

a batch size of b for the model at epoch e. To compare the experimental results to our theoretical

model, we propose the following form:

λ
(i , j ,e)
b ≈ θ(i ,e) + α(e)

bυ
+ β(e)

b2υ

(
1

θ(i ,e)
+ γ(e)

(θ(i ,e))2

)
(8.36)

where β(e) > 0 (as the second cumulant of a any measure of non-negative) and θ(i ,e) > θ(i+1,e) > 0

for all i ,e. The parameters α(e),β(e),γ(e) and θ(i ,e) need to be fit to the data, which could be done

with standard black-box optimisation to minimise squared error in (8.36), however we propose an

alternative approach which reduces the number of free parameters and hence should regularise the

optimisation problem. Observe that (8.36) is linear in the parameters α(e),β(e),γ(e) so, neglecting

the positivity constraint on β(e), we can in fact solve exactly for optimal values. Firstly let us define

λ̄(i ,e)
b to be the empirical mean of λ(i , j ,e)

b over the batch seed index j . Each epoch will be treated

entirely separately, so let us drop the e superscripts to streamline the notation. We are then seeking

to optimise α,β,γ,θ(i ) to minimise

E =∑
i ,b

(
λ̄(i )

b −θ(i ) − α

bυ
− β

θ(i )b2υ
− βγ

b2υ(θ(i ))2

)2

. (8.37)
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Now make the following definitions

yi b = λ̄(i )
b −θ(i ), xi b =


b−υ

(θ(i )b)−2υ

(b2υ(θ(i ))2)−1

 , w =


α

β

βγ

 , (8.38)

so that

E =∑
i ,b

(yi b −wTxi b)2. (8.39)

Finally we can define the n-dimensional vector Y by flattening the matrix (yi b)i b , and the 3×n

matrix X by stacking the vectors xi b and then flattening of the i ,b indices. That done, we have

have a standard linear regression problem with design matrix X and parameters w. For fixed θ, the

global minimum of E is then attained at parameters

w∗(θ) = (XXT )−1XY (8.40)

where the dependence on the parameters θ is through Y and X as above. We thus have

α= w∗
1 ,β= w∗

2 ,γ= w∗
3 /w∗

2

and can plug these values back in to (8.37) to obtain an optimisation problem only over the θ(i ).

There is no closed form solution for the optimal θ(i ) for this problem, so we fit them using gradient

descent. The various settings and hyperparameters of this optimisation were tuned by hand to

give convergence and are detailed in D.3. To address the real constraint β> 0, we add a penalty

term to the loss (8.37) which penalises values of θ(i ) leading to negative values of β. The constraint

θ(i ) > θ(i+1) > 0 is implemented using a simple differentiable transformation detailed in D.2.. Finally,

the exponent υ is selected by fitting the parameters for each υ in {−0.1,−0.2, . . . ,−0.9} and taking the

value with the minimum mean squared error E .

The above process results in 12 fits for VGG and Resnet and 10 for MLP (one per epoch). For

each of these, we have a theoretical fit for each of the 5 top outliers as a function of batch size which

can be compared graphically to the data, resulting in (2×12+10)×5 = 170 plots. Rather than try to

display them all, we will select a small subset that illustrates the key features. Figure 8.2 shows results

for the Resnet at epochs 0 (initialisation), 25, 250 and 300 (end of training) and outliers 1, 3 and

5. Between the three models, the Resnet shows consistently the best agreement between the data

and the parametric form (8.36). The agreement is excellent at epoch 0 but quickly degrades to that

seen in the second row of Figure 8.2, which is representative of the early and middle epochs for the

Resnet. Towards the end of training the Resnet returns to good agreement between theory and data,

as demonstrated in the third and fourth rows of Figure 8.2 at epochs 250 and 300 respectively.

The VGG16 also has excellent agreement between theory and data at epoch 0, and thereafter is

similar to the early epochs of the Resnet, i.e. reasonable, but not excellent, until around epoch 225
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Figure 8.2: The batch-size scaling of the outliers in the spectra of the Hessians of the Resnet loss
on CIFAR100. Training epochs increase top-to-bottom from initialisation to final trained model.
Left-to-right the outlier index varies (outlier 1 being the largest). Red cross show results from Lanczos
approximations over 10 samples (different batches) for each batch size. The blue lines are parametric
power law fits of the form (8.36).

where the agreement starts to degrade significantly until the almost complete failure at epoch 300

shown in the first row of Figure 8.3. The MLP has the worst agreement between theory and data,

having again excellent agreement at epoch 0, but really quite poor agreement even by epoch 1, as

shown in the second row of Figure 8.3.

The experimental results show an ordering Resnet > VGG > MLP, in terms of how well the

random matrix theory loss surface predictions explain the Hessian outliers. We conjecture that

this relates to the difficulty of the loss surfaces. Resnets are generally believed to have smoother,

simpler loss surfaces [Li+18] and be easier to train than other architectures, indeed the residual

connections were originally introduced for precisely this reason. The VGG is generally more sensitive

to training set-up, requiring well-tuned hyperparameters to avoid unstable or unsuccessful training

(see Chapter 6 [GB22]). The MLP is perhaps too small to benefit from high-dimensional highly

over-parametrised effects.

The parameter values obtained for all models over all epochs are shown in Figure 8.4, with a
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(a) VGG16, epoch 300, outlier 1
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(c) VGG16, epoch 300, outlier 5
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(d) MLP, epoch 1, outlier 1
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Figure 8.3: Left-to-right the outlier index varies (outlier 1 being the largest). Red cross show results
from Lanczos approximations over 10 samples (different batches) for each batch size. The blue
lines are parametric power law fits of the form (8.36). This plot show the final epoch (300) for the
VGG16 on CIFAR100 and the first epoch for the MLP on MNIST, both being examples of the
parametric fit failing to match the data.

column for each model. There are several interesting features to draw out of these plots, however

note that we cannot meaningfully interpret the parameters for the MLP beyond epoch 0, as the

agreement with (8.36) is so poor. Firstly consider the parameter m(µ)
1 , which is interpreted as the

first moment (i.e. mean) of the spectral density of the noise matrix X . m(µ)
1 = 0 is significant, as it is

seen in the case of the a symmetric measure µ, such as the Wigner semicircle used by [GZR20]. For

the VGG, m(µ)
1 starts close to 0 (Figure 8.4b) and generally grows with training epochs (note that the

right hand side of this plot is not trustworthy, as we have observed that the agreement with (8.36)

does not survive to the end of training). For the Resnet, we see a similar upwards trend (Figure 8.4a),

with the notable exception that of initialisation (epoch 0). These two observations together, suggest

that training encourages a skew in the spectrum of X away from symmetry around 0, however for

some structural reason the Resnet is highly skewed at initialisation.

Note that for all models this parameter starts close to 0 and generally grows with training epochs,

noting that the right hand side of Figure 8.4b at the higher epochs should be ignored owing to the

bad fit discussed above.

It is interesting also to observe that εm(η)
1 remains small for all epochs particularly compared to

m(µ)
1 ,k(µ)

2 . This is consistent with the derivation of (8.36), which relies on ε being small, however we

emphasise that this was not imposed as a numerical constraint but arises naturally from the data. Recall

that the magnitude of εm(η)
1 measures the extent of the deviation of A from being exactly low rank,

so its small but non-zero values suggest that it is indeed important to allow for the true Hessian to

have non-zero rank in the N →∞ limit. Finally, we comment that the best exponent is generally

not υ= 1/2. Again, the results from the Resnet are the most reliable and they appear to show that

the batch scaling, as characterised by υ, is not constant throughout training, particularly comparing
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epoch 0 and epoch 300, say.

0 50 100 150 200 250 300

epoch

0

100

200

300

400

500

600

700

800

m
(

)
1

(a) m(µ)
1 , Resnet on CIFAR100

0 50 100 150 200 250 300

epoch

0

25

50

75

100

125

150

175

m
(

)
1 0

20

(b) m(µ)
1 , VGG16 on CIFAR100

0 2 4 6 8 10

epoch

10

20

30

40

50

60

70

80

90

m
(

)
1

(c) m(µ)
1 , MLP on MNIST

0 50 100 150 200 250 300

epoch

0

500

1000

1500

2000

2500

k(
)

2

(d) m(µ)
2 , Resnet on CIFAR100

0 50 100 150 200 250 300

epoch

0

250

500

750

1000

1250

1500

1750

2000

k(
)

2

(e) m(µ)
2 , VGG16 on CIFAR100

0 2 4 6 8 10

epoch

0

1

2

3

4

5

6

7

8

k(
)

2
(f) m(µ)

2 , MLP on MNIST

0 50 100 150 200 250 300

epoch

0.14

0.12

0.10

0.08

0.06

0.04

0.02

m
(

)
1

(g) εm(η)
1 , Resnet on CIFAR100

0 50 100 150 200 250 300

epoch

0.12

0.10

0.08

0.06

0.04

0.02

0.00

m
(

)
1

(h) εm(η)
1 , VGG16 on CIFAR100

0 2 4 6 8 10

epoch

0.8

0.6

0.4

0.2

0.0

m
(

)
1

(i) εm(η)
1 , MLP on MNIST

0 50 100 150 200 250 300
epoch

0.7

0.6

0.5

0.4

0.3

0.2

ex
po

ne
nt

( j) Exponent υ, Resnet on CI-
FAR100

0 50 100 150 200 250 300
epoch

0.6

0.5

0.4

0.3

0.2

0.1

ex
po

ne
nt

(k) Exponent υ, VGG16 on CI-
FAR100

0 2 4 6 8 10
epoch

0.7

0.6

0.5

0.4

0.3

0.2

0.1

ex
po

ne
nt

(l) Exponent υ, MLP on MNIST

0 50 100 150 200 250 300

epoch

0

2

4

6

8

10

12

(m) θ1, . . . ,θ5, Resnet on CI-
FAR100

0 50 100 150 200 250 300

epoch

0

2

4

6

8

10

(n) θ1, . . . ,θ5, VGG16 on CI-
FAR100

0 2 4 6 8 10

epoch

0

5

10

15

20

25

(o) θ1, . . . ,θ5, MLP on MNIST

Figure 8.4: The parameter values produced when fitting experimental neural network Hessian
outlier data to (8.36).
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8.1.5 Justification and motivation of QUE

We recall the various types of local law first introduced in section 2.7. All provide high probability

control on the error between the (random) matrix Green’s function G(z) = (z − X )−1 and certain

deterministic equivalents. In all cases we use the set

S = {
E + iη ∈C | |E |⩽ω−1, N−1+ω⩽ η⩽ω−1} (8.41)

for ω ∈ (0,1) and the local law statements holds for all (large) D > 0 and (small) ξ> 0 and for all large

enough N . The averaged local law states:

sup
z∈S

P

(∣∣∣∣ 1

N
TrG(z)− gµ(z)

∣∣∣∣> Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D . (8.42)

The isotropic local law states:

sup
∥u∥,∥v∥=1,z∈S

P

(
|uT G(z)v− gµ(z)| > Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D . (8.43)

The anisotropic local law states:

sup
∥u∥,∥v∥=1,z∈S

P

(
|uT G(z)v−uTΠ(z)v| > Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D (8.44)

where Π(·) is an N ×N deterministic matrix function on C. The entrywise local law states:

sup
z∈S,1⩽i , j⩽N

P

(
|Gi j (z)−Πi j (z)| > Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D . (8.45)

As mentioned above, quantum unique ergodicity was proved for general Wigner matrices in [BY17].

It appears that the key ingredient in the proof of QUE (8.9) in [BY17] is the isotropic local semicircle

law (8.43) for general Wigner matrices. Indeed, all the intermediate results in Sections 4 of [BY17]

take only (8.43) and general facts about the Dyson Brownian Motion eigenvector flow given by

dλk = dBkkp
N

+
(

1

N

∑
ℓ̸=k

1

λk −λℓ

)
d t , (8.46)

duk = 1p
N

∑
ℓ̸=k

dBkl

λk −λℓ
uℓ−

1

2N

∑
ℓ̸=k

d t

(λk −λℓ)2 uk . (8.47)

This can be generalised to

dλk = dBkkp
N

+
(
−V (λi )+ 1

N

∑
ℓ̸=k

1

λk −λℓ

)
d t , (8.48)

duk = 1p
N

∑
ℓ̸=k

dBkl

λk −λℓ
uℓ−

1

2N

∑
ℓ̸=k

d t

(λk −λℓ)2 uk . (8.49)
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where V is a potential function. Note that the eigenvector dynamics are unaffected by the presence

of the potential V , so we expect to be able to generalise the proof of [KY17] to any random matrix

ensemble with an isotropic local law by defining the potential V so that the invariant ensemble with

distribution Z−1e−NTrV (X )d X has equilibrium measure µ (Z is a normalisation constant). We show

how to construct such a V from µ in Section 8.3.

The arguments so far suffice to justify a generalisation of the “dynamical step” in the arguments

of [BY17], so it remains to consider the “comparison step”. The dynamical step establishes QUE

for the matrix ensemble with a small Gaussian perturbation, but in the comparison step one must

establish that the perturbation can be removed without breaking QUE. To our knowledge no such

argument has been articulated beyond generalized Wigner matrices, with the independence of

entries and comparable scale of variances being critical to the arguments given by [BY17]. Our

guiding intuition is that QUE of the form (8.9) is a general property of random matrices and can

reasonably be expected to hold in most, if not all, cases in which there is a local law and universal

local eigenvalue statistics are observed. At present, we are not able to state a precise result establishing

QUE in sufficient generality to be relevant for this work, so we shall take it as an assumption.

Assumption 8.2. Let X be an ensemble of N ×N real symmetric random matrices. Assume that X

admits a limiting spectral measure is µ with Stieljtes transform m. Suppose that the isotropic local

law (8.43) holds for X with µ. Then there is some set TN ⊂ [N ] with |Tc
N | = o(N ) such that with

|I | = n, for any polynomial P in n indeterminates, there exists some ε(P ) > 0 such that for large

enough N we have

sup
I⊂TN ,|I |=n,

∥q∥=1

∣∣E(
P

((
N (qTuk )2)

k∈I

))−E(
P

((|N j |2
)

k∈I

))∣∣⩽ N−ε. (8.50)

Note that the isotropic local law in Assumption 8.2 can be obtained from the weaker entrywise

law (8.45) as in Theorem 2.14 of [Blo+14] provided there exists a C > 0 such that E|Xi j |2 ⩽C N−1

for all i , j and there exists Cp > 0 such that E|pN Xi j |p ⩽Cp for all i , j and integer p > 0.

Remark 8.3. In [BY17] the restriction I ⊂TN is given for the explicit set

TN = [N ]\{(N 1/4, N 1−δ)∪ (N −N 1−δ, N −N 1/4)} (8.51)

for some 0 < δ< 1. In the case of generalised Wigner matrices, this restriction on the indices has

since been shown to be unnecessary [BL22; Ben20; BL21]. In our context, we could simply take as

an assumption all results holds with TN = [N ], however our results can in fact be proved using only

the above assumption that |Tc
N | = o(N ), so we shall retain this weaker form of the assumptions.

This section is not intended to prove QUE from explicit known properties of deep neural

network Hessians, but rather to provide justification for it as a reasonable modeling assumption in

the noise model for Hessians defined in section 8.1.1. We have shown how QUE can be obtained

from an isotropic (or entrywise) local law beyond the Wigner case. It is important to go beyond

Wigner or any other standard random matrix ensemble, as we have observed above that the standard
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macroscopic spectral densities of random matrix theory such as the semicircle law are not observed

in practice. That said, we are not aware of any results establishing QUE in the more general case of

anistropic local laws, and this appears to be a very significant technical challenge. We must finally

address why a local law assumption, isotropic or otherwise, may be reasonable for the noise matrix X

in our Hessian model. Over the last decade or so, universal local statistics of random matrices in the

form of k-point correlation functions on the appropriate microscopic scale have been established

for a litany of random matrix ensembles. An immediate consequence of such results is that, on

the scale of unit mean eigenvalue spacing, Wigner’s surmise holds to a very good approximation,

depending only on the symmetry class (orthogonal, unitary or symplecitic). Such universality results

are rather older for invariant ensembles [Dei99; EY17a] and can be established with orthogonal

polynomial techniques, however the recent progress focusing on non-invariant ensembles, beginning

with Wigner matrices [EYY12] and proceeding to much more general ensembles [EKS19], is built

on a very general “three step strategy” (though see [EY12] for connections between universality in

invariant and non-invariant ensembles). As with the QUE proof discussed above, the key ingredient

in these proofs, as part of the three step strategy [EY17a], is establishing a local law. The theoretical

picture that has emerged is that, for very general random matrices, when universal local eigenvalue

statistics are observed in random matrices, it is due to the mechanism of short time scale relaxation

of local statistics under Dyson Brownian Motion made possible by a local law.

In Chapter 7 [BGK22] we observed that universal local eigenvalue statistics do indeed appear to

be present in the Hessian of real, albeit quite small, deep neural networks. Given all of this context,

we propose that a local law assumption of some kind is reasonable for deep neural network Hessians

and not particularly restrictive. As we have shown, if we are willing to make the genuinely restrictive

assumption of an isotropic local law for the Hessian noise model, then QUE follows. However an

anistropic local law is arguably more plausible as we expect deep neural networks Hessians to contain

a good deal of dependence between entries, and such correlations are know to generically lead to

anisotropic local laws [EKS19].

8.1.6 Motivation of true Hessian structure

In this section we revisit and motivate the assumptions made about the Hessian in Section 8.1.1.

Firstly note that one can always define A = EHbatch and it is natural then to associate A with the true

Hessian Htrue. In light of (8.1), it is natural to expect some fixed form of the law for Hbatch−A for any

batch size, but with an overall scaling s(b), which must naturally be decreasing in b as experimental

results show that the overall spectral width of the batch Hessians of neural networks decreases with

increasing batch size. Next we address the assumptions made about the spectrum of A. The first

assumption one might think to make is that A has fixed rank relative to N , with spectrum consisting

only of the spikes θi ,θ′j . Indeed, it has been repeatedly observed, in our own experiments and others

[Pap18; GZR20], that neural network Hessians contain a number of spectral outliers separated

from the spectral bulk. It is natural to conjecture that such outliers arise from some outliers in
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an underlying structured deterministic matrix of which the batch Hessian is a noisy version, as in

the case of BBP style phase transitions in random matrix theory. The outliers in neural network

Hessians have been associated with inter-class separation in the case of classification models [Pap19]

and it can be observed that spectra lack (or have smaller and fewer) outliers at the start of training, or

if they are intentionally trained to give poor (i.e. random) predictive performance. That being said,

in almost any experiment with sensibly trained neural networks, spectral outliers are observed, and

over a range of batch sizes (and hence noise levels) suggesting that some of the spike eigenvalues in

the true Hessian are above the phase transition threshold.

Behind such an assumption is the intuition that the data distribution does not depend on N and

so, in the over-parametrised limit N →∞, the overwhelming majority of directions in weight space

are unimportant. The form we take for A in the above is a strict generalisation of the fixed rank

assumption; A still has a fixed number of spiked directions, but the parameter ε controls the rank of

A. Since any experimental investigation is necessarily limited to N <∞, the generalisation to ε> 0 is

particularly important. Compact support of the measures µ and η is consistent with experimental

observations of deep neural network Hessian spectra.

8.1.7 The batch size scaling

Our experimental results considered s(b) = b−υ and υ= 1/2 is the value required to give agreement

with [GZR20], a choice which we now justify. From (8.1) we have

Hbatch = 1

b

b∑
i=1

(
Htrue+X (i )

)
(8.52)

where X (i ) are i.i.d. samples from the law of X . Suppose that the entries Xi j were Gaussian, with

Cov(Xi j , Xkl ) =Σi j ,kl . Then Z = X (p)
i j +X (q)

i j has

Cov(Zi j , Zkl ) = EX (p)
i j X (p)

kl +EX (q)
i j X (q)

kl −EX (p)
i j EX (p)

kl −EX (q)
i j EX (q)

kl = 2Σi j ,kl . (8.53)

In the case of centred X , one then obtains

1

b

b∑
i=1

X (i ) d= b−1/2X . (8.54)

Note that this does not quite match the case described in Section 8.1.1, since we do not assume

there that EX = 0, however we take this a rough justification for s(b) = b−1/2 as an ansatz. Moreover,

numerical experimentation with s(b) = b−υ for values of υ> 0 shows that q = 1/2 gives a reasonable

fit to the data (note that the values shown in Figures 8.4j, 8.4k, 8.4l are those producing the best fit,

but υ= 1/2 was seen to be not much inferior).
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8.2 Spectral free addition from QUE

8.2.1 Intermediate results on QUE

This section establishes some intermediate results that follow from assuming QUE for the eigenvec-

tors of a matrix. They will be crucial for our application in the following section.

Lemma 8.1. Consider a real orthogonal N ×N matrix U with rows {uT
i }N

i=1. Assume that {ui }N
i=1 are the

eigenvectors of a real random symmetric matrix with QUE. Let P be a fixed N ×N real orthogonal matrix.

Let V =U P and denote the rows of V by {vT
i }N

i=1. Then {vi }N
i=1 also satisfy QUE.

Proof. Take any unit vector q, then for any k = 1, . . . , N

qTvk =∑
j

q j Vk j =
∑
j ,l

q jUkl Pl j = (Pq)Tuk .

But ∥Pq∥2 = ∥q∥2 = 1 since P is orthogonal, so the statement of QUE for {ui }N
i=1 transfers directly

to {vi }N
i=1 thanks to the supremum of all unit q. ■

Lemma 8.2. Consider a real orthogonal N ×N matrix U with rows {uT
i }N

i=1. Assume that {ui }N
i=1 are the

eigenvectors of a real random symmetric matrix with QUE. Let ℓ0(q) = ∑
i 1{qi ̸= 0} count the non-zero

elements of a vector with respect to a fixed orthonormal basis {ei }N
i=1. For any fixed integer s > 0, define the set

Vs =
{
q ∈RN | ∥q∥ = 1, ℓ0(q) = s, qi = 0 ∀i ∈Tc

N

}
(8.55)

where, recall the definition

TN = [N ]\{(N 1/4, N 1−δ)∪ (N −N 1−δ, N −N 1/4)}.

Then the columns {u′
i }N

i=1 of U satisfy a weaker form of QUE (for any fixed n, s > 0):

sup
q∈Vs

sup
I⊂TN|I |=n

∣∣∣EP
((

N |qTuk |2
)

k∈I

)−EP
((|N j |2

)m
j=1

)∣∣∣⩽ N−ε. (8.56)

We will denote this form of QUE as �QUE.

Proof. Take some q ∈Vs . Then there exists some J ⊂TN with |J | = s and non-zero {qk }k∈J such that

qTu′
k = ∑

j∈J
q je

T
j u

′
k .

Take {ei }N
i=1 to be a standard basis with (ei ) j = δi j , then eT

j u
′
k =U j k = eT

k u j so

qTu′
k = ∑

j∈J
q je

T
k u j

but then the coefficients q j can be absorbed into the definition of the general polynomial in the

statement (8.9) of QUE for {ui }N
i=1, which completes the proof, noting that the sum only includes

indices contained in TN owing to the definition of Vs . ■
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Lemma 8.3. Fix some real numbers {yi }r
i=1. Fix also a diagonal matrix Λ and an orthonormal set of vectors

{vi }N
i=1 that satisfies �QUE. Then there exists an ε> 0 and ηi ∈CN with

η2
i j ∈ [−1,1] ∀ j ∈TN , (8.57)

η2
i j ∈ [−Nε, Nε] ∀ j ∈Tc

N . (8.58)

such that for any integer l > 0

E

(
r∑

i=1
yiv

T
i Λvi

)l

−E
(

r∑
i=1

yi
1

N
gT

i Λgi

)l

= N−(1+ε)l

(
r∑

i=1
yiη

T
i Ληi

)l

(8.59)

where the gi are i.i.d. Gaussians N (0, IN ).

Proof. Let {ei }N
i=1 be the standard orthonormal basis from above. Then

E

(
r∑

i=1
yiv

T
i Λvi

)l

= E
r∑

i1,...,il=1

l∏
k=1

yikv
T
ik
Λvik

= E
r∑

i1,...,il=1

N∑
j1,..., jl=1

l∏
k=1

yikλ jk (eT
jk
vik )2 (8.60)

=⇒ E

(
r∑

i=1
yiv

T
i Λvi

)l

−E
(

r∑
i=1

yi
1

N
gT

i Λgi

)l

= N−l
r∑

i1,...,il=1

N∑
j1,..., jl=1

l∏
k=1

yikλ jk

[
NE(eT

jk
vik )2 −E(eT

jk
gik )2

]
= N−l

r∑
i1,...,il=1

∑
j1,..., jl∈TN

l∏
k=1

yikλ jk

[
NE(eT

jk
vik )2 −E(eT

jk
gik )2

]
+N−l

r∑
i1,...,il=1

∑
j1∈Tc

N ,
j2,..., jl∈TN

l∏
k=1

yikλ jk

[
NE(eT

jk
vik )2 −E(eT

jk
gik )2

]

+ . . . (8.61)

The ellipsis represents the similar terms where further of the j1, . . . , jr are in Tc
N . For j ∈ Tc

N the

terms [
NE(eT

jk
vik )2 −E(eT

jk
gik )2

]
(8.62)

are excluded from the statement of �QUE, however we can still bound them crudely. Indeed

∑
j∈Tc

N

N (eT
j vi )2 =

N∑
j=1

N (eT
j vi )2 − ∑

j∈TN

N (eT
j vi )2 = N − ∑

j∈TN

N (eT
j vi )2 (8.63)

but since the bound of �QUE applies for j ∈TN

NE(eT
j vi )2 = E(eT

j g)2 +o(1) = 1+o(1) ∀ j ∈TN , (8.64)
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then ∑
j∈Tc

N

N (eT
j vi )2 = N −N (1+o(1)) = o(N ) =⇒ E(eT

j vi )2 = o(1) ∀ j ∈Tc
N . (8.65)

Note that this error term is surely far from optimal, but is sufficient here. Overall we can now say∣∣∣[NE(eT
j vi )2 −E(eT

j gi )2
]∣∣∣⩽ 1+o(1)⩽ 2 ∀ j ∈Tc

N . (8.66)

We can apply �QUE to the terms in square parentheses to give ε1, . . . ,εr > 0 such that

|NE(eT
jk
vik )2 −E(eT

jk
gik )2|⩽ N−εik ∀ jk ∈TN ∀ik = 1, . . . ,r. (8.67)

We can obtain a single error bound by setting ε= mini εi , where clearly ε> 0 and then write

NE(eT
jk
vik )2 −E(eT

jk
gik )2 = η2

ik jk
N−ε (8.68)

where η2
ik jk

∈ [−1,1]. To further include the indices j ∈Tc
N , we extend the expression (8.68) to all jk

by saying

η2
ik jk

∈ [−1,1] ∀ jk ∈TN , (8.69)

η2
ik jk

∈ [−Nε, Nε] ∀ jk ∈Tc
N . (8.70)

Overall we have

E

(
r∑

i=1
yiv

T
i Λvi

)l

−E
(

r∑
i=1

yi
1

N
gT

i Λgi

)l

= N−l (1+ε)
r∑

i1,...,il=1

N∑
j1,..., jl=1

l∏
k=1

yikλ jkη
2
ik jk

(8.71)

but by comparing with (8.60) we can rewrite as

E

(
r∑

i=1
yiv

T
i Λvi

)l

−E
(

r∑
i=1

yi
1

N
gT

i Λgi

)l

=
(

r∑
i=1

N−(1+ε) yiη
T
i Ληi

)l

(8.72)

where ηT
i = (ηi 1, . . . ,ηi N ).

■

8.2.2 Main result

Theorem 8.3. Let X be an N ×N real symmetric random matrix and let D be an N ×N symmetric matrix

(deterministic or random). Let µ̂X , µ̂D be the empirical spectral measures of the sequence of matrices X ,D and

assume there exist deterministic limit measures µX ,µD . Assume that X has QUE, i.e. 8.2. Assume also the µ̂X

concentrates in the sense that

P(W1(µ̂X ,µX ) > δ)≲ e−Nτ f (δ) (8.73)

where τ> 0 and f is some positive increasing function. Then H = X +D has a limiting spectral measure and

it is given by the free convolution µX ⊞µD .
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Remark 8.4. A condition like (8.73) is required so that the Laplace method can be applied to the

empirical measure µ̂X . There are of course other ways to formulate such a condition. Consider

for example the conditions used in Theorems 1.2 and 4.1 of [ABM21a]. There it is assumed the

existence of a sequence of deterministic measures (µN )N⩾1 and a constant κ> 0 such that for large

enough N

W1(Eµ̂X ,µN )⩽ N−κ, W1(µN ,µX )⩽ N−κ, (8.74)

which is of course just a deterministic version of (8.73). [ABM21a] introduce the extra condition

around concentration of Lipschitz traces:

P

(∣∣∣∣ 1

N
Trf (HN )− 1

N
ETrf (HN )

∣∣∣∣> δ)
⩽ exp

(
− cζ

Nζ
min

{(
Nδ

∥ f ∥Li p

)2

,

(
Nδ

∥ f ∥Li p

)1+ε0
})

, (8.75)

for all δ> 0, Lipschitz f and N large enough, where ζ,cζ > 0 are some constants. As shown in the

proof of Theorem 1.2, this condition is sufficient to obtain

P

(∣∣∣∣∫ |λ|d µ̂X (λ)−
∫

|λ|dEµ̂X (λ)

∣∣∣∣⩽ t

)
⩽ exp

(
− cζ

Nζ
min

{
(2N tη)2, (2N tη)1+ε0

})
(8.76)

for any t > 0 and for large enough N . Note that [ABM21a] prove this instead for integration against

a regularised version of log |λ|, but the proof relies only the integrand’s being Lipschitz, so it goes

through just the same here. (8.76) and (8.74) clearly combine to give (8.73). The reader may ignore

this remark if they are content to take (8.73) as an assumption. Alternatively, as we have shown,

(8.73) can be replaced by (8.74) and (8.75), conditions which have already been used for quite

general results in the random matrix theory literature.

Proof. We shall denote use the notation

GH (z) = 1

N
Tr(z −H)−1. (8.77)

Recall the supersymmetric approach to calculating the expected trace of the resolvent of a random

matrix ensemble:

EHGH (z) = 1

N

∂

∂j

∣∣∣∣
j=0
EH ZH (j) (8.78)

where

ZH (j) = det(z + j−H)

det(z −H)
=

∫
dΨe−iTrAH e iTrΨΨ† J , (8.79)

A =φφ† +χχ†, (8.80)

J = IN ⊗
(

z 0

0 j+ z

)
, (8.81)

dΨ= dφdφ∗dχdχ∗

−(2π)N i
, (8.82)

Ψ=
(
φ

χ

)
(8.83)
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with φ ∈CN and χ,χ∗ being N-long vectors of anti-commuting variables. Independence of X and D

gives

EH ZH (j) =
∫

dΨe iTrΨΨ† JEX ,D e−iTrA(X+D)

=
∫

dΨe iTrΨΨ† JED e−iTrADEX e−iTrAX . (8.84)

ED simply means integration against a delta-function density if D is deterministic.

Let us introduce some notation: for N×N matrices K ,ΦX (K ) = EX e−iTrX K , and similarlyΦD . We

also define a new matrix ensemble X̄
d=OTΛO, where Λ= diag(λ1, . . . ,λN ) are equal in distribution

to the eigenvalues of X and O is an entirely independent Haar-distributed orthogonal matrix.

Now

EH ZH (j) =
∫

dΨe iTrΨΨ† JΦX̄ (K )ΦD (K )+
∫

dΨe iTrΨΨ† J (ΦX (A)−ΦX̄ (A))ΦD (A)

=⇒ EGD+X (z) = EGD+X̄ (z)+ 1

N

∂

∂j

∣∣∣∣
j=0

∫
dΨe iTrΨΨ† J (ΦX (A)−ΦX̄ (A))ΦD (A) ≡ EGD+X̄ (z)+E(z)

(8.85)

and so we need to analyse the error term E(z).

Now consider X =U TΛU where the rows of U are the eigenvectors {ui }i of X . Say also that

K =QT Y Q for diagonal Y = (y1, . . . , yr ,0, . . . ,0), where we note that K has fixed rank, by construction.

Then

TrX K = Y (UQT )TΛ(UQT )

but Lemma 8.1 establishes that the rows of UQT obey QUE, since the rows of U do. Further, Lemma

8.2 then establishes that the columns of UQT obey �QUE as required by Lemma 8.3. Let {vi } be

those columns, then we have

TrX K =
r∑

i=1
yiv

T
i Λvi . (8.86)

The expectation over X can be split into eigenvalues and conditional eigenvectors

ΦX (K ) = EΛEU |Λ
∞∑

l=0

1

l !
(−i )l (

TrU TΛU K
)l

. (8.87)

We can simply bound ∣∣∣∣∣ n∑
l=0

1

l !
(−i )l (

TrU TΛU
)l

∣∣∣∣∣⩽ e |TrU TΛU K | (8.88)

for any n, but clearly

EU |Λe |TrU TΛU K | <∞ (8.89)
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since, whatever the distribution of U |Λ, the integral is over a compact group (the orthogonal group

O(N )) and the integrand has no singularities. Therefore, by the dominated convergence theorem

ΦX (K ) = EΛ
∞∑

l=0

1

l !
(−i )lEU |Λ

(
TrU TΛU K

)l
(8.90)

and in precisely the same way

ΦX (K ) = EΛ
∞∑

l=0

1

l !
(−i )lEO∼µH aar

(
TrOTΛOK

)l
. (8.91)

Recalling (8.86) we now have

ΦX (K ) = EΛ
∞∑

l=0

1

l !
(−i )lEU |Λ

(
r∑

i=1
yiv

T
i Λvi

)l

. (8.92)

and similarly

ΦX̄ (K ) = EΛ
∞∑

l=0

1

l !
(−i )lEU |Λ

(
r∑

i=1
yi v̄

T
i Λv̄i

)l

. (8.93)

where the v̄i are defined in the obvious way from X̄ . We would now apply �QUE, but to do so we

must insist that EΛ is taken over the ordered eigenvalues of X . Having fixed that convention, Lemma

8.3 can be applied to the terms

EU |Λ

(
r∑

i=1
yiv

T
i Λvi

)l

(8.94)

in (8.92). The terms in ΦX̄ can be treated similarly. This results in

ΦX (K )−ΦX̄ (K ) = EΛ
[ ∞∑

l=0

i l

l !

E{gi }r
i=1

(
r∑

i=1
yi

1

N
gT

i Λgi

)l

+
(

r∑
i=1

N−(1+ε) yiη
T
i Ληi

)l


−
∞∑

l=0

i l

l !

E{gi }r
i=1

(
r∑

i=1
yi

1

N
gT

i Λgi

)l

+
(

r∑
i=1

N−(1+ε) yi η̄
T
i Λη̄i

)l


]
(8.95)

The exponential has infinite radius of convergence, so we may re-order the terms in the sums to

give cancellation

ΦX (K )−ΦX̄ (K ) = EΛ
∞∑

l=1

1

l !
N−(1+ε)l (−i )l

(
r∑

i=1
yiη

T
i Ληi

)l

−EΛ
∞∑

l=1

1

l !
N−(1+ε)l (−i )l

(
r∑

i=1
yi η̄

T
i Λη̄i

)l

.

Here ε> 0 and ηi , η̃i ∈CN with

−1⩽ [(ηi ) j ]2, [(η̄i ) j ]2 ⩽ 1 ∀i = 1, . . . ,r, ∀ j ∈TN , (8.96)

−Nε⩽ [(ηi ) j ]2, [(η̄i ) j ]2 ⩽ Nε ∀i = 1, . . . ,r, ∀ j ∈TN . (8.97)
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Simplifying, we obtain

ΦX (K )−ΦX̄ (K ) = EΛ exp

(
−i N−(1+ε)

r∑
i=1

yiη
T
i Ληi

)
−EΛ exp

(
−i N−(1+ε)

r∑
i=1

yi η̃
T
i Λη̃i

)
. (8.98)

Since |Tc
N |⩽ 2N 1−δ we have ∑

j∈Tc
N

|λ j |⩽O(N 1−d N−1)Tr|Λ| (8.99)

and so

|ηT
i Ληi |⩽Tr|Λ|

(
1+O(Nε−δ)

)
. (8.100)

For any fixed δ> 0, ε can be reduced if necessary so that ε< δ and then for sufficiently large N we

obtain, say,

|ηT
i Ληi |⩽ 2Tr|Λ|. (8.101)

Thence we can write ηT
i Ληi =Tr|Λ|ξi for ξi ∈ [−2,2], and similarly η̃T

i Λη̃i =Tr|Λ|ξ̃i . Now

EΛ exp

(
−i N−(1+ε)

r∑
i=1

ξi yi Tr|Λ|
)
= EΛ exp

(
−i N−ε r∑

i=1
ξi yi

∫
d µ̂X (λ)|λ|

)

so we can apply Laplace’s method to the empirical spectral measure µ̂X to obtain

EΛ exp

(
−i N−(1+ε)

r∑
i=1

ξi yi Tr|Λ|
)
= exp

(
−i N−ε(q +o(1))

r∑
i=1

ξi yi

)
+o(1) (8.102)

where the o(1) terms do not depend on the yi and where we have defined

q =
∫

dµX (λ)|λ|. (8.103)

Further, we can write
∑r

i=1 ξi yi = ζTrK , where ζ ∈ [mini {ξi },maxi {ξi }] ⊂ [−1,1], and similarly∑r
i=1 ξ̃i yi = ζ̃TrK . Then

ΦX (K )−ΦX̄ (K ) = e−i N−εζ(q+o(1))TrK −e−i N−εζ̃(q+o(1))TrK +o(1) (8.104)

but

1

N

∂

∂j

∣∣∣∣
j=0

∫
dΨe iTrΨΨ† J e−i N−εζ(q+o(1))TrKΦD (A) = EGD+N−εζ(q+o(1))I (z) = EGD (z +O(N−ε))

=⇒ E(z) = EGD (z +O(N−ε))+o(1)−EGD (z +O(N−ε))−o(1) = o(1). (8.105)

We have thus established that

EGD+X (z) = EGD+X̄ (z)+o(1) (8.106)

from which one deduces that µD+X =µD+X̄ =µD ⊞µX̄ =µD ⊞µX . ■
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Remark 8.5. We have also constructed a non-rigorous argument for Theorem 8.3 where the su-

persymmetric approach is replaced by the replica method. This approach simplifies some of the

analysis but at the expense of being not at all rigorous (indeed there are integral expressions in this

argument that are manifestly infinite). The supersymmetric methods used here are not fully rigorous

(like most of their applications) but we note that recent work is beginning to elevate supersymmetric

random matrix calculations to full rigour [SS17; Shc20].

8.2.3 Experimental validation

Let U (a,b) denote the uniform distribution on the interval (a,b), and Γ(a) the Gamma-distribution

with scale parameter a. We consider the following matrix ensembles:

M ∼GOE n : Var(Mi j ) = 1+δi j

2n
,

M ∼UW i g n :
p

nMi j
i .i .d∼ U (0,

p
6) up to symmetry,

M ∼ ΓW i g n : 2
p

nMi j
i .i .d∼ Γ(2) up to symmetry,

M ∼UW i shn : M
d= 1

m
X X T , Xi j

i .i .d∼ U (0,
p

12) for X of size n ×m,
n

m
n,m→∞→ α,

M ∼W i shn : M
d= 1

m
X X T , Xi j

i .i .d∼ N (0,1) for X of size n ×m,
n

m
n,m→∞→ α.

All of the GOE n ,UW i g n ,ΓW i g n have the same limiting spectral measure, namely µSC , the semi-

circle of radius
p

2. UW i shn ,W i shn have a Marcenko-Pastur limiting spectral measure µMP , and the

constant
p

12 is chosen so that the parameters of the MP measure match those of a Gaussian Wishart

matrix W i shn . GOE n ,W i shn are the only ensembles whose eigenvectors are Haar distributed, but

all ensembles obey a local law in the sense above. It is known that the sum of GOE n and any of

the other ensembles will have limiting spectral measure given by the free additive convolution of

µSC and the other ensemble’s measure (so either µSC ⊞µMP or µSC ⊞µSC ), indeed this free addition

property holds for any invariant ensemble [AGZ10]. Our result implies that the same holds for

addition of the non-invariant ensembles. Sampling from the above ensembles is simple, so we can

easily generate spectral histograms from multiple independent matrix samples for large n. µSC ⊞µSC

is just another semi-circle measure but with radius 2. µSC ⊞µMP can be computed in the usual

manner with R-transforms and is given by the solution to the polynomial

α

2
t 3 −

(
1

2
+αz

)
t 2 + (z +α−1)t −1 = 0.

i.e. Say the cubic has roots {r1,r2+ i s2,r2− i s2} for s2 ⩾ 0, then the density of µSC ⊞µMP at z is s2/π.

This can all be solved numerically. The resulting plots are in Figure 8.5 and clearly show agreement

between the free convolutions and sampled spectral histograms.

We can also test the result in another more complicated case. Consider the case of random

d-regular graphs on N vertices. Say M ∼ Reg N ,d is the distribution of the adjacency matrix of

such random graphs. The limiting spectral density of M ∼ Reg N ,d is known in closed form, as
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Figure 8.5: Comparison of theoretical spectral density and empirical from sampled matrices all of
size 500×500. We combine 50 independent matrix samples per plot.
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Figure 8.6: q-q plot comparing the spectrum of samples from Reg N ,d +UW i g N (y-axis) to samples
from Reg N ,d +GOE N (x-axis).

is its Stieljtes transform [BHY19] and [BHY19] established a local law of the kind required for

our results. Moreover, there are known efficient algorithms for sampling random d-regular graphs

[KV03; SW99] along with implementations [HSS08]. Let µ(d)
K M be the Kesten-McKay law, the

limiting spectral measure of d-regular graphs. We could find an explicit degree-6 polynomial for

the Stieljtes transform of µ(d)
K M ⊞µSC and compare to spectral histograms as above. Alternatively we

can investigate agreement with µ(d)
K M ⊞µSC indirectly by sampling and comparing spectra from say

Reg N ,d +UW i g N and also from Reg N ,d +GOE N . The latter case will certainly yield the distribution

µ(d)
K M ⊞µSC since the GOE matrices are freely independent from the adjacency matrices. Figure

shows a q-q plot2 for samples of the spectra from these two matrix distributions and demonstrates

near-perfect agreement, thus showing that indeed the spectrum of Reg N ,d +UW i g N is indeed

described by µ(d)
K M ⊞µSC . We reached the same conclusion when repeating the above experiment

with UW i shN +Reg N ,d and W i shn +Reg N ,d .

2Recall that a q-q plot shows the quantiles of one distribution on the x axis and another on the y axis. Given two
cumulative density functions FX ,FY and their percent point functions F−1

X ,F−1
Y , the q-q plot is a plot of the parametric

curve (F−1
X (q),F−1

Y (q)) for q ∈ [0,1]. Given only finite samples from the random variables X and Y , the empirical percent
point functions can be estimated and used in the q-q plot.
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8.3 Invariant equivalent ensembles

For an invariant ensemble [Dei99] with potential V we have the following integro-differential

equation relating the equilibrium measure µ to the potential V [Unt19]:

β

2
−
∫

1

x − y
dµ(y) =V ′(x). (8.107)

So in the case of real symmetric matrices we have

1

2
ḡµ(x) =V ′(x) (8.108)

where gµ is the Stieljtes transform of µ and the bar over ḡµ indicates that the principal value has

been taken.

Given a sufficiently nice µ (8.107) defines V up-to a constant of integration on supp(µ), but

V is not determined on R\supp(µ), as is made clear by the following lemma, which we prove for

completeness but which has appeared before in various works (e.g. [Dei99]).

Lemma 8.4. For compactly supported probability measure µ on R and real potential V , define

SV [µ](y) =V (y)−
∫

dµ(x) log |y −x|. (8.109)

Suppose SV [µ](y) = c , a constant, for all y ∈ supp(µ) and SV [µ](y)⩾ c for all y ∈R. Then µ is a minimiser

amongst all probability measures on R of the energy

EV [µ] =
∫

dµ(x)V (x)−
Ï

x<y
dµ(x)dµ(y) log |x − y |. (8.110)

Proof. Consider a probability measure that is close to µ in the sense of W1 distance, say.

For any such measure, one can find an arbitrarily close probability measure µ′ of the form

µ′ =µ+
r∑

i=1
ai1[yi−δi ,yi+δi ] −

s∑
i=1

bi1[zi−ηi ,zi+ηi ] (8.111)

where all ai ,bi > 0 and δi ,ηi , ai ,bi ⩽ ε for some small ε> 0. To ensure that µ′ is again a probability

measure we must impose
∑

i ai =∑
j b j . The strategy now is to expand EV [µ′] about µ to first order

in ε, but first note the symmetrisationÏ
x<y

dµ(x)dµ(y) log |x − y | = 1

2

Ï
x ̸=y

dµ(x)dµ(y) log |x − y |. (8.112)

Then

EV [µ′]−EV [µ] =
r∑

i=1
ai V (yi )−

s∑
i=1

bi V (zi )−
r∑

i=1
ai

∫
dµ(x) log |x − yi |+

r∑
i=1

bi

∫
dµ(x) log |x − zi |+O(ε2)

=
r∑

i=1
ai SV [µ](yi )−

r∑
i=1

bi SV [µ](zi )+O(ε2). (8.113)
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Observe that if all yi , zi ∈ supp(µ) then SV [µ](yi ) = SV [µ](yi ) = c and so EV [µ′] = EV [µ]. Without

loss of generality therefore, we take yi ∉ supp(µ) and zi ∈ supp(µ), whence

EV [µ′]−EV [µ]⩾ c
r∑

i=1
ai − c

s∑
i=1

bi = 0. (8.114)

■

The next lemma establishes that, while not unique, a potential V can always be constructed given a

measure µ.

Lemma 8.5. Consider a probability measure µ on R with compact support, absolutely continuous with

respect to the Lebesgue measure. Then there exists a potential V :R→R which yields a well-defined invariant

distribution on real symmetric matrices for which the equilibrium measure is µ.

Proof. (8.108) can be integrated to obtain V and the condition SV [µ] = c (a constant) on supp(µ)

determines V uniquely on supp(µ). Next observe that, for y ∈R\supp(µ) there exists some constant

R > 0 such that |x−y |⩽R+|y |, since µ is compactly supported, and so log |x−y |⩽ |y |+R. Therefore

SV [µ](y)⩾V (y)−|y |−R. (8.115)

V must be chosen on R\supp(µ) to satisfy SV [µ](y)⩾ c, which can be achieved by ensuring

V (y)⩾ |y |+R + c. (8.116)

Additionally, V must be defined for large y such that it defines an legitimate invariant ensemble

on symmetric real matrices, i.e. V must decay sufficiently quickly at infinity to give an integrable

probability density. Finally, V must be sufficiently smooth, and certainly continuous, so there

are boundary conditions at the boundary of supp(µ). Suppose supp(µ) is composed of K disjoint

intervals, then there are 2K boundary conditions on V , and the bound (8.116) imposes one further

condition. Sufficiently fast decay at infinity can be satisfied by any even degree polynomial V of

degree at least 2, therefore a degree 2K +2 polynomial can be found with sufficiently fast decay at

infinity, satisfying all the boundary conditions and (8.116). ■

8.4 Universal complexity of loss surfaces

8.4.1 Extension of a key result and prevalence of minima

Let’s recall Theorem 4.5 from [ABM21a]. HN (u) is our random matrix ensemble with some

parametrisation u ∈Rm and its limiting spectral measure is µ∞(u).

Define

G−ε = {u ∈Rm |µ∞(u) ((−∞,0))⩽ ε}. (8.117)

So G−ε is the event that µ∞(u) is close to being supported only on (0,∞). Let l (u),r (u) be the left

and right edges respectively of the support of µ∞(u).
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Theorem 8.4 ([ABM21a] Theorem 4.5) . Fix some D ⊂Rm and suppose that D and the matrices HN (u)

satisfy the following.

• For every R > 0 and every ε> 0, we have

lim
N→∞

1

N log N
log

[
sup
u∈BR

P
(
dBL(µ̂HN (u),µ∞(u)

)> ε]=−∞. (8.118)

• Several other assumptions detailed in [ABM21a].

Then for any α> 0 and any fixed p ∈N, we have

lim
N→∞

1

N
log

∫
D

e−(N+p)αu2
E [|det(HN (u))|1{i (HN (u)) = 0}]du = sup

u∈D∩G

{∫
R

log |λ|dµ∞(u)(λ)−αu2
}

.

(8.119)

We claim the following extension

Corollary 8.1. Under the same assumptions as the above theorem and for any integer sequence k(N ) > 0 such

that k/N → 0 as N →∞, we have

lim
N→∞

1

N
log

∫
D

e−(N+p)αu2
E [|det(HN (u))|1{i (HN (u))⩽ k}]du = sup

u∈D∩G

{∫
R

log |λ|dµ∞(u)(λ)−αu2
}

.

(8.120)

Proof. Firstly note that

1

N
log

∫
D

e−(N+p)αu2
E [|det(HN (u))|1{i (HN (u))⩽ k}]du

⩾
1

N
log

∫
D

e−(N+p)αu2
E [|det(HN (u))|1{i (HN (u)) = 0}]du, (8.121)

so it suffices to establish a complementary upper bound. The proof in of Theorem 4.5 in [ABM21a]

establishes an upper bound using

lim
N→∞

1

N
log

∫
(G−ε)c

e−Nαu2
E [|det(HN (u)|1{i (HN (u)) = 0}]du =−∞ (8.122)

which holds for all ε> 0. Indeed, D = (D∩G−ε)∪ (D∩ (G−ε)c ), so∫
D

e−(N+p)αu2
E [|det(HN (u))|1{i (HN (u))⩽ k}]du

⩽
∫
D∩G−ε

e−(N+p)αu2
E [|det(HN (u))|1{i (HN (u))⩽ k}]du

+
∫

(G−ε)c
e−(N+p)αu2

E [|det(HN (u))|1{i (HN (u))⩽ k}]du, (8.123)

so our proof is complete if we can prove the analogous result

lim
N→∞

1

N
log

∫
(G−ε)c

e−Nαu2
E [|det(HN (u)|1{i (HN (u))⩽ k}]du =−∞. (8.124)
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As in [ABM21a], let fε be some 1
2 -Lipschitz function satisfying ε

21x⩽−ε⩽ fε(x)⩽ ε
21x⩽0. Suppose

u ∈ (G−ε)c and also i (HN (u))⩽ k. Then we have

0⩽
∫

d µ̂HN (u)(x) fε(x)⩽
kε

2N
(8.125)

and also

ε2

2
⩽

∫
dµ∞(u)(x) fε(x)⩽

ε

2
. (8.126)

We have

dBL(µ̂HN (u),µ∞(u))⩾
∣∣∣∣∫ d µ̂HN (u)(x) fε(x)−

∫
dµ∞(u)(x) fε(x)

∣∣∣∣
⩾

∣∣∣∣∣∣∣∣∫ d µ̂HN (u)(x) fε(x)

∣∣∣∣− ∣∣∣∣∫ dµ∞(u)(x) fε(x)

∣∣∣∣∣∣∣∣ , (8.127)

so if we can choose

kε

2N
⩽
ε2

2
−η (8.128)

for some η > 0, then we obtain dBL(µ̂HN (u),µ∞(u)) ⩾ η. Then applying (8.118) yields the result

(8.124). (8.128) can be satisfied if

ε⩾
k

2N
+ 1

2

√
k2

N 2 +8η. (8.129)

So, given ε> 0, we can take N large enough such that, say, k(N )
N < ε

4 . By taking η< ε2

128 we obtain

k

2N
+ 1

2

√
k2

N 2 +8η< ε

8
+ 1p

2
max

(√
8η,

ε

4

)
< 1+p

2

8
ε< ε (8.130)

and so (8.129) is satisfied. Now finally (8.118) can be applied (with η in place of ε) and so we conclude

(8.124).

Overall we see that the superexponential BL condition (8.118) is actually strong enough to deal

with any o(N ) index not just index-0. This matches the GOE (or generally invariant ensemble)

case, in which the terms with 1{i (HN (u)) = k} are suppressed compared to the exact minima terms

1{i (HN (u)) = 0}. ■

Remark 8.6. Note that Corollary 8.1 establishes that, on the exponential scale, the number of critical

points of any index k(N ) = o(N ) is no more than the number of exact local minima.

8.4.2 The dichotomy of rough and smooth regions

Recall the batch loss from Section 8.1.1:

1

b

b∑
i=1

L( fw(xi ), yi ), (xi , yi ) i.i.d.∼ Pd at a . (8.131)
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As with the Hessian in Section 8.1.1, we use the model L ≡ Lbatch(w) = Ltrue(w)+s(b)V (w), where V

is a random function RN →R.

Now let us define the complexity for sets B ⊂RN

CN (B) = |{w ∈B | ∇L(w) = 0}|. (8.132)

This is simply the number of stationary points of the training loss in the region B of weight space.

A Kac-Rice formula applied to ∇L gives

ECN =
∫
B

dw φw(−s(b)−1∇Ltrue)E|det(A+ s(b)X )| (8.133)

where φw is the density of ∇V at w. A rigorous justification of this integral formula would, for

example, have to satisfy the conditions of the results of [AT+07]. This is likely to be extremely

difficult in any generality, though is much simplified in the case of Gaussian V (and X ) - see [AT+07]

Theorem 12.1.1 or Chapter 3, Lemma 3.5 ([Bas+21] Theorem 4.4). Hereafter, we shall take (8.133)

as assumed. The next step is to make use of strong self-averaging of the random matrix determinants.

Again, we are unable to establish this rigorously at present, but note that this property has been

proved in some generality by [ABM21a], although we are unable to satisfy all the conditions of those

results in any generality here. Self-averaging and using the addition results above gives

1

N
logE|det(A+ s(b)X )| =

∫
d(µb ⊞ν)(λ) log |λ|+o(1)

where µb ,ν depend in principle on w. We are concerned with N−1 logECN , and in particular its sign,

which determines the complexity of the loss surface in B: positive ↔ exponentially many (in N )

critical points, negative ↔ exponentially few (i.e. none). The natural next step is to apply the Laplace

method with large parameter N to determine the leading order term in ECN , however the integral is

clearly not of the right form. Extra assumptions on φw and ∇Ltrue could be introduced, e.g. that

they can be expressed as functions of only a finite number of combinations of coordinates of w.

Suppose that φw has its mode at 0, for any w, which is arguably a natural property, reflecting in

a sense that the gradient noise has no preferred direction in RN . The sharp spike at the origin in the

spectral density of deep neural network Hessians suggests that generically∫
d(µb ⊞ν)(λ) log |λ| < 0. (8.134)

We claim it is reasonable to expect the gradient (and Hessian) variance to be increasing in ∥w∥2.

Indeed, consider the general form of the simplest deep neural network, a multi-layer perceptron:

fw(x) =σ(b(L) +W (L)σ(b(L−1) +W (L−1) . . .σ(b(1) +W (1)x) . . .)) (8.135)

where all of the weight matrices W (l ) and bias vectors b(l ) combine to give the weight vector w.

Viewing x as a random variable, making f a random function of w, we expect from the above that

the variance in fw is generally increasing in ∥w∥2, and so therefore similarly with Lbatch.
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Overall it follows that φw(−s(b)−1∇Ltrue) is generally decreasing in ∥∇Ltrue∥, but the maximum

value at φw(0) is decreasing in ∥w∥2. The picture is therefore that the loss surface is simple and

without critical points in regions for which ∇Ltrue is far from 0. In neighbourhoods of ∇Ltrue = 0,

the loss surface may become complex, with exponentially many critical points, however if ∥w∥2 is

too large then the loss surface may still be without critical points. In addition, the effect of larger

batch size (and hence larger s(b)−1) is to simplify the surface. These considerations indicate that

deep neural network loss surfaces are simplified by over-parametrisation, leading to the spike in

the Hessian spectrum and thus (8.134). The simple fact that neural networks’ construction leads

gradient noise variance to increase with ∥w∥2 has the effect of simplifying the loss landscape far

from the origin of weight space, and even precluding the existence of any critical points of the batch

loss.

8.5 Implications for curvature from local laws

Consider a general stochastic gradient update rule with curvature-adjusted preconditioning:

wt+1 =wt −αB−1
t ∇L(wt ) (8.136)

where recall that L(w) is the batch loss, viewed as a random function on weight space. Bt is some

preconditioning matrix which in practice would be chosen to somehow approximate the curvature of

L. Such methods are discussed at length in [Mar16a] and also describe some of the most successful

optimisation algorithms used in practice, such as Adam [KB14]. The most natural choice for Bt is

Bt =∇2L(wt ), namely the Hessian of the loss surface. In practice, it is standard to include a damping

parameter δ> 0 in Bt , avoid divergences when inverting. Moreover, typically Bt will be constructed

to be some positive semi-definite approximation to the curvature such as the generalised Gauss

Newton matrix [Mar16a], or the diagonal gradient variance form used in Adam [KB14]. Let us

now suppose that Bt = Bt (δ) = Ĥt +δ, where Ĥt is some chosen positive semi-definite curvature

approximation and δ> 0. We can now identify Bt (δ)−1 as in fact the Green’s function of Ĥt , i.e.

Bt (δ)−1 =−(−δ− Ĥt )−1 =−Gt (−δ). (8.137)

But Gt is precisely the object used in the statement of a local law on for Ĥt . Note that ∇L(wt ) is a

random vector and however Ĥt is constructed, it will generally be a random matrix and dependent

on ∇L(wt ) in some manner that is far too complicated to handle analytically. As we have discussed

at length hitherto, we conjecture that a local law is reasonable assumption to make on random

matrices arising in deep neural networks. In particular in Chapter 7 [BGK22] we demonstrated

universal local random matrix theory statistics not just for Hessians of deep networks but also

for Generalised Gauss-Newton matrices. Our aim here is to demonstrate how a local law on Ĥt

dramatically simplifies the statistics of (8.136). Note that some recent work [WHS22] has also made

use of random matrix local laws to simplify the calculation of test loss for neural networks.
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A local law on Ĥt takes the precise form (for any ξ,D > 0

sup
∥u∥,∥v∥=1,z∈S

P

(
|uT G(z)v−uTΠ(z)v| > Nξ

(
1

Nη
+

√
ℑgµ(z)

Nη

))
⩽ N−D (8.138)

where

S = {
E + iη ∈C | |E |⩽ω−1, N−1+ω⩽ η⩽ω−1} (8.139)

µ is the limiting spectral measure of Ĥt and, crucially, Π is a deterministic matrix. We will use the

following standard notation to re-express (8.138)

|uT G(z)v−uTΠ(z)v| ≺ΨN (z), ∥u∥,∥v∥ = 1, z ∈S, (8.140)

where ΨN (z) = 1
Nη +

√
ℑgµ(z)

Nη and the probabilistic statement, valid for all ξ,D > 0 is implicit in the

symbol ≺. In fact, we will need the local law outside the spectral support, i.e. at z = x + iη where

x ∈R\supp(µ). In that case ΨN (z) is replaced by 1
N (η+κ) where κ is the distance of x from supp(µ)

on the real axis, i.e.

|uT G(z)v−uTΠ(z)v| ≺ 1

N (η+κ)
, ∥u∥,∥v∥ = 1, x ∈R\supp(µ). (8.141)

For δ> 0 this becomes

|uT G(−δ)v−uTΠ(−δ)v| ≺ 1

Nδ
∥u∥2∥v∥2 (8.142)

for δ> 0 and now any u,v. Applying this to (8.136) gives

|uT B−1
t ∇L(wt )−uTΠt (−δ)∇L(wt )| ≺ 1

Nδ
∥u∥2∥∇L(wt )∥2. (8.143)

Consider any u with ∥u∥2 =α, then we obtain

|uT B−1
t ∇L(wt )−uTΠt (−δ)∇L(wt )| ≺ α∥∇L(wt )∥2

Nδ
. (8.144)

Thus with high probability, for large N , we can replace (8.136) by

wt+1 =wt −αΠt (−δ)∇L(wt ) (8.145)

incurring only a small error, provided that

δ>> ∥∇L(wt )∥2

N
α. (8.146)

Note that the only random variable in (8.145) is ∇L(wt ). If we now consider the case ∇L(wt ) =
∇L̄(wt )+g(wt ) for deterministic L̄, then

wt+1 =wt −αΠt (−δ)∇L̄(wt )−αΠt (−δ)g(wt ) (8.147)
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and so the noise in the parameter update is entirely determined by the gradient noise. Moreover

note the linear dependence on g in (8.147). For example, a Gaussian model for g immediately yields

a Gaussian form in (8.147), and e.g. if Eg = 0, then

E(wt+1 −wt ) =−αΠt (−δ)E∇L(wt ). (8.148)

A common choice in practice for Ĥ is a diagonal matrix, e.g. the diagonal positive definite curva-

ture approximation employed by Adam [KB14]. In such cases, Ĥ is best viewed as an approximation

to the eigenvalues of some positive definite curvature approximation. The next result establishes

that a local law assumption on a general curvature approximation matrix can be expected to transfer

to an analogous result on a diagonal matrix of its eigenvalues.

Proposition 8.1. Suppose that Ĥ obeys a local law of the form (8.141). Define the diagonal matrix D such

that Di
d=λi where {λi }i are the sorted eigenvalues of Ĥ . Let GD (z) = (z −D)−1 be the resolvent of D . Let

q j [µ] be the j -th quantile of µ, the limiting spectral density of Ĥ , i.e.∫ q j [µ]

−∞
dµ(λ) = j

N
. (8.149)

Then D obeys the local law

|(GD )i j −δi j (z −q j [µ])−1| ≺ 1

N 2/3(κ+η)2
, z = x + iη, x ∈R\supp(µ), (8.150)

where κ is the distance of x from supp(µ). Naturally, we can redefine Di =λσi for any permutation σ ∈ SN

and the analogous statement replacing q j [µ] with qσ( j ) will hold.

Proof. As in [EY17a], the local law (8.140), (8.141) is sufficient to obtain rigidity of the eigenvalues in

the bulk, i.e. for any ε,D > 0

P
(
∃ j | |λ j −q j [µ]|⩾ Nε

[
min( j , N − j +1)

]−1/3 N−2/3
)
⩽ N−D . (8.151)

Then we have ∣∣∣∣ 1

z −λ j
− 1

z −q j [µ]

∣∣∣∣= ∣∣∣∣ λ j −q j [µ]

(z −λ j )(z −q j [µ])

∣∣∣∣ . (8.152)

For z = x + iη and x at a distance κ> 0 from supp(µ)

|z −q j [µ]|2 ⩾ η2 +κ2 ⩾
1

2
(η+κ)2, (8.153)

and the same can be said for |z −q j [µ]|2 with high probability, by applying the rigidity (8.151). A

second application of rigidity to |λ j −q j [µ]| gives∣∣∣∣ 1

z −λ j
− 1

z −q j [µ]

∣∣∣∣≺ 1

N 2/3 min( j , N − j +1)1/3(κ+η)2
(8.154)

which yields the result. ■
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With this result in hand, we get the generic update rule akin to (8.147), with high probability

wt+1 =wt −α diag
(

1

π j +δ
)
∇L̄(wt )−α diag

(
1

π j +δ
)
g(wt ) (8.155)

where {π j }N
j=1 are the eigenvalues of Πt (0) and we emphasise again that the π j are deterministic; the

only stochastic term is the gradient noise g(wt ).

Implications for preconditioned stochastic gradient descent The key insight from this section

is that generic random matrix theory effects present in preconditioning matrices of large neural

networks can be expected to drastically simplify the optimisation dynamics due to high-probability

concentration of the pre-conditioning matrices around deterministic equivalents, nullifying the

statistical interaction between the pre-conditioning matrices and gradient noise. Moreover, with this

interpretation, the damping constant typically added to curvature estimate matrices is more than a

simple numerical convenience: it is essential to yield the aforementioned concentration results.

As an example of the kind of analysis that the above makes possible, consider the results of

Chapter 5 (or see [Gra+21] for more details) . The authors consider a Gaussian process model for the

noise in the loss surface, resulting in tractable analysis for convergence of stochastic gradient descent

in the presence of statistical dependence between gradient noise in different iterations. Such a model

implies a specific form of the loss surface Hessian and its statistical dependence on the gradient

noise. This situation is a generalisation of the spin glass model exploited in various works [Cho+15]

and in Chapters 3 and 4, except that in those cases the Hessian can be shown to be independent

of the gradients. Absent the very special conditions that lead to independence, one expects the

analysis to be intractable, hence why in Chapter 5 we restrict to stochastic gradient descent without

preconditioning, or simply assume a high probability concentration on a deterministic equivalent.

To make this discussion more concrete, consider a model L = Ltrue+V where V is a Gaussian process

with mean 0 and covariance function

K (x,x′) = k

(
1

2
∥x−x′∥2

2

)
q

(
1

2
(∥x∥2

2 +∥x′∥2
2)

)
, (8.156)

where k is some decreasing function and q some increasing function. The discussion at the end of

the previous section suggests that the covariance function for loss noise should not be modelled as

stationary, hence the inclusion of the function q in (8.156). For convenience define ∆= 1
2 (∥x−x′∥2

2)

and S = 1
2 (∥x∥2

2 +∥x′∥2
2). Then it is a short exercise in differentiation to obtain

Cov
(
∂i V (w),∂ j V (w)

)=Cov
(
∂i V (w),∂ j V (w′)

)∣∣∣∣
w=w′

= ∂2

∂wi∂w ′
j

K (w,w′)
∣∣∣∣
w=w′

=−k ′(0)q(∥w∥2)δi j +k(0)q ′′(∥w∥2
2)wi w j . (8.157)
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and moreover

Cov
(
∂i l V (w),∂ j V (w)

)=Cov
(
∂i l V (w),∂ j V (w′)

)∣∣∣∣
w=w′

= ∂3

∂wi∂wl∂w ′
j

K (w,w′)
∣∣∣∣
w=w′

=−k ′(0)q ′(∥w∥2
2)wlδi j +q ′′′(∥w∥2

2)k(0)wi wl w ′
j −k ′(0)q ′(∥x∥2)wiδ j l .

(8.158)

Hence we see that the gradients of L and its Hessian are statistically dependent by virtue of the

non-stationary structure of V . Putting aside issues of positive definite pre-conditioning matrices,

and taking δ such that (∇2L +δ)−1 exists (almost surely) for large N , it would appear that the

distribution of (∇2L+δ)−1∂V will be complicated and non-Gaussian, assuming no extra information

about the statistical interaction between the resolvent matrix and the gradient. This example

concretely illustrates our point: even in almost the simplest case, where the gradient noise is Gaussian,

the pre-conditioned gradients are generically considerably more complicated and non-Gaussian.

Moreover, centred Gaussian noise on gradient is transformed into generically non-centred noise by

pre-conditioning. Continuing the differentiation above, it is elementary to obtain the covariance

structure of the Hessian ∇2V , though the expressions are not instructive. Crucially, however, the

Hessian is Gaussian and the covariance of any of its entries is O(1) (in large N ), so the conditions in

Example 2.12 of [EKS19] apply to yield an optimal local law on the Hessian, which in turn yields the

above high-probability concentration of (∇2L+δ)−1 provided that δ is large enough. This argument

ratifies an intuition from random matrix theory, that for large N the resolvent matrix (∇2L+δ)−1 is

self-averaging and will be close, with high probability, to some deterministic equivalent matrix.

8.6 Conclusion

In this chapter we have considered several aspects of so-called universal random matrix theory

behaviour in deep neural networks. Motivated by prior experimental results, we have introduced a

model for the Hessians of DNNs that is more general than any previously considered and, we argue,

actually flexible enough to capture the Hessians observed in real-world DNNs. Our model is built

using random matrix theory assumptions that are more general than those previously considered and

may be expected to hold in quite some generality. By proving a new result for the addition of random

matrices, using a novel combination of quantum unique ergodicity and the supersymmetric method,

we have derived expressions for the spectral outliers of our model. Using Lanczos approximation

to the outliers of large, practical DNNs, we have compared our expressions for spectral outliers to

data and demonstrated strong agreement for some DNNs. As well as corroborating our model, this

analysis presents indirect evidence of the presence of universal local random matrix statistics in

DNNs, extending earlier experimental results. Our analysis also highlights a possibly interesting

distinction between some DNN architectures, as Resnet architectures appear to better agree with our
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theory than other architectures and Resnets have been previously observed to have better-behaved

loss surfaces than many other architectures.

We also presented quite general arguments regarding the number of local optima of DNN

loss surfaces and how ‘rough’ or ‘smooth’ such surfaces are. Our arguments build on a rich history

of complexity calculations in the statistical physics and mathematics literature but, rather than

performing detailed calculations in some specific, highly simplified toy model, we instead present

general insights based on minimal assumptions. Finally we highlight an important area where random

matrix local laws, an essential aspect of universality, may very directly influence the performance of

certain popular optimisation algorithms for DNNs. Indeed, we explain how numerical damping,

combined with random matrix local laws, can act to drastically simplify the training dynamics of

large DNNs.

Overall this chapter demonstrates the relevance of random matrix theory to deep neural networks

beyond highly simplified toy models. Moreover, we have shown how quite general and universal

properties of random matrices can be fruitfully employed to derive practical, observable properties

of DNN spectra. This work leaves several challenges for future research. All of our work relies on

either local laws for e.g. DNN Hessians, or on matrix determinant self-averaging results. Despite

the considerable progress towards establishing local laws for random matrices over the last decade

or-so, it appears that establishing any such laws for, say, the Hessians of any DNNs is quite out of

reach. We expect that the first progress in this direction will come from considering DNNs with

random i.i.d. weights and perhaps simple activation functions. Based on the success of recent works

on random DNNs [PS20], we conjecture that the Gram matrices of random DNN Jacobians may

be the simplest place to establish a local law, adding to the nascent strand of nonlinear random matrix

theory [PW17; BP19; PS20]. We also believe that there is more to be gained in further studies of

forms of random matrix universality in DNNs. For example, our ideas may lead to tractable analysis

of popular optimisation algorithms such as Adam [KB14] as the problem is essentially reduced to

deriving a local law for the gradient pre-conditioning matrix and dealing with the gradient noise.
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A
Neural networks with general activation functions: supplementary

This appendix provides supporting material for Chapter 3.

A.1 Specific expression for the low-rank perturbation matrix

The the rank-2 N −1×N −1 matrix S arises throughout the course of Sections 3.2 and 3.3 and

Lemma 3.4. The specific value of S is not required at any point during our calculations and, even

though its eigenvalues appear in the result of Theorem 3.4, it is not apparent that explicit expressions

for its eigenvalues would affect the practical implications of the theorem. These considerations

notwithstanding, in this supplementary section we collate all the expressions involved in the devel-

opment of S from the modeling of the activation function in Section 3.2 through to Lemma 3.4.

Beginning at the final expression for S in Lemma 3.4

Si j = 1p
2(N −1)H(H −1)

(
ξ3 +ξ2(δi 1 +δ j 1)+ξ1δi 1δ j 1

)
, (A.1)

where, recalling the re-scaling (3.53),

ξ0 =
H∑
ℓ=1

N−ℓ/2ρ(N )
ℓ

(A.2)

ξ1 =
H−2∑
ℓ=1

N−ℓ/2ρ(N )
ℓ

[(H −ℓ)(H −ℓ−1)+1] (A.3)

ξ2 =
H−2∑
ℓ=1

N−ℓ/2ρ(N )
ℓ

(H −ℓ−2) (A.4)

ξ3 =
H−2∑
ℓ=1

N−ℓ/2ρ(N )
ℓ

(A.5)
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SUPPLEMENTARY

The ρℓ were defined originally in (3.36) and re-scaled around (3.43) so that

ρℓ =
EA(ℓ)

i , j

EAi , j
(A.6)

where Ai , j are discrete random variables taking values in

A :=
{

H∏
i=1

α ji : j1, . . . , jH ∈ {1, . . . ,L}

}
(A.7)

and A(ℓ)
i , j take values in

A(ℓ) :=
{
βk

H−ℓ∏
r=1

α jr : j1, . . . , jH−ℓ,k ∈ {1, . . . ,L}

}
(A.8)

but we have not prescribed the mass function of the Ai , j or A(ℓ)
i , j . Lastly recall that the α j ,β j are

respectively the slopes and intercepts of the piece-wise linear function chosen to approximate the

activation function f .

A.2 Experimental details

In this section we give further details of the experiments presented in Section 3.2.4.

The MLP architecture used consists of hidden layers of sizes 1000,1000,500,250. The CNN

architecture used is a standard LeNet style architecture:

1. 6 filters of size 4×4.

2. Activation.

3. Max pooling of size 2×2 and stride 2.

4. 16 filters of size 4×4.

5. Activation.

6. Max pooling of size 2×2 and stride 2.

7. 120 filters of size 4×4.

8. Activation.

9. Dropout.

10. Fully connected to size 84.

11. Activation
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12. Dropout.

13. Fully connected to size 10.

The activation functions used were the ubiquitous ReLU defined by

ReLU(x) = max(0, x), (A.9)

and HardTanh defined by

HardTanh(x) =


x for x ∈ (−1,1),

−1 for x ⩽−1,

1 for x ⩾ 1,

(A.10)

and a custom 5 piece function f5 with gradients 0.01,0.1,1,0.3,0.03 on (−∞,−2), (−2,−1), (−1,1), (1,2), (2,∞)

respectively, and f5(0) = 0. We implemented all the networks and experiments in PyTorch [Pas+17]

and our code is made available in the form of a Python notebook capable of easily reproducing all

plots1.

1https://github.com/npbaskerville/loss-surfaces-general-activation-functions.
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B
A spin glass model for generative adversarial networks:

supplemetary

This appendix provides supporting material for Chapter 4.

B.1 Bipartite spin-glass formulation

Recalling the expression for ℓ(G), one could argue that a more natural formulation would be

ℓ(G)(w(D),w(G)) =
ND∑

i1,...,ip=1

NG∑
j1,..., jq=1

Zi1,...,ip , j1,..., jq

p∏
k=1

w (D)
ik

q∏
l=1

w (G)
jl

for i.i.d. Gaussian Z . In this case, each term in the sum contains exactly p weights from the

discriminator network and q weights from the generator. This object is known as a bipartite spin

glass. We will now present the Gaussian calculations. We need the joint distributions(
ℓ(D),∂(D)

i ℓ(D),∂(D)
j k ℓ

(D)
)

,
(
ℓ(G),∂(G)

i ℓ(G),∂(G)
j k ℓ

(G),∂(D)
l ℓ(G),∂(D)

mnℓ
(G)

)
where the two groups are independent from of each other. As in [AAC13], we will simplify the

calculation by evaluating in the region of the north poles on each hyper-sphere. ℓ(D) behaves just

like a single spin glass, and so we have [AAC13]:

V ar (ℓ(D)) = 1, (B.1)

Cov(∂(D)
i ℓ(D),∂(D)

j k ℓ
(D)) = 0, (B.2)

∂(D)
i j ℓ

(D) | {ℓ(D) = xD } ∼√
(ND −1)p(p −1)GOE ND−1 −xD pI , (B.3)

Cov(∂(D)
i ℓ(D),∂(D)

j ℓ(D)) = pδi j . (B.4)
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To find the joint and thence conditional distributions for ℓ(G), we first compute the covariance

function, which follows from the independence of the Z :

Cov(ℓ(G)(w(D),w(G)),ℓ(G)(w(D)′,w(G)′)) (B.5)

=
ND∑

i1,...,ip=1
i ′1,...,i ′p=1

NG∑
j1,..., jq=1
j ′1,..., j ′q=1

EZiiZi′j ′
p∏

k=1
w (D)

ik
w (D)

i ′k

′ q∏
l=1

w (G)
jl

w (G)
j ′l

′
(B.6)

=
ND∑

i1,...,ip=1

NG∑
j1,..., jq=1

p∏
k=1

w (D)
ik

w (D)
ik

′ q∏
l=1

w (G)
jl

w (G)
jl

′
(B.7)

=(w(D) ·w(D)′)p (w(G) ·w(G)′)q (B.8)

The product structure of the covariance function implies that we can write down the following

covariances directly from the simple spin-glass case, as the ∂(D) and ∂(G) derivatives act independently

on their respective terms:

V ar (ℓ(G)) = 1, (B.9)

Cov(∂(G)
i j ℓ

(G),ℓ(G)) =−qδi j , (B.10)

Cov(∂(D)
i j ℓ

(G),ℓ(G)) =−pδi j , (B.11)

Cov(∂(G)
i j ℓ

(G),∂(G)
kl ℓ

(G)) = q(q −1)
(
δi kδ j l +δi lδ j k

)+q2δi jδkl , (B.12)

Cov(∂(D)
i j ℓ

(G),∂(D)
kl ℓ

(G)) = p(p −1)
(
δi kδ j l +δi lδ j k

)+p2δi jδkl , (B.13)

Cov(∂(G)
i j ℓ

(G),∂(D)
kl ℓ

(G)) = pqδi jδkl , (B.14)

Cov(∂(G)
i ∂(D)

j ℓ(G),∂(G)
k ∂(D)

l ℓ(G)) = pqδi kδ j l , (B.15)

Cov(∂(G)
i j ℓ

(G),∂(G)
k ∂(D)

l ℓ(G)) = 0 (B.16)

Cov(∂(D)
i j ℓ

(G),∂(D)
k ∂(G)

l ℓ(G)) = 0, (B.17)

Cov(∂(D)
i ∂(G)

j ℓ(G),ℓ(G)) = 0. (B.18)

Also, all first derivatives of ℓ(G) are clearly independent of ℓ(G) and its second derivatives by the same

reasoning and

Cov(∂(G)
i ℓ(G),∂(G)

j ℓ(G)) = qδi j , (B.19)

Cov(∂(D)
i ℓ(G),∂(D)

j ℓ(G)) = pδi j , (B.20)

Cov(∂(D)
i ℓ(G),∂(G)

j ℓ(G)) = 0. (B.21)

We caw deduce the full gradient covariances, recalling that ℓ(D) and ℓ(G) are independent:

Cov(∂(D)
i L(D),∂(D)

j L(D)) = p(1+σ2
z )δi j (B.22)

Cov(∂(G)
i L(G),∂(G)

j L(G)) =σ2
z qδi j (B.23)

Cov(∂(D)
i L(D),∂(G)

j L(G)) = 0 (B.24)
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and so

ϕ(∇D L(D),∇G L(G))(0) = (2π)−
N−2

2
(
p +σ2

z p
)− ND−1

2
(
σ2

z q
)− NG−1

2 . (B.25)

We need now to calculate the joint distribution of (∂(D)
i j ℓ

(G),∂(G)
kl ℓ

(G)) conditional on {ℓ(G) = xG }.

Denote the covariance matrix for (∂(D)
i j ℓ

(G),∂(G)
kl ℓ

(G),ℓ(G)) by

Σ=
(
Σ11 Σ12

Σ21 Σ22

)
(B.26)

where

Σ11 =
(

p(p −1)(1+δi j )+p2δi j pqδi jδkl

pqδi jδkl q(q −1)(1+δkl )+q2δkl

)
, (B.27)

Σ12 =−
(

pδi j

qδkl

)
, (B.28)

Σ21 =−
(

pδi j qδkl

)
, (B.29)

Σ22 = 1. (B.30)

The conditional covariance is then

Σ̄=Σ11 −Σ12Σ
−1
22Σ21 (B.31)

=
(

p(p −1)(1+δi j ) 0

0 q(q −1)(1+δkl )

)
. (B.32)

Repeating this calculation for (∂(G)
i j ℓ

(G),∂(G)
kl ℓ

(G),ℓ(G)) demonstrates that ∇2
Gℓ

(G) | {ℓ(G) = xG } has

independent entries, up-to symmetry. The result (B.32) demonstrates that, conditional on {ℓ(G) =
xG }, ∇2

Gℓ
(G) and ∇2

Dℓ
(G) are independent GOEs. In summary, from (B.32) and (B.15-B.17) we

obtain(
−∇2

Dℓ
(G) −∇G∇Dℓ

(G)

∇D∇Gℓ
(G) ∇2ℓ(G)

)
| {ℓ(G) = xG }

d=p
2

( p
ND −1

√
p(p −1)M (D) −2−1/2ppqG

2−1/2ppqGT p
NG −1

√
q(q −1)M (G)

)

−xG

(
−pIND 0

0 q ING

)
(B.33)

where M (D) ∼ GOE ND−1 and M (G) ∼ GOE NG−1 are independent GOEs and G is an independent

ND −1×NG −1 Ginibre matrix with entries of unit variance.

At this point a problem becomes apparent. Suppose that q ⩽ p, then the variance of the lower-

right block is strictly less than that of the off diagonal blocks. If we proceed with the strategy in

the main text, there is no way of decomposing the lower-right block as a sum of two independent

smaller variance GOEs with one matching the variance of the off diagonal blocks. Similarly, if

259



APPENDIX B. A SPIN GLASS MODEL FOR GENERATIVE ADVERSARIAL NETWORKS:
SUPPLEMETARY

q > p, then the final Hessian involving L(D),L(G) will have lower-variance in the upper-left block

than the off-diagonals unless very specific undesirable conditions hold on p, q and σz . In either of

these cases, we cannot decompose the final Hessian as a sum of a large N −2×N −2 GOE and some

smaller GOEs in the upper-left or lower-right blocks. We would therefore have to truly compute

the Ginibre averages in the supersymmetric method, which we believe is intractable.

We could complete the complexity calculation via the methods of chapter 4 supposing that the

appropriate conditions hold on p, q and σz . It would look much the same as the calculation in the

main text, though the resulting polynomial for the spectral density would be different. Since this work

was completed, the complexity results for bipartite spin glasses were obtained in [McK21] using an

entirely new method developed in the companion paper [ABM21a]. Applying this method arguably

presents more technical hurdles than the supersymmetric approach to complexity calculations,

however it is much more general and can be applied to the above model for any p, q and σz .

B.2 Extra plots

This section contains some extra plots to back up the comparisons between our model’s predictions

and the experimental DCGAN results in Section 4.5.2. In particular, we produce versions of the

plots in Figures 4.8 and 4.9 but for various values of p and q other than p = q = 5. Since p = q = 5

is the structurally correct choice for the DCGAN, it is natural to ask if any agreement between

theory and experiment is most closely obtained with p = q = 5. Figure B.4 shows that the model has

the same deficiency in κ for all p, q values tested. Figure B.3 shows best agreement for p = q = 5,

p = 3, q = 7 and p = 7, q = 3, and similarly in Figure B.2. There is perhaps weak evidence that the

role of p and q as representing the number of layers in the networks has some merit experimentally.
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Figure B.1: The effect of σz on minimum LD . Comparison of theoretical predictions of minimum
possible discriminator and generator losses to observed minimum losses when training DCGAN on
CIFAR10. The blue cross-dashed lines show the experimental DCGAN results, and the solid red
show the theoretical results ϑG ,ϑD . κ= 0.5 is used and p, q are varied.
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Figure B.2: The effect of σz on minimum LG . Comparison of theoretical predictions of minimum
possible discriminator and generator losses to observed minimum losses when training DCGAN on
CIFAR10. The blue cross-dashed lines show the experimental DCGAN results, and the solid red
show the theoretical results ϑG ,ϑD . κ= 0.5 is used and p, q are varied.
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Figure B.3: The effect of κ on minimum LD . Comparison of theoretical predictions of minimum
possible discriminator and generator losses to observed minimum losses when training DCGAN on
CIFAR10. The blue cross-dashed lines show the experimental DCGAN results, and the solid red
show the theoretical results ϑG ,ϑD . σz = 1 is used and p, q are varied.
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Figure B.4: The effect of κ on minimum LG . Comparison of theoretical predictions of minimum
possible discriminator and generator losses to observed minimum losses when training DCGAN on
CIFAR10. The blue cross-dashed lines show the experimental DCGAN results, and the solid red
show the theoretical results ϑG ,ϑD . σz = 1 is used and p, q are varied.
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Appearance of local random matrix statistics: supplementary

This appendix provides supporting material for Chapter 7.

C.1 Extra Figures and Degeneracy Investigation

Figure C.5 compares the effect of degeneracy on unfolded spacings in each of the 3 cases considered.

We see that the logistic MNIST models (trained and untrained) have a much greater level of

degeneracy, whereas the CIFAR10-Resnet34 spectra clearly have GOE spacings even without any

cut-off. Figures C.2–C.4 show further unfolded spacing and spacing ratio results like those in the

main text.
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Figure C.1: Unfolded spacings for the Hessian of a logistic regression trained on MNIST. Hessian
computed batches of size 64 of the training and test datasets.
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Figure C.2: Consecutive spacing ratios for the Hessian of a logistic regression trained on MNIST.
Hessian computed batches of size 64 of the training and test sets, and over the whole train and test
sets.
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Figure C.3: Unfolded spacings for the Hessian of a randomly initialised logistic regression for
MNIST. Hessian computed batches of size 64 of the training and test datasets.
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Figure C.4: Consecutive spacing ratios for the Hessian of a randomly initialised logistic regression
for MNIST. Hessian computed batches of size 64 of the training and test sets, and over the whole
train and test sets.
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Figure C.5: Unfolded spacings for the Hessian of a logistic regression. Showing MNIST (top),
untrained MNIST (middle) and Resnet34 embedded CIFAR10 (bottom). Comparing the effect of a
cuff-off for very small eigenvalues.
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C.2 Experimental details

C.2.1 Network architectures

Logistic regression (MNIST)

1. Input features 784 to 10 output logits.

2-layer MLP (MNIST)

1. Input features 784 to 10 neurons.

2. 10 neurons to 100 neurons.

3. 100 neurons to 10 output logits.

3-layer MLP (MNIST)

1. Input features 784 to 10 neurons.

2. 10 neurons to 100 neurons.

3. 100 neurons to 100 neurons.

4. 100 neurons to 10 output logits.

Logistic regression on ResNet features (CIFAR10)

1. Input features 513 to 10 neurons.

LeNet (CIFAR10)

1. Input features 32x32x3 through 5x5 convolution to 6 output channels.

2. 2x2 max pooling of stride 2.

3. 5x5 convolution to 16 output channels.

4. 2x2 max pooling of stride 2.

5. Fully connection layer from 400 to 120.

6. Fully connection layer from 120 to 84.

7. Fully connection layer from 84 to output 10 logits.

MLP (CIFAR10)
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1. 3072 input features to 10 neurons.

2. 10 neurons to 300 neurons.

3. 300 neurons to 100 neurons.

MLP (Bike)

1. 13 input features to 100 neurons.

2. 100 neurons to 100 neurons.

3. 100 neurons to 50 neurons.

4. 50 neurons to 1 regression output.

C.2.2 Other details

All networks use the same (default) initialisation of weights in PyTorch, which is the ‘Kaiming

uniform’ method of [He+15]. All networks used ReLU activation functions.

C.2.3 Data pre-processing

For the image datasets MNIST and CIFAR10 we use standard computer vision pre-processing,

namely mean and variance standardisation across channels. We refer to the accompanying code for

the precise procedure

The Bike dataset has 17 variables in total, namely: instant, dteday, season, yr, mnth, hr,

holiday, weekday, workingday, weathersit, temp, atemp, hum, windspeed, casual, registered,

cnt. All variables are either positive integers or real numbers. It is standard to view cnt as the

regressand, so one uses some or all of the remaining features to predict cnt. This is the approach we

take, however we slightly reduce the number of features by dropping instant, casual, registered,

since instant is just an index and casual+registered=cnt, so including those features would

render the problem trivial. We map dteday to a integer uniquely representing the date and we

standardise cnt by dividing by its mean.
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Universal characteristics of loss surfaces: supplementary

This appendix provides supporting material for Chapter 8 including full details of the experimental

set-up and analysis for the outlier experiments.

D.1 Architectures and training of models.

We use the GPU powered Lanczos quadrature algorithm [Gar+18; MS06], with the Pearlmutter trick

[Pea94] for Hessian vector products, using the PyTorch [Pas+17] implementation of both Stochastic

Lanczos Quadrature and the Pearlmutter. We then train a 16 Layer VGG CNN [SZ14] with

P = 15291300 parameters and the 28 Layer Wide Residual Network [ZK16; He+16] architectures

on the CIFAR-100 dataset [KH+09] (45,000 training samples and 5,000 validation samples) using

SGD. We use the following learning rate schedule:

αt =


α0, if t

T ⩽ 0.5

α0[1− (1−r )( t
T −0.5)

0.4 ] if 0.5 < t
T ⩽ 0.9

α0r, otherwise.

(D.1)

We use a learning rate ratio r = 0.01 and a total number of epochs budgeted T = 300. We further use

momentum set to ρ = 0.9, a weight decay coefficient of 0.0005 and data-augmentation on PyTorch

[Pas+17].

D.2 Implementation of constraints

As mentioned in the main text, one of the three weights of the linear model fit in the outlier analysis,

β, is constrained to be positive, as it corresponds to a second cumulant, i.e. a variance, of a probability
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measure. Recall that the linear model’s parameters are solved exactly as functions of the unknown

θ(i ), and these parameters are in turn optimised using gradient descent. β is unconstrained during

the linear solve, but its value is determined by the θ(i ), so to impose the constraint β> 0 we add to

the mean squared error loss the term

β= 1000max(0,−β) (D.2)

which penalises negative β values and is minimised at any non-negative value. The factor 1000 was

roughly tuned by hand to give consistently positive values for β.

There is also the constraint that θ(i ) > θ(i+1) > 0 for all i . This is imposed simply using a re-

parametrisation. We introduce unconstrained raw value t (i ) taking values in R and define

θ(i ) =
i∑

j=1
log(1+exp(t ( j ))),

then the gradient descent optimisation is simply performed over the t (i ).

D.3 Fitting of outlier model

We optimise the mean squared error with respect to the raw parameters t (i ) using 200 iterations of

Adam [KB14] with a learning rate of 0.2. The learning rate was chosen heuristically by increasing in

steps until training became unstable. The number of iterations was chosen heuristically as being

comfortably sufficient to obtain convergence of Adam. The raw parameters t (i ) were initialised by

drawing independently from a standard Gaussian. The t (i ) were initialised and trained using the

above method 20 times and the values with the lowest mean squared error were chosen.
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A random matrix approach to damping in deep learning:

supplementary

This appendix provides some extra training plots in support of Chapter 6.
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Figure E.1: Training/test error of LanczosOPT/Gradient Descent (LOPT/GD) optimisers for
logistic regression on the MNIST dataset with fixed learning rate α= 0.01 across different damping
values, δ. LOPT[η] denotes a modification to the LOPT algorithm that perturbs a subset of update
directions by a factor of η. Best viewed in colour.
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Figure E.2: Training/test error of LanczosOPT/Gradient Descent (LOPT/GD) optimisers for
logistic regression on the FashionMNIST dataset with fixed learning rate α= 0.01 across different
damping values, δ. LOPT[η] denotes a modification to the LOPT algorithm that perturbs a subset
of update directions by a factor of η. Best viewed in colour.
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