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Abstract 

Bacteria are highly social organisms that frequently engage in cooperative and competitive 

interactions to successfully survive and reproduce. Examples include cell-to-cell 

communication, nutrient scavenging, and chemical warfare. However, the vast majority of our 

understanding of bacterial sociality has come from the laboratory strains of a small number of 

gram-negative social evolution model organisms, such as Pseudomonas spp. and Escherichia 

coli. In my thesis, I aim to expand our understanding of bacterial sociality in natural populations 

and further across the bacterial tree of life. I do this using two different approaches. Firstly, I 

use laboratory experiments and sequence analysis to study the evolution and ecology of 

bacteriocin-mediated competition in natural S. aureus populations, sampled as part of a 

carriage study on human nasal passages. Theory and laboratory experiments to date have 

provided extensive evidence that bacteriocin production plays a key role in determining the 

competitive dynamics of bacterial strains, however evidence from natural populations to 

support this hypothesis is lacking. I find that inhibitory strains were associated with the 

propensity to displace competing strains from the nasal cavity, which occurs despite inhibitory 

activity not being displayed by the majority of strains and targeting interspecific over 

intraspecific competitors. I also provide evidence for the genetic underpinnings of bacteriocin 

activity, by identifying five bacteriocin gene clusters associated with inhibition. Secondly, I 

use a comparative approach to study the role of horizontal gene transfer in stabilising 

cooperation across bacteria. Bacterial cooperation is typically mediated by the secretion of 

extracellular public goods, which are costly molecules that provide a fitness benefit to 

neighbouring cells. Cooperation can be destabilised by the invasion of selfish ‘cheats’ that reap 

the benefit of public good production without paying a cost. It is widely accepted that 

horizontal gene transfer, especially via plasmids, can allow cooperators to ‘re-infect’ cheats 

with the gene for a cooperative trait, thus stabilising cooperation. Although theoretical and 

experimental studies have provided evidence to support this hypothesis, a comprehensive 

genomic study that controls for phylogenetic non-independence across species remains to be 

conducted. The results from our analysis of plasmid genes from 51 diverse bacterial species do 

not support the cooperation hypothesis across bacteria and are instead supportive of 

environmental variability as a determining factor in the relationship between horizontal gene 

transfer and extracellular proteins. Taken together, this thesis provides a body of work that 

emphasises the importance of testing predictions from theoretical and laboratory experiments 

in natural populations, and across diverse species.  
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Chapter 1. Introduction 

Social evolution theory 

Life is social. Living organisms frequently engage in social interactions with other individuals 

of the same and different species. A social interaction can be defined as a behaviour performed 

by one individual (an actor), that affects the fitness of another individual(s) (a recipient), and 

has evolved, at least in part, for that fitness effect (Hamilton, 1964; West et al., 2007c; Bourke, 

2011). Social interactions can affect the actor and recipient’s lifetime direct fitness (total 

number of offspring produced) in different ways, allowing them to be grouped into four broad 

categories (Hamilton, 1964) (Table. 1). ‘Mutually beneficial’ interactions increase the fitness 

of both the actor and recipient (+/+); ‘altruistic’ interactions increase the fitness of the recipient, 

but decrease the fitness of the actor (-/+); ‘selfish’ interactions increase the fitness of the actor, 

but decrease the fitness of the recipient (+/-); ‘spiteful’ interactions decrease the fitness of both 

the actor and recipient (-/-) (Hamilton, 1964; West et al., 2007c). The interactions can be 

grouped based on their effect on the recipient’s fitness: mutual benefit and altruism are the two 

forms of cooperation and act to increase recipient fitness; selfishness and spite are the two 

forms of conflict/competition and act to decrease recipient fitness (West et al., 2007c; Foster, 

2010). These categories represent all types of social interactions across the entire tree of life.  

Table 1. Hamilton’s classification of social interactions. Adapted from West et al. (2007c). 

Effect on 

actor

Effect on 

recipient

+

-

+ -

Mutual benefit Selfishness

Altruism Spite
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The observation of altruism in the natural world could not be explained by Darwin’s theory of 

natural selection and posed a challenging question for evolutionary biology: why would 

organisms be selected to reduce their own fitness to increase that of others? William D. 

Hamilton explained how altruism can be favoured in his seminal 1964 paper (Hamilton, 1964). 

Hamilton recognised that producing your own offspring (direct fitness) was not the only way 

to propagate genes into the next generation. Instead, given that individuals can share genes 

with other individuals to greater or lesser extents, increasing the reproductive success of 

individuals that share a high genetic similarity to you (indirect fitness) would also propagate 

your genes into the next generation. Therefore, instead of maximizing their direct fitness, 

Hamilton proposed that organisms are selected to maximise their ‘inclusive fitness’, which 

combines both direct and indirect components, and forms the basis of Hamilton’s ‘Inclusive 

Fitness Theory’ (Hamilton, 1964).  

Hamilton presented a rule for predicting the evolution of a social behaviour, known as 

‘Hamilton’s rule’: rb – c > 0, whereby ‘r’ is the coefficient of relatedness, representing the 

probability of two individuals sharing an allele for a social behaviour relative to the population 

average, ‘b’ is the benefit, in terms of the number of offspring gained by the recipient resulting 

from the social interaction, by ‘c’ is the cost, in terms of the number of offspring lost by the 

actor resulting from the social interaction (West et al., 2007c). Hamilton’s inclusive fitness 

theory (1964) was a monumental step for evolutionary biology, by extending Darwin’s theory 

of natural selection to explain the evolution of altruism.  

Sociomicrobiology 

Despite social evolution theory initially focusing on the social behaviour of animals (West et 

al., 2007b, 2007c; Bourke, 2011; Davies et al., 2012), over the last two to three decades we 
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have come to understand that microbes too are highly social organisms that engage in a variety 

of cooperative and competitive interactions, giving rise to the field of ‘sociomicrobiology’ 

(Griffin et al., 2004; West et al., 2006, 2007a; Nadell et al., 2008, 2016; Kümmerli et al., 

2009a, 2009b; Foster, 2010; Mitri & Foster, 2013; Ghoul et al., 2014; Ghoul & Mitri, 2016; 

Butaitė et al., 2017; Kramer et al., 2020; Figueiredo et al., 2022). For example, bacteria can 

perform cell-to-cell communication (Brown & Johnstone, 2001; Diggle et al., 2007), 

collectively scavenge for nutrients (Griffin et al., 2004; Willsey & Wargo, 2015; Kramer et al., 

2020), and kill one another using mechanisms of chemical warfare (Riley & Gordon, 1996, 

1999; Riley & Wertz, 2002; Kerr et al., 2002; Riley & Chavan, 2007; Cornforth & Foster, 

2013; Ghoul & Mitri, 2016; Granato et al., 2019). Bacteria live in complex communities, 

whereby due to their clonal reproduction via binary fission, they frequently interact with other 

genetically identical cells from the same species (i.e., cells of the same strain). However, given 

the sheer abundance and diversity in most habitats, they also frequently interact with non-

identical cells from the same and different species (West et al., 2006; Nadell et al., 2008, 2016; 

Mitri et al., 2011; Xavier, 2011; Mitri & Foster 2013). Social behaviours, both cooperative and 

competitive, are known to be important for the survival and reproduction of microbes in these 

complex environments (West et al., 2006; Nadell et al., 2008, 2016; Xavier, 2011; Mitri & 

Foster, 2013; Ghoul & Mitri, 2016; Dragoš et al., 2018; Figueiredo et al., 2022). 

Microbial cooperation 

Microbes are known to be capable of cooperating in a number of ways. For example, microbes 

can cooperate by self-limiting their use of a particular resource to maximise their collective 

resource-use efficiency (Pfeiffer et al., 2001; MacLean & Gudelj, 2006). Microbes can also 

cooperate during dispersal, for example, some cells of the slime mould Dictyostelium 

discoideum are known to altruistically sacrifice their ability to reproduce by forming a non-
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viable stalk, which facilitates the dispersal of other cells as spores (Strassmann et al., 2000; 

Foster et al., 2004). Microbes also often mediate cooperation by producing ‘public goods’ 

(West et al., 2006), which represents the form of microbial cooperation that has received the 

largest amount of research attention to date. Public goods are molecules secreted into the 

environment by a cooperator cell that can provide a fitness benefit to the producing cell and 

neighbouring cells, but at a cost to the cooperator cell. Examples include iron-scavenging 

‘siderophores’ that bind to iron and facilitate cellular uptake (Griffin et al., 2004; Kramer et 

al., 2020), degradative enzymes, such as proteases and lipases, that facilitate the breakdown of 

larger macromolecules into smaller digestible molecules (Willsey & Wargo, 2015), and 

signalling molecules, such as those involved in quorum-sensing systems that allow microbes 

to collectively upregulate the expression of many traits under conditions of high cell-density 

(Brown & Johnstone, 2001; Diggle et al., 2007; Novick & Geisinger, 2008).  

However, microbial cooperation, including public good production and other forms of 

cooperation, is susceptible to a selfish ‘cheating’ behaviour, by cells that reduce or stop their 

contribution towards the cost of cooperation, but continue to reap the cooperative benefit 

(Griffin et al., 2004; West et al., 2006; Foster, 2010; Ghoul et al., 2014; Butaitė et al., 2017). 

Once cheat cells emerge, they can increase in frequency, destabilise cooperation, and cause 

population collapse, due to their inability to perform the cooperative behaviour required for 

survival and reproduction (West et al., 2006). A key aim in the field of social evolution is to 

understand how cooperation can be maintained in the face of cheating.  

The stabilisation of cooperation 

The stabilisation of cooperative behaviours that provide a direct fitness benefit is easier to 

explain and can occur either due to the shared interest of the cooperators (i.e., non-enforcement) 
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or the enforcement of cooperation via one or more enforcement mechanisms, such as reward, 

punishment, sanctioning, reciprocity, or policing (West et al., 2007b). The stabilisation of 

cooperative behaviours with an indirect fitness component can be more difficult to explain. 

This can occur when individuals cooperate with other individuals that share the gene for 

cooperation (West et al., 2006). One mechanism by which organisms can achieve this is ‘kin 

recognition’, a form of discriminate cooperation, whereby individuals recognise relatives and 

preferentially cooperate with them (West et al., 2007b). For example, in bacteria, strains of 

Bacillus subtilis have been shown to perform collective swarming behaviours when co-existing 

with kin, but not with non-kin (Stefanic et al., 2015). Kin recognition and discrimination can 

also occur by individuals preferentially directing competitive behaviours away from relatives 

and towards non-relatives. This is exemplified by many species of bacteria that produce 

antimicrobial toxins, called ‘bacteriocins’, to kill and inhibit the growth of competing bacterial 

strains and species, but do not target clonemates from the same strain, due to them carrying a 

cognate gene conferring protective immunity (Riley & Gordon, 1999; Riley & Wertz, 2002) 

(see below for a more detailed introduction to bacteriocins). 

 

In addition to discriminate cooperation, organisms can also perform indiscriminate 

cooperation, whereby they cooperate with all individuals in a given area (West et al., 2007b). 

The production of public goods by microbes can represent an example of indiscriminate 

cooperation, as the public good benefit is often gained by all neighbouring cells (West et al., 

2006). Limited dispersal can stabilise indiscriminate cooperation, as it can create a high 

spatiogenetic population structure, which increases the likelihood of interactions occurring 

between close relatives (West et al., 2006; Kümmerli et al., 2009a; Mitri & Foster, 2013). This 

is thought to be a particularly important and widespread mechanism of stabilising cooperation 

in bacteria, because their asexual mode of reproduction via binary fission often causes bacterial 
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cells to be positioned in close proximity to genetically identical clones, where r=1 (West et al., 

2006; Kümmerli et al., 2009a). The spatiogenetic structure of a bacterial population is also 

affected by the structure of the habitat in which it lives: habitats with relatively high structure 

(e.g., soil-based environments) can allow bacterial cells to stay in close proximity and 

cooperate with their clonemates, as opposed to habitats with relatively low structure (e.g., 

water-based environments), which can increase mixing between kin and non-kin cells 

(Kümmerli et al., 2009b, 2014). High habitat structure also prevents the extensive diffusion of 

public goods, allowing them to be retained by cooperator cells and reducing the fitness benefit 

associated with cheating (Kümmerli et al., 2009b, 2014).  

It has also been proposed that the genetic architecture of cooperative traits could help to 

stabilise cooperation and prevent cheating in some cases. For example, pleiotropy, whereby 

one gene affects multiple phenotypic traits, represents one possible mechanism (Foster et al., 

2004; Mitri & Foster 2016). This is because it may not be possible for a mutant cheat strain, 

which has lost the ability to perform a cooperative trait, to evolve if the gene for cooperation 

also codes for an essential cellular function. An example of the importance of pleiotropy in 

stabilising microbial cooperation has been identified in the slime mould Dictyostelium 

discoideum, whereby a dimA mutant strain, which was predicted to act as a cheat by ignoring 

the signalling molecule DIF-1 and therefore producing fewer non-reproductively viable stalk 

cells, compared to reproductive spore cells. However, due to the pleiotropic linkage between 

stalk and spore formation, dimA mutants were found to be excluded from spores in aggregates 

containing wild-type cells, thus removing the advantage of cheating (Foster et al., 2004). 

Another proposed mechanism thought to stabilise microbial cooperation is horizontal gene 

transfer (HGT) (Smith, 2001), whereby microbes exchange genetic material with members of 
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the same generation (Thomas & Nielsen, 2005; Hall et al., 2020). HGT is known to be 

extremely prevalent across microbes, such as bacteria, and can take three different forms: 

transformation occurs when competent bacteria take up environmental DNA and incorporate 

it into their genome (Griffith, 1928). Transduction involves the transfer of bacteriophages, 

viruses that infect bacteria by integrating into bacterial genome. Upon cell exit, bacteriophage 

can incorporate bacterial DNA and transfer it to other cells (Zinder & Lederberg, 1952). 

Conjugation occurs when bacteria inject DNA into an adjacent cell using a tube-like pilus 

structure (Lederberg & Tatum, 1946; Smillie et al., 2010). Conjugation often involves the 

transfer of small, circular rings of self-replicating DNA called plasmids, many of which encode 

their own conjugative apparatus (Smillie et al., 2010). Using HGT, particularly plasmid 

conjugation, cooperator cells are thought to be capable of ‘re-infecting’ cheat cells with the 

gene for public good production, by inserting it into the neighbouring cell, thus increasing 

relatedness to r=1 at the social locus and stabilising cooperation (Smith, 2001; Nogueira et al., 

2009, 2012; Mc Ginty et al., 2011, 2013; Dimitriu et al., 2014).  

 

Microbial competition 

Social evolutionary theory predicts that while cooperation is more important within genetically 

identical strains, competition will generally prevail between different strains and species (West 

et al., 2006; Foster & Bell, 2012; Mitri & Foster, 2013). The limited nature of resources and 

high cell densities in microbial communities results in fierce competition between genotypes 

(Foster & Bell, 2012; Mitri & Foster, 2013; Ghoul & Mitri, 2016). Microbial competition can 

be categorised into two broad types: ‘exploitative’ (or ‘indirect’) competition and ‘interference’ 

(or ‘direct’) competition (Ghoul & Mitri, 2016). Exploitative competition occurs when a 

microbe gains access to a limited resource, and in doing so, prevents access to this resource by 

a competitor. For example, some microbes, such as Saccharomyces cerevisiae, can undergo 
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metabolic shifts to perform fermentation instead of respiration in the presence of oxygen, which 

increases growth rate to utilise resources faster than their competitors, despite decreasing 

overall yield (Pfeiffer et al., 2001; MacLean & Gudelj, 2006). Microbes can also secrete 

extracellular molecules, such as iron-scavenging siderophores, to sequester nutrients and 

prevent uptake by competitors (Griffin et al., 2004; Kümmerli et al., 2009b; Ghoul & Mitri, 

2016; Gu et al., 2020; Kramer et al., 2020; Figueiredo et al., 2022; Kümmerli, 2022) 

Interference competition occurs when microbes directly damage or disrupt the physiology of 

their competitors, preventing them from accessing a common resource (Ghoul & Mitri, 2016; 

Granato et al., 2019). Microbes, such as bacteria, have evolved diverse forms of chemical 

weaponry to mediate interference competition, which can be broadly categorised into two 

types: ‘contact-dependent’ and ‘contact-independent’ killing mechanisms (Granato et al., 

2019). Contact-dependent mechanisms involve the delivery of inhibitory molecules by a focal 

cell to a directly adjacent target cell. Examples include the Type IV and VI systems in gram-

negative bacteria (MacIntyre et al., 2010; Basler et al., 2012; Souza et al., 2014) and Type VII 

system in gram-positive bacteria (Ulhuq et al., 2020), which all use a syringe-like stabbing 

structure to breach the cellular membrane of their competitors and deliver toxins (Granato et 

al., 2019). Contact-independent mechanisms involve the extracellular release of antimicrobial 

molecules that diffuse to target competitors in the environment and inhibit their survival and/or 

growth (Ghoul & Mitri, 2016). Examples include antimicrobial toxins, such as antimicrobial 

peptides and proteins called ‘bacteriocins’ (Riley & Gordon, 1999; Gardner et al., 2004; Ghoul 

et al., 2015; Bruce et al. 2017), ‘phages’ that are viruses integrated into bacterial genomes that 

can kill competitors upon release (Haaber et al., 2016), and ‘tailocins’ which are derived from 

phages but do not contain the capsular head that carries nucleic acid (Dorosky et al., 2017).  
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Bacteriocin-mediated competition 

Bacteriocins are classically defined as ribosomally-synthesised antimicrobial peptides and 

proteins (Dorit et al., 2016), however more recently the definition has been extended to include 

other groups of small molecules with antimicrobial activity not synthesised by the ribosome, 

such as non-ribosomally synthesised peptides (NRPs) (Heilbronner et al., 2021). Bacteriocins 

are thought to be one of the most common types of chemical weaponry, with the vast majority 

of well-studied bacterial species being identified to carry one or more in their genome 

(Klaenhammer, 1993; Granato et al., 2019). It is worth noting, however, that certain groups of 

understudied bacteria with distinct ecologies may not require bacteriocins. For example, the 

Candidate Phyla Radiation, which constitutes approximately 25% of all bacterial diversity, is 

a group of extremely small bacteria that live as symbiotic parasites on the outer surface of other 

bacteria, and may not require bacteriocins or chemical weaponry at all (Granato et al., 2019). 

However, more generally, bacteriocins have been identified as a prominent and widespread 

strategy to mediate competition in bacteria. The prevalence of bacteriocins within species can 

also be extremely high: in natural populations of Pseudomonas aeruginosa and Escherichia 

coli, two species with particularly well-studied bacteriocins, up to ~100% and ~70% of strains 

can carry bacteriocins (Gordon et al., 1998; Ghoul et al., 2015), respectively, with some strains 

being capable of carrying cocktails of multiple bacteriocins (Gordon & O’Brien, 2006).  

A huge diversity of bacteriocins have been identified in bacteria, each with different structural 

and biochemical properties (Riley & Chavan, 2007; Drider & Rebuffat, 2011; Li & Rebuffat, 

2020). These bacteriocins can have diverse mechanisms of action once they enter the target 

cell, such as interfering with core metabolism, damaging and permeabilising cellular 

membranes, and inhibiting cell wall biosynthesis (Drider & Rebuffat, 2011; Cotter et al., 2013; 

Granato et al., 2019). Bacteriocins are also known to be encoded on both the bacterial 
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chromosome and on plasmids (Giambiagi-Marval et al., 1990; Riley & Wertz, 2002; 

Heilbronner et al., 2021). In the simplest cases, bacteriocin production is coded for by a single 

toxin production gene, and producing bacteria avoid self-harm by encoding a corresponding 

immunity gene in close proximity that neutralizes the toxin (Riley & Gordon, 1999; Drider & 

Rebuffat, 2011). Bacteriocins are generally considered to have narrow-spectrum activity in that 

they target conspecific strains (Riley & Gordon, 1999; Riley & Wertz, 2002; Riley & Chavan, 

2007; Cotter et al., 2013), but can also have broad-spectrum activity against other species 

(Janek et al., 2016; Li & Rebuffat, 2020; Heilbronner et al., 2021).  

Bacteriocins are also known to be important from an evolutionary and ecological perspective. 

A range of conditions are predicted to select for bacteriocin production. For example, high cell-

density and abundance (Adams et al., 1979; Chao & Levin, 1981; Dorit et al., 2016), 

intermediate relatedness (Gardner et al., 2004), high metabolic overlap with competitors 

(Bruce et al., 2017), and low/intermediate nutrient conditions (Granato et al., 2019) have all 

been shown or predicted to select for bacteriocin production. Once evolved, many bacteriocins 

are known to be tightly regulated depending on environmental conditions (Cornforth & Foster, 

2013; Niehus et al., 2021). For example, upregulation has been repeatedly detected under 

conditions of cellular damage and nutrient stress. This has been explained as a form of 

‘competition sensing’ that allows bacteria to save on the cost of bacteriocin production by only 

engaging in warfare when under attack (Cornforth & Foster, 2013). Bacteriocins can also have 

important evolutionary and ecological consequences, by playing a key role in determining 

competitive strain dynamics (Riley & Gordon, 1996, 1999; Gordon & Riley, 1999; Riley & 

Wertz, 2002; Kerr et al., 2002; Gardner et al., 2004; Krikup & Riley, 2004; Majeed et al., 

2011; Kommineni et al., 2015; Kawada-Matsuo et al., 2016; Zipperer et al., 2016; Lehtinen et 

al., 2022). For example, bacteriocins can provide producers with a competitive advantage 
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against sensitive cells, allowing them to defend niches from invasive competitors (Zipperer et 

al., 2016), invade new niches (Kommineni et al., 2015) or remove co-existing strains (Majeed 

et al., 2011). 

 

Studying sociomicrobiology in natural populations and across diverse bacteria 

Although microbes from phylogenetically diverse groups have been shown to display social 

traits, our understanding of sociomicrobiology – cooperative and competitive interactions – 

stems from theoretical studies or studies of laboratory strains from a small number of gram-

negative species, such as Pseudomonas spp. and E. coli, that have become model organisms to 

study social evolution. There are clear advantages to this approach: highly controlled and 

simplified experimental set-ups allows the causes and consequences of social traits to be 

isolated with relative ease, and focusing on a small number of model organisms allows the 

development of detailed methodologies to study the phenotypes and genotypes of social traits, 

with the aim of identifying broadly applicable principles.  

 

However, if our aim is to understand the evolutionary and ecological role of social traits in 

nature, testing predictions from theoretical and laboratory experiments in natural populations, 

and across diverse species, is a crucial next step. In addition to confirming theoretical and 

laboratory predictions, the additional biological complexity present in natural communities 

means that natural studies can often also provide results that do not completely align with 

prediction. These studies can be particularly important to further refine theoretical and 

laboratory experiments, and in turn, generate further testable predictions for social traits in 

nature. While some natural studies to date have provided great insight into the evolution and 

ecology of bacterial social traits, including studies that focus on cooperation (Kümmerli et al., 

2014; Simonet & McNally, 2021; Belcher et al., 2022), competition and cheating (Hawlena et 
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al., 2012; Kinkel et al., 2014; Abrudan et al., 2015; Ghoul et al., 2015; Bruce et al., 2017; 

Butaitė et al., 2017, 2018; Kraemer et al., 2017; Gu et al., 2020), or both cooperation and 

competition (Foster & Bell, 2012; Figueiredo et al., 2022), we are only just scratching the 

surface, and more studies of this kind are required in a wider range of species. 

 

Thesis aims and approaches 

The broad aims of my thesis are to expand our understanding of bacterial sociality in natural 

populations of bacteria and further across the bacterial tree of life. Firstly, I do this by studying 

natural populations of a species understudied from a social evolution perspective: 

Staphylococcus aureus. In particular, I focus on the evolution and ecology of bacteriocin-

mediated competition and its role in determining longitudinal strain dynamics in S. aureus. 

Secondly, I use a comparative approach to study cooperation across many diverse bacterial 

species, and test the hypothesis that horizontal gene transfer stabilises cooperation across 

bacteria. Here, I provide general background on both approaches and put them into context 

with one another, before providing a further detailed introduction in each of their respective 

chapters.  

 

Lab study system - Staphylococcus aureus populations living in the human nasal passage 

S. aureus is a gram-positive bacterium well-known for its ability to cause diverse infections in 

humans and other animals, including skin and soft tissue infections (SSTIs), septicaemia, 

endocarditis, and toxic shock syndrome (Young et al., 2012; Tong et al., 2015; Somerville, 

2016; Turner et al., 2019). Despite long being identified as an opportunistic pathogen that only 

infected immunocompromised hosts, S. aureus has more recently been identified to cause 

infection in healthy humans (Tong et al., 2015; Turner et al., 2019). S. aureus therefore poses 

a large healthcare problem in both hospital and community settings, which has been 
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exacerbated by the ability of S. aureus to evolve resistance to numerous antibiotics, leading to 

the emergence of multi-drug resistant strains, such as methicillin-resistant Staphylococcus 

aureus (MRSA) (Otto, 2013; Lee et al., 2018; Turner et al., 2019).  

 

Despite being understudied from a social evolution perspective, S. aureus has been observed 

to display multiple social traits, including public goods from well-studied from social evolution 

model organisms. For example, S. aureus is known to produce siderophores called 

‘staphyloferrins’ to collectively sequester and take up iron (Beasley et al., 2009; Cheung et al., 

2009). S. aureus is also known to use the accessory gene regulator (agr) quorum sensing (QS) 

system by producing autoinducing peptide (AIP) signalling molecules to coordinate the 

collective expression of virulence factors at high cell-density (Novick & Geisinger, 2008). A 

study by Pollitt et al. (2014) demonstrated that agr signalling in S. aureus is a cooperative trait 

that provides a benefit to local cells in a wax moth larvae infection model. Moreover, they 

show that although this signalling system can be exploited by cheats that do not produce or 

respond to agr AIPs, higher levels of within-host relatedness select for cooperative QS in S. 

aureus. In addition to well-studied social traits, S. aureus also produces cooperative public 

goods more specific to its biology, such as coagulases that promote clot formation during 

infection (Trivedi et al., 2018). To mediate competition, S. aureus has also been identified to 

have evolved multiple mechanisms of chemical warfare, including bacteriocins (Netz et al., 

2002; Daly et al., 2010; Janek et al., 2016; Kawada-Matsuo et al., 2016; de Freire Bastos et 

al., 2020; Newstead et al., 2020), a type-VII secretion system (Ulhuq et al., 2020), and phage 

(Haaber et al., 2016).  

 

S. aureus is also capable of asymptomatically colonising many parts of the human body, such 

as the skin, gut, and throat (Somerville, 2016), but its primary human-associated habitat is the 
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nasal cavity (Wertheim et al., 2005; Golubchik et al., 2013). Within the nasal cavity, S. aureus 

has been identified in multiple nasal microenvironments (e.g., anterior naris, middle meatus, 

sphenoethmoidal recess), but predominantly resides in the anterior nares by attaching to nasal 

epithelial cells (Yan et al., 2013). Approximately 30% of healthy adults are colonised by S. 

aureus at a given point in time, with some individuals being persistently colonised, some 

intermittently colonised, and others appearing to be resistant to colonisation (Wertheim et al., 

2005; Miller et al., 2014). Asymptomatic nasal carriage has been identified as an important 

risk factor for subsequent S. aureus infection (Wertheim et al., 2005), with approximately 80% 

of infections being caused by a strain already colonising the nasal cavity (Von Eiff et al., 2001). 

Despite this, S. aureus nasal colonisation has been drastically understudied compared to 

infection itself, and the key determinants of S. aureus nasal colonisation success are still 

unclear (Golubchik et al., 2013; Krismer et al., 2017; Otto, 2020).  

 

Life in the nasal cavity presents bacteria with many challenges. Nutrients are known to be 

particularly limiting compared to other parts of the human microbiome (Krismer et al., 2014, 

2017). Space is also limited and bacteria are known to produce adhesins to bind to attachment 

sites on nasal epithelial cells, in part to avoid removal from the nasal cavity by mucus flow 

(Schade & Weidenmaier, 2016; Geoghegan & Foster, 2017; Krismer et al., 2017). Although it 

is known that human hosts respond to S. aureus nasal colonisation, such as by the production 

of protective molecules (Brown et al., 2014), multiple studies have shown that host genetic 

factors are not the only determinants colonisation success in the nasal cavity (Andersen et al., 

2013; Liu et al., 2015). The nasal microbiome generally has a highly variable but low cell 

abundance (Liu et al., 2015) and an intermediate level of species diversity compared to other 

parts of the human microbiome, with the majority of species usually come three phyla: 

Actinobacteria, Firmicutes and Proteobacteria (Krismer et al., 2017). Species composition in 
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the nasal cavity can usually be categorised into one of seven different ‘community state types’ 

(CSTs), whereby one species dominates with a particularly high proportional abundance (Liu 

et al., 2015). For example, CST1 is dominated by S. aureus whereas CST3 is dominated by 

Staphylococcus epidermidis (Liu et al., 2015). The evolutionary and ecological causes and 

consequences of different CSTs not known, and we are yet to fully understand the main 

competitors of each species in the nasal cavity (Krismer et al., 2017). Like many host-

associated habitats, we also lack a clear understanding population structure in the nasal cavity 

(Liu et al., 2015; Krismer et al., 2017).  

 

To improve our understanding of S. aureus asymptomatic nasal carriage, a previous study by 

the Crook/Modernising Medical Microbiology group, Oxford created a large-scale S. aureus 

isolate collection, by longitudinally-sampling the nasal cavities of 571 participants at two-

month intervals for up to a maximum of 90-months, yielding approximately ~4,500 S. aureus-

positive samples (Young et al., 2012; Golubchik et al., 2013; Miller et al., 2014; Votintseva et 

al., 2014). The study also went to extreme lengths to capture the S. aureus strain diversity 

present within populations at each time point. The strengths of this study, including its large 

sample size, long sampling time frame, frequent sampling, and representation of strain 

diversity, make it an excellent system to study how social traits can influence evolutionary and 

ecological dynamics in natural populations of bacteria. 

 

Bacteriocin-mediated competition in S. aureus 

S. aureus have been identified to carry diverse types of bacteriocins from different classes 

(Bastos et al., 2009; Newstead et al., 2020). Around ten S. aureus bacteriocins, which are often 

generally referred to as ‘staphylococcins’, have been fully characterised to date (Newstead et 

al., 2020). The best-studied examples include staphylococcin C55 from class I (Navaratna et 
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al., 1999; Kawada-Matsuo et al., 2016) and the aureocins, such as aureocin A53 (Netz et al., 

2002; Nascimento et al., 2012) and A70 (Netz et al., 2001) from class II. Most S. aureus 

bacteriocins have been identified to target the cellular membrane, and can lead to pore 

formation, the disruption of membrane potential, and the leakage of cellular contents (de Freire 

Bastos et al., 2020). S. aureus bacteriocins are often encoded on plasmids (Netz et al., 2002; 

de Freire Bastos et al., 2020), but can also been found on the bacterial chromosome (Daly et 

al., 2010). In addition to achieving bacteriocin immunity by coding for a cognate bacteriocin 

immunity gene, S. aureus can also achieve immunity via other, less easily identifiable 

mechanisms, such as by modifying bacteriocin targets, the action of multicomponent ABC 

transporters, or other unknown intrinsic cellular properties (de Freire Bastos et al., 2020). In 

general, the underlying genetics, mode of action, and regulation of S. aureus bacteriocins have 

been understudied compared to the bacteriocins of other species (Bastos et al., 2009).  

 

The vast majority of S. aureus bacteriocin-related studies have predominantly been from a 

medical or industrial perspective (de Oliveira et al., 1998; Nascimento et al., 2006; Coelho et 

al., 2007; Bastos et al., 2009; Okuda et al., 2013; Fagundes et al., 2016; Newstead et al., 2020; 

Fernández-Fernández et al., 2022), with very little being known about their evolution and 

ecology. Studies have demonstrated that some S. aureus bacteriocins can inhibit conspecific 

strains, and that they can also display broad activity spectra against phylogenetically distant 

species (Giambiagi-Marval et al., 1990; de Oliveira et al., 1998; Nascimento et al., 2006; 

Coelho et al., 2007; Koch et al., 2014; Kawada-Matsuo et al., 2016; Newstead et al., 2020). 

Broad-spectrum activity generally appears to be more common amongst gram-positive species 

compared to gram-negatives (de Freire Bastos et al., 2020; Heilbronner et al., 2021), but the 

explanation for this is unclear. The small number of studies that have systematically screened 

natural populations of S. aureus for bacteriocins have typically found that between ~10-30% 
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of isolates display inhibitory activity, with these studies usually focusing on infectious isolates 

from either humans or cattle, or environmental isolates (Giambiagi-Marval et al., 1990; de 

Oliveira et al., 1998; Gamon et al., 1999; Nascimento et al., 2002; Ceotto et al., 2009; 

Fernández-Fernández et al., 2022). One study by Janek et al. (2016) found that ten out of 19 

(53%) S. aureus strains from the human nasal cavity displayed some degree of inhibitory 

activity interspecifically, but no inhibitory activity against the laboratory strain S. aureus 

Newman. However, a limitation of this study, and in the field more generally, is that bacteriocin 

activity was not tested against other naturally-occurring intraspecific competitors from the 

same environment. Studies also often use a small sample size of S. aureus isolates and strains, 

as in Janek et al. (2016), or treat isolates likely containing the same S. aureus strain as 

independent data points causing pseudoreplication (Fernández-Fernández et al., 2022). Despite 

identifying S. aureus bacteriocin activity in natural populations, and laboratory experiments 

demonstrating that bacteriocins can allow producing strains to inhibit and outcompete sensitive 

strains (Kawada-Matsuo et al., 2016), we are yet to understand the role of bacteriocins in 

natural populations of S. aureus. 

 

In my thesis, I use laboratory- and sequence-based approaches to determine the prevalence, 

genomic identity, activity spectra, and consequences of S. aureus bacteriocins in the human 

nasal cavity from an evolutionary and ecological perspective, in particular whether they 

determine competitive strain dynamics and provide a competitive benefit.  

 

Using a comparative approach to understand microbial sociality – HGT and cooperation  

In addition to laboratory study, the omics revolution has provided us with a number of 

computational tools to study social traits (Ghoul et al., 2017). Importantly, omics studies allow 

the evolution and ecology of bacterial sociality to be studied in situ, and can avoid many of the 
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challenges associated with culture-based approaches. Microbial genomic data can also be 

effectively analysed using phylogenetic comparative methods (Harvey & Pagel, 1991) to 

further understand the evolution of microbial sociality. Such ‘comparative genomics’ studies 

in microbes allow broad evolutionary and ecological predictions to be tested across diverse 

microbial species, while controlling for the genetic relationships between different strains and 

species (Ghoul et al., 2017). Controlling for genetic relationships is important in multi-species 

and multi-strain datasets, because due to shared ancestry, closely related species, or closely 

related strains within a species, are more likely to share similar traits (Harvey & Pagel, 1991). 

Therefore, different species/strains are not phylogenetically independent from each other 

(Clutton-Brock & Harvey, 1977; Harvey & Pagel, 1991), and not controlling for such 

relationships can lead to biased results in statistical analyses and problems analogous to 

pseudoreplication in experimental studies (Kruskal, 1988). 

 

In my thesis, I use a comparative approach to study cooperative genes across many bacterial 

species. Specifically, I test the proposed hypothesis that HGT stabilises cooperation across 

bacteria. While this hypothesis has received support from theoretical and experimental studies 

(Smith, 2001; Mc Ginty, 2011, 2013; Dimitriu et al., 2014), previous genomic studies have 

either only included one species (Nogueira et al., 2009), which may not be representative of 

all bacteria, or included multiple species but did not appropriately control for phylogenetic 

non-independence (Nogueira et al., 2012; Garcia-Garcera & Rocha, 2020). We therefore 

performed the most comprehensive genomic test of this hypothesis to date, using 1632 

genomes from 51 diverse bacterial species. 
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Thesis outline 

My thesis is comprised of two related, but distinct, projects that aim to expand our 

understanding of bacterial sociality in natural populations and further across the bacterial tree 

of life. In Chapter 2, I provide the methodological detail for how I curated a longitudinally-

sampled isolate collection of Staphylococcus aureus from a previous study of asymptomatic 

human nasal carriage. In Chapter 3, I use this collection to study the evolution and ecology of 

bacteriocin-mediated competition in a natural setting. In Chapter 4, I perform a comparative 

analysis to test the role of horizontal gene transfer in stabilising cooperation across many 

diverse bacterial species.  

 

Chapter 2 outline 

Chapter 2 is a methodological chapter, in which I curate a natural collection of bacterial isolates 

from a previous human nasal carriage study of longitudinally-sampled Staphylococcus aureus, 

to study the evolution and ecology of social traits. This involves: i) designing isolate selection 

criteria; ii) sub-culturing the selected isolates and screening for contaminants; iii) performing 

large-scale strain-typing (spa-typing) to separate ‘co-colonised’ samples containing multiple 

strains into their constituent strains; (iv) creating genetic distance trees to examine the genetic 

relationships between strains. The resulting longitudinally-sampled isolate collection forms the 

basis of my laboratory and genomic work in Chapter 3. Importantly, it will also form the basis 

of future research projects that aim to understand the importance of social traits in natural 

populations of Staphylococcus aureus.  

 

Chapter 3 outline 

In Chapter 3, I study the evolution and ecology of bacteriocin-mediated competition in the 

longitudinally-sampled populations of S. aureus from the human nasal cavity curated in 
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Chapter 2. Despite many theoretical and laboratory experiments suggesting that bacteriocin 

production plays a key role in determining the competitive dynamics of bacterial strains, there 

is a distinct lack of evidence supporting this in natural populations. To address this, I use 

laboratory assays to screen S. aureus for bacteriocin-mediated inhibitory activity against a 

range of indicator strains and ecologically-relevant competitors, to determine the prevalence 

and activity spectra of S. aureus bacteriocins. I then map inhibition profiles to strain dynamics 

data, to test whether inhibitory activity can explain differential strain success over time. Lastly, 

I use genomic approaches to determine the identity of bacteriocin gene clusters associated with 

inhibitory activity. I find that inhibitory activity appears to provide S. aureus with a competitive 

benefit in the human nasal cavity: inhibitory strains are more likely to displace other S. aureus 

strains during co-colonisation. This occurs despite inhibitory activity not being displayed by 

the majority of S. aureus strains and targeting interspecific over intraspecific competitors. I 

also provide evidence for the underlying mechanism of bacteriocins, by identifying five 

bacteriocin gene clusters associated with phenotypic inhibitory activity. Taken together, I 

provide evidence that bacteriocins play a role in determining competitive strain dynamics in 

natural populations of S. aureus, and in bacteria more generally. 

 

Chapter 4 outline  

In Chapter 4, we use a comparative approach across 51 diverse bacterial species, to test the role 

of horizontal gene transfer as a mechanism of stabilising cooperation in the face of cheats. 

Horizontal gene transfer could stabilise cooperation by allowing cooperators to ‘re-infect’ 

cheats with the gene for public good production, by inserting it into a neighbouring cell on a 

mobile genetic element, such as a plasmid. This hypothesis is widely accepted, based on 

previous theoretical, genomic, and experimental work. However, previous genomic studies 

have either only focused on one species, or have not included an appropriate phylogenetic 
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control when studying multiple. To comprehensively test this hypothesis, we predict the sub-

cellular location of genes coding for extracellular proteins, many of which act as public goods, 

in 1632 genomes across 51 diverse bacterial species. We then ask whether plasmids (mobile 

genetic elements) are overrepresented with extracellular proteins compared to chromosomes 

(non-mobile genetic elements), when controlling for phylogeny. Across species, we find that 

plasmids were not consistently overrepresented with extracellular proteins compared to 

chromosomes. In subsequent analyses of plasmid mobility, we find that plasmids capable of 

transferring at higher rates do not code for more extracellular proteins. Instead, we find that 

extracellular proteins involved in pathogenicity are overrepresented on the plasmids of 

pathogens with a broad host-range. 
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Chapter 2. Curating a longitudinally-sampled isolate collection of 

Staphylococcus aureus from the human nasal cavity 

 

Abstract 

In this chapter, I describe the process by which I curated an isolate collection to study the 

evolution and ecology of bacteriocins in natural populations of bacteria, and specifically their 

role in determining competitive strain dynamics, as outlined in Chapter 1. I first gained access 

to a longitudinally-sampled collection of Staphylococcus aureus from the human nasal cavity. 

The study involved a total of 571 participants, longitudinally-sampled for a maximum of 90-

months and existed as a collection of approximately ~4,500 S. aureus-positive samples, 

collected from specific time points. In order to test my hypotheses, I required cases of both 

mixed and single-strain colonisation, and participants that were sampled for an extended time 

periods. Once I had identified and collected the samples of interest, I performed large-scale 

strain-typing to separate mixed samples containing multiple strains into individual strain 

isolates. The resulting isolate collection subset is comprised of 389 isolates, representing 64 

unique strains, from 40 participants. 
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Introduction 

The lack of studies focusing on the evolution and ecology of bacterial traits in natural 

populations can in large part be explained by the logistical difficulties and extensive resources 

required to create appropriate natural isolate collection. Firstly, to track the evolution of 

populations over time, studies must collect samples from the same population over longitudinal 

timescales. Secondly, this is compounded by the study requiring a substantial sample size, both 

within the same population over time, and between populations from the same habitat, to 

achieve sufficient power for statistical analyses. Thirdly, if the study has a target species, it will 

typically need to isolate that species from a complex bacterial community. Lastly, if a study 

wants to understand the determinants of evolutionary strain dynamics, an important 

requirement for studies of social interactions which often occur between strains of the same 

species, studies must capture the diversity of strains present, both within and between time 

points. While some studies to date have successfully created a collection meeting these criteria 

and used them to gain insights into the role of social interactions in natural populations of 

bacteria (Jiricny et al., 2014; Ghoul et al., 2015; Andersen et al., 2015, 2017, 2018), our 

understanding is still limited, and we require further studies of this nature, especially in species 

understudied from a social evolution perspective. 

To advance our understanding of asymptomatic nasal colonisation in S. aureus, the 

Crook/Modernising Medical Microbiology group conducted a study titled: “Bacterial and host 

factors associated with the disease presentation and carriage duration of Staphylococcus 

aureus” (Oxfordshire Research Ethics Committee B reference number 08/H0605/102) (Young 

et al., 2012; Golubchik et al., 2013; Everitt et al., 2014; Miller et al., 2014; Votintseva et al., 

2014; Das et al., 2016; Laabei et al., 2016; Gordon et al., 2017). The study created a large-

scale S. aureus nasal carriage collection in people free of S. aureus disease, consisting of 571 

participants, sampled at approximately two-month intervals for up to a maximum of 90-
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months, totaling ~9,000 nasal samples, of which ~4,500 were S. aureus-positive. Unlike 

previous studies that only strain-typed one to three S. aureus colonies per sample, this study 

aimed to better capture S. aureus strain diversity (Votintseva et al., 2014). Importantly, 

contrary to the previous consensus that human hosts were only colonised by a single strain of 

S. aureus over longitudinal time period, this study found that ~18% of participants that were S. 

aureus-positive at recruitment and returned 12 nasal samples were co-colonised at a single 

time point at least once during the first 24-months of study, and that the point incidence of co-

colonisation across participants was ~5% up to 24-months (Votintseva et al., 2014). This 

collection therefore presents a brilliant opportunity to study the evolution of social interactions 

in natural populations of bacteria, particularly their importance in determining within-species 

strain dynamics. 

I obtained access to the S. aureus carriage collection created by the Crook/Modernising 

Medical Microbiology group, with the aim of understanding the evolution and ecology of social 

interactions in natural populations of S. aureus. In this chapter, I describe the processes I 

followed for preparing a sub-set of the wider S. aureus carriage collection for an isolate 

collection suitable for testing my hypotheses in Chapter 1. Firstly, I designed selection criteria 

to curate a subset of the collection that would allow effective study of the role of bacteriocin-

mediated competition, or any other social trait, in determining competitive strain dynamics. In 

brief, this involved selecting a sufficient number of participants, each with a sufficient number 

of time point isolates and total sampling time frames, and capturing instances where strains 

dominate within hosts or experience co-colonisation with other strains, to study social 

interactions between co-existing isolates. Secondly, I sub-cultured S. aureus samples in an 

appropriate manner to maintain strain diversity and prepared isolates for experimental use, such 

as by screening for contaminants. Finally, I performed large-scale strain-typing to separate ‘co-

colonised’ samples containing multiple strains, into individual strain isolates. The resulting S. 
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aureus collection laid the foundations for Chapter 3, and will be used in future studies to 

understand the role of social interactions in natural populations of S. aureus.   

Methods 

Original Staphylococcus aureus nasal carriage collection - sampling procedure 

Participants free from S. aureus disease were recruited from five Oxfordshire general practices 

(GPs) in the Thames Valley Primary Care Research Partnership between December 2008-

December 2009. Eligible participants were defined as adults aged  16-years-old, attending the 

GP for non-S. aureus related reasons. Participants were recruited in age/sex strata to represent 

the general U.K. population (Votintseva et al., 2014). The first nasal swab sample from each 

participant was collected under research nurse supervision, who trained the participant in self-

swabbing (Fig. 1 - Step 1) (Votintseva et al., 2014).  Participants were subsequently provided 

with a self-swabbing kit every 2-months during the study, which were returned via post in 

charcoal medium (less than one week) and stored at 4C before processing (less than one week) 

(Votintseva et al., 2014). During sample processing, culture sensitivity of the nasal swabs was 

increased by incubating aerobically overnight at 37C in 5% NaCl enrichment broth (Fig. 1 - 

Step 2) (E&O Laboratories) (Miller et al., 2014). SASelect chromogenic agar (Bio-Rad) was 

used to isolate S. aureus. Colonies are identified as pink and were further tested using DNAse, 

catalase, and Staphaurex tests using standard procedures (Health Protection Agency, 2007). 

Only samples positive in all three tests were identified as S. aureus and a selection of colonies 

were resuspended in saline and stored as a glycerol stock at -80C (Miller et al. 2014).  

 

As the study aimed to represent the full diversity of S. aureus strains present, glycerol stocks 

were made by streaking through as many pink S. aureus colonies as possible (Fig. 1 - Step 3), 

resuspending in saline, and storing at -80oC (Fig. 1 - Step 4) (Miller et al., 2014; Votintseva et 

25



 

 

al., 2014). During the first ~seven months of study, multiple S. aureus colonies were only 

picked from each sample if they displayed different morphologies (Votintseva et al., 2014). 

After this point, the study switched approaches to streaking as many pink colonies per sample 

as possible to better capture strain diversity (Votintseva et al., 2014). I excluded all samples 

created using the initial colony morphology approach from our collection subset. To identify 

discrete strain types, every sample in the collection was subsequently spa-typed (Fig. 1 - Step 

5) (see ‘Methods – section 2.3’). Throughout, we define ‘strain’ as ‘spa-type’. Samples 

displaying an unambiguous spa-typing result (i.e., one discrete spa-type signal) were 

appropriately labelled; samples giving an ambiguous spa-typing result (i.e., multiple spa-type 

signals) were re-streaked and 12-24 individual colonies were picked (Fig. 1 – Step 6) for 

subsequent spa-typing to capture the diversity of spa-types present (Fig. 1 – Step 7) (Miller et 

al., 2014; Votintseva et al., 2014). After spa-typing, each constituent spa-type in each co-

colonised sample was appropriately labelled, but the separated isolates were not stored for 

future use (Fig. 1 – Step 8).  

 

In total, the nasal carriage study longitudinally tracked 571 participants, at approximately two-

month time intervals, up to a maximum of 90-months. This yielded ~9,000 nasal samples, of 

which ~4,500 were S. aureus-positive. Specifically, of the 571 total participants in the 

collection, 426 participants were sampled for  24 months, 183 participants were sampled for 

 48 months, 60 participants were sampled for  64 months, and 50 participants were sampled 

for  80 months. Sampling resolution in the collection decreased after 24-months for two 

reasons: (i) there was a large gap in sampling for all participants between months 50-62; (ii) 

missing samples were more prevalent after 24-months, and especially after 64-months once 

sampling re-commenced consistently. 
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Fig 1. Overview of the key steps involved in creating the S. aureus nasal carriage 

collection. Steps 1-8 were initially performed by the Crook/Modernising Medical 

Microbiology group. Following sample sub-culturing (see ‘Methods – section 2.2’), I re-

performed steps 6-7, and stored separated S. aureus isolates for future use (see ‘Methods – 

section 2.3’). Step 1) nasal swabs were collected from each participant. Step 2) nasal samples 

were incubated aerobically overnight at 37C in 5% NaCl enrichment broth (E&O 

Laboratories, Bonnybridge, UK). Step 3) samples were streaked onto SASelect chromogenic 

agar (Bio-Rad), which identifies S. aureus as pink colonies. To confirm S. aureus identity, pink 

colonies were further tested using DNAse, catalase, and Staphaurex tests, using standard 

procedures (Health Protection Agency, 2007). To capture the diversity of S. aureus strains 

present, many pink colonies were streaked, while aiming to avoid any non-pink (depicted in 

blue) colonies representing other species. Step 4) streaked samples were resuspended in saline 

and stored as a glycerol stock at -80 C. Step 5) to identify discrete strain types, every sample 

was spa-typed, involving DNA extraction, PCR amplification, Sanger sequencing, and 

sequence analysis of the spa locus (see ‘Methods – section 2.3’). Samples displaying an 

unambiguous spa-typing result (i.e., one discrete spa-type signal) were appropriately labelled, 

whereas samples giving an ambiguous spa-typing result (i.e., multiple spa-type signals) 

required further processing to capture strain diversity. Step 6) co-colonised samples were re-

streaked on SASelect chromogenic agar (Bio-Rad) and 12-24 pink colonies were picked. Step 

7) each colony was re-spa-typed using the approach in step 5. Step 8) each separated spa-type 

was appropriately labelled, but the separated isolates were not stored for future use at this stage. 

This figure was created using BioRendor.com. 
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Refining S. aureus carriage collection for hypothesis testing 

Sample selection criteria 

I selected a subset of samples from the original S. aureus nasal carriage collection to perform 

laboratory-based hypothesis testing. Given my aim was to understand the influence of 

bacteriocins on competitive strain dynamics, I required samples from participants that were 

sampled over relatively long time frames, and from participants that were either colonised by 

a single strain (‘single-strain participants’), or co-colonised by multiple strains (‘co-colonised 

participants’). I therefore selected participants based on the following criteria: co-colonised 

participants - (i) all participants sampled for  18 months and that; (ii) contained  3 time points 

containing multiple strains (overall co-colonised participants total = 20). Single-strain 

participants - (i) all participants sampled for  18 months and that; (ii) contained strains already 

selected in the co-colonised participant category, to allow us to compare the effect of co-

colonisation in strains with the same genetic background (single-strain participants = 17). I 

then randomly selected a further 3 single-strain participants (of the 5 remaining that met criteria 

(i)) that contained strains not present in the co-colonised participant category (overall single-

strain participants total = 20). From each co-colonised participant, we collected almost1 all time 

point isolates, to track strain dynamics in full resolution. From each single spa-type participant, 

we only collected an ‘early’ (the first S. aureus-positive sample), ‘middle’ (the sample closest 

to the midpoint of the sampling time frame), and ‘late’ (the last S. aureus-positive sample) 

timepoint isolate, as this would be sufficient to track the within-host evolution of a single strain. 

 

In total, these criteria corresponded to 302 time point isolates, containing 67 strains, from 40 

participants. However, 81/302 isolates required further processing, as they were co-colonised 

 
1 To make the isolate number more manageable for laboratory work, from two co-colonised participants 

(participants 420 & 1231), when a single spa-type colonised alone for extended periods of time, I selected one in 

three samples (i.e., a sample every 6 months, instead of every 2 months).  
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with multiple strains that required separating into their individual constituent strains (see 

‘Methods – separating ‘co-colonised’ samples into constituent strains’), which increased the 

size of the isolate collection further. Details of the finalised isolate collection sub-set are 

included in the results section below (see ‘Results - finalised S. aureus isolate collection 

subset’). 

 

Sub-culturing samples & screening for contaminants 

I retrieved S. aureus freezer stocks from the Crook/Modernising Medical Microbiology 

laboratory’s -80C freezers located in the John Radcliffe Hospital, Oxford. I sub-cultured the 

available2 samples by streaking freezer stocks onto SASelect chromogenic agar (Bio-Rad) 

plates, which allow S. aureus to be identified as pink colonies, and incubated overnight at 37C. 

For isolates containing a single strain, I picked a single S. aureus colony to ensure a single 

genotype of S. aureus was selected, and inoculated it overnight in 3ml TSB at 37C, 200pm 

before making a glycerol stock and storing at -80C. I noted any isolates containing any non-

pink colonies (i.e., contaminants) and ensured to avoid them when sub-culturing single strain 

samples. For samples containing multiple strains (i.e., ‘co-colonised’ samples), I poured 2ml 

TSB onto the agar plate and mixed with a magnetic stirrer to capture all strains present, before 

making a glycerol stock and storing at -80C. Again, I noted any isolates containing non-pink 

colonies, but they could not be removed from the co-colonised sample at this stage. A small 

number of isolates were contaminated to the extent that they could not be used in further 

laboratory work. These isolates were noted accordingly and removed from the isolate 

collection sub-set.  

 

 
2 Some samples meeting our selection criteria were not available for collection at the John Radcliffe Hospital. 

These samples were noted accordingly and were removed from the sample collection sub-set. 
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Separating ‘co-colonised’ samples into constituent strains 

When creating the original S. aureus carriage collection, although the Crook/Modernising 

Medical Microbiology group did strain-type co-colonised sample, they used an approach that 

did not store the constituent strains for future use. Therefore, to finalise our isolate collection 

subset, I needed to separate each co-colonised isolate containing multiple strains (n = 81) into 

its constituent strains. Below, I outline this process, which involved: i) picking 12-24 individual 

colonies from each co-colonised sample; (ii) performing DNA extraction; (iii) PCR amplifying 

and Sanger Sequencing the Staphylococcal protein A (spa) locus; (iv) using the resulting spa 

gene sequence to spa-type (i.e., strain-type) each colony isolate and curate the finalised 

collection subset. 

 

- DNA extraction 

To perform DNA extraction, I initially streaked each co-colonised sample onto SASelect 

chromogenic agar (Bio-Rad) and incubating overnight at 37C. I then initially picked 12 pink 

S. aureus colonies from each sample (colony isolates = 972), inoculated them into 150l TSB 

overnight at 37C, and stored the cultures as glycerol stocks at -80C. I then re-inoculated each 

colony isolate into 150l TSB overnight at 37C and extracted DNA from each isolate, 

following the methodology previously used to perform DNA extraction on isolates in the 

collection (Miller et al., 2014; Votintseva et al., 2014). Specifically, this was a crude DNA 

extraction approach, whereby I centrifuged 150l of overnight culture at 14,000 rpm for two 

minutes to obtain a cell pellet. I then removed excess media, re-suspended cells in 60l of Tris-

EDTA (TE) buffer (Invitrogen), and heated at 99.9 C for ten minutes using a dry heat block. 

I then centrifuged samples for two minutes, removed 50l of supernatant without disturbing 

the pellet, and stored the resulting crude DNA extract at -20 C for subsequent use (Votintseva 

et al., 2014). I repeated this DNA extraction process on a further 12 colony isolates for each 
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co-colonised sample that was not fully separated into its constituent strains in the first round 

of strain-typing (additional colony isolates = 660; overall total colony isolates = 1,632) (see 

‘Methods – PCR amplification and sequencing of the spa locus’). 

 

- PCR amplification and sequencing of the spa locus 

To determine the strain identity of each colony isolate I performed spa-typing (Shopsin et al. 

1999; Harmsen et al., 2003), the same approach as used on the original S. aureus carriage 

collection (Young et al., 2012; Golubchik et al., 2013; Miller et al., 2014; Votintseva et al., 

2014). Spa-typing is a single-locus strain typing approach comparable in resolution to 

multilocus sequencing typing (O’Hara et al., 2016) that uses sequence variation in the 

polymorphic Xr region of the staphylococcal protein A (spa) gene to identify discrete strain 

types (Shopsin et al. 1999; Harmsen et al., 2003; Votintseva et al., 2014). Specifically, the Xr 

region contains many tandem repeats, typically between 21-27 base pairs (bp) (Shopsin et al. 

1999; Harmsen et al., 2003). Differences in the identity, number, and order of these repeats 

within the Xr region gives rise to unique spa-types (Shopsin et al. 1999; Harmsen et al., 2003). 

 

I performed all stages of spa-typing following the methodology previously used to spa-type 

samples in the collection (Miller et al., 2014; Votintseva et al., 2014). Initially, I did this by 

using PCR to amplify the spa locus using primers 1095F, 5’-AGACGATCCTTCGGTGAGC-

3’, and 1517R, 5’-GCTTTTGCAATGTCATTTACTG-3’ (Uhlen et al., 1984; Shopsin et al., 

1999; Harmsen et al., 2003; Votintseva et al., 2014). PCR reaction mixtures included 0.25 mM 

deoxynucleoside triphosphates (dNTPs), 0.5 U of GoTaq Flexi DNA polymerase (Promega), 

GoTaq Flexi Buffer, 2.5 mM MgCl2, 0.25 M of primers, and 2 l of DNA extract, in a total 

volume of 10 l (Votintseva et al., 2014). PCR conditions were as follows: 35 cycles, each 

consisting of 94 C for 30 seconds, 50 C for 30 seconds, and 72 C for 60 seconds, with a 
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final extension at 72 C for 5 minutes (Votintseva et al., 2014). To check the quality of PCR 

products, I performed gel electrophoresis on the PCR products of ten out of every batch of 96 

colony isolates. Gel electrophoresis was performed using 1.2% agarose gel and applying 100v 

for 30 minutes. Only if all 10/10 PCR products had a clear band in the relevant region for the 

spa gene, which can vary between ~200 to ~600 bp depending on the number of 21-27 bp 

repeats (Shopsin et al., 1999; Koreen et al., 2004), would a batch be deemed to have met the 

quality criterion for downstream use.  

 

I then prepared and sent PCR product samples to Source Bioscience (Nottingham, UK), who 

performed PCR clean-up and Sanger Sequencing. Spa gene sequence quality was checked 

using SeqSphere+ (8.4.0) software (Ridom, GmbH). Spa gene sequencing was performed in 

three stages. Firstly, 12 colony isolates from each co-colonised sample (n = 972), were initially 

sequenced in the forward direction (primer - 1095F, 5’-AGACGATCCTTCGGTGAGC-3’). 

Secondly, co-colonised samples not completely separated into constituent strains and that 

contained ‘un-typeable’ colony isolates (see ‘Methods – spa-type identification’) were re-

sequenced using the same conditions but in the reverse direction (primer - 1517R, 

5’-GCTTTTGCAATGTCATTTACTG-3’). The reverse sequence was combined with its 

corresponding forward sequence to improve sequence quality for subsequent spa-typing. 

Lastly, for co-colonised samples still not fully separated in all constituent strains, I repeated 

the above protocol of DNA extraction, PCR amplification, and spa gene sequencing in both 

forward and reverse directions, on a further 12 colonies per sample (n = 660). In total, DNA 

extraction, PCR amplification and Sanger sequencing of the spa locus was performed on 

between 12-24 colony isolates from the 81 co-colonised samples, totaling 1,632 colony 

isolates. Following spa-type identification (see ‘Methods – spa-type identification’), I 

inoculated one representative of each unique spa-type, from each co-colonised isolate, into 3ml 
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tryptic soy broth (TSB) for overnight growth aerobically at 37C, 200rpm and stored the 

cultures as a glycerol stock at -80C for use in the final collection subset. 

 

- Spa-type identification  

To determine the identity of spa-types in co-colonised isolates, I analysed spa gene sequences 

using SeqSphere+ (8.4.0) (Ridom, GmbH), the latest version of the software previously used 

to identify spa-types in the collection (StaphType v.2.0.3) (Ridom, GmbH), following the same 

methodology (Miller et al., 2014; Votintseva et al., 2014).  

 

SeqSphere+ (8.4.0) (Ridom, GmbH) software provides a predicted spa-type identity for a given 

spa gene sequence and a quality score for this prediction: ‘unknown’ (i.e., un-typeable), ‘poor’, 

‘good’, ‘excellent’, based on sequence quality (Ridom, GmbH). For each co-colonised sample, 

I compared my spa-typing results to that of the original S. aureus nasal carriage collection by 

the Crook/Modernising Medical Microbiology group, to determine the level of diversity I re-

captured in each co-colonised sample, and whether I ever identified any additional, previously 

undetected, spa-types. I only accepted spa-type predictions of good and excellent quality. 

 

I used SeqSphere+ (8.4.0) (Ridom, GmbH) to determine the genetic relationships between spa-

types using the BURP (based upon repeat pattern) clustering algorithm (Mellmann et al., 2007). 

The BURP clustering algorithm compares spa repeat regions to calculate a BURP distance 

score (Mellmann et al., 2007). Spa-types separated by low BURP distance scores (typically 

four or less) can be clustered into spa-Clonal Complexes (spa-CCs) i.e., groups that share a 

relatively high degree of genetic similarity (Mellmann et al., 2007). I used SeqSphere+ (8.4.0) 

(Ridom, GmbH) to create a spa gene minimum-spanning genetic distance tree (Fig. 2) of all 

spa-types in the collection subset (Mellmann et al., 2007). Due to the BURP clustering 
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algorithm only working on spa-types with  5 repeats at the spa locus, two spa-types (t528 and 

t870) could not be included in the genetic distance tree (Mellmann et al., 2007).  

 

Results 

Separating co-colonised samples  

To separate all 81 co-colonised samples into their constituent individual strains, previously 

identified by the S. aureus carriage study, I spa-typed 12-24 colonies per sample. In total, 72 

% (58/81) were fully separated into all constituent strains identified by the original study, and 

an additional 11% (9/81) of all co-colonised samples were separated into multiple, but not all, 

constituent strains. Therefore, >1 strain was isolated from 83% (67/81) of co-colonised 

samples, while at least one strain was separated from 100% (81/81) of co-colonised samples. 

In total, an additional 168 separated isolates were added to the previous total of 221 isolates, 

giving a final total of 389 isolates.  

 

In addition to identifying at least one strain previously found by the original S. aureus carriage 

study in all 81 of co-colonised samples, I also identified additional spa-types, not found by the 

original study, in 14% (11/81) of co-colonised samples. Of these 11 instances, nine involved 

strains that were identified within that participant, but in a different time point sample. 

Therefore, only 2% (2/81) of co-colonised samples contained strains not already identified in 

the participant. These two instances involved two strains (one per co-colonised sample) that 

were not identified in any of the other participants in my collection subset. All ‘unexpected’ 

strain isolates were added to the collection dataset at their relevant time points, and the two 

unique strains were added to the strain total. A total of seven co-colonised strains could not be 

separated from their co-colonised samples, five of which were not present in any other 
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participant in the collection, and were therefore removed from the final isolate collection 

subset.     

 

Finalised S. aureus isolate collection subset  

In total, our finalised S. aureus collection subset consists of 302 S. aureus-positive nasal 

samples, which were separated into 389 S. aureus strain isolates, representing 64 unique spa-

types, from 40 participants (Table. 1). The participants can be divided into two participant 

categories: (i) ‘single-strain’ participants that only contain one strain over time; (ii) ‘co-

colonised’ participants that contain multiple strains, both within and between timepoints 

samples (single-strain participants: n = 20; samples = 59; isolates = 59; strains = 19; co-

colonised participants: n = 20; samples = 243; isolates = 330; strains = 59) (Table. 1). We 

examined the genetic relationship between S. aureus strains in our finalised collection subset 

(Fig. 1). Of the 62 strains available for BURP clustering (see Fig. 1) (Mellmann et al., 2007), 

49/62 belong to ten spa-Clonal Complexes (spa-CCs), with the remaining 13/62 strains being 

‘singletons’, i.e., spa-types that did not share high enough similarity at the spa locus with any 

other spa-types to be clustered into a spa-CC. 
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Participant 

no. 

Participant 

ID 

Strains Time frame of S. aureus-

containing samples 

(months) 

No. of single 

strain samples 

No. of co-

colonised 

samples 

Total no. samples 

containing S. aureus 

 

No. separated 

S. aureus 

isolates from 

co-colonised 

samples 

Total no. S. aureus 

isolates 

Single-strain participants 

1 22 1 (t012) 40 3 NA 3 NA 3 

2 42 1 (t1716) 40 3 NA 3 NA 3 

3 162 1 (t209) 42 3 NA 3 NA 3 

4 359 1 (t089) 40 3 NA 3 NA 3 

5 450 1 (t382) 84 3 NA 3 NA 3 

6 451 1 (t379) 66 3 NA 3 NA 3 

7 454 1 (t127) 82 3 NA 3 NA 3 

8 499 1 (t021) 22 3 NA 3 NA 3 

9 671 1 (t032) 72 3 NA 3 NA 3 

10 686 1 (t3262) 14* 3 NA 3 NA 3 

11 952 1 (t084) 22 3 NA 3 NA 3 
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Participant 

no. 

Participant 

ID 

Strains Time frame of S. aureus-

containing samples 

(months) 

No. of single 

strain samples 

No. of co-

colonised 

samples 

Total no. samples 

containing S. aureus 

 

No. separated 

S. aureus 

isolates from 

co-colonised 

samples 

Total no. S. aureus 

isolates 

12 967 1 (t171) 16* 3 NA 3 NA 3 

13 972 1 (t127) 18 3 NA 3 NA 3 

14 997 1 (t015) 10* 2* NA 2 NA 2 

15 1209 1 (t346) 42 3 NA 3 NA 3 

16 1212 1 (t056) 80 3 NA 3 NA 3 

17 1307 1 (t408) 74 3 NA 3 NA 3 

18 2009 1 (t230) 32 3 NA 3 NA 3 

19 2030 1 (t002) 24 3 NA 3 NA 3 

20 2104 1 (t571) 24 3 NA 3 NA 3 

Single-strain 

participants – 

total (mean) 

20 (1.00) 

Total unique strains 

= 19 (0.95) 

844 (42.20) 59 (2.95) NA 59 (2.95) NA 59 (2.95) 
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Participant 

no. 

Participant 

ID 

Strains Time frame of S. aureus-

containing samples 

(months) 

No. of single 

strain samples 

No. of co-

colonised 

samples 

Total no. samples 

containing S. aureus 

 

No. separated 

S. aureus 

isolates from 

co-colonised 

samples 

Total no. S. aureus 

isolates 

Co-colonised participants 

21 132 4 (t228, t3097, 

t1885, t2556) 

18 4 4 8 11 15 

22 420 5 (t379, t608, t021, 

t1414, t620) 

82 12 4 16 7 19 

23 424 3 (t3304, t7514, 

t7049) 

84 30 4 34 10 40 

24 637 2 (t870, t7050) 20 8 3 11 5 13 

25 638 2 (t065, t171) 20 7 3 10 6 13 

26 647 3 (t230, t6855, t019) 20 7 4 11 8 15 

27 688 4 (t002, t3262, t105, 

t053) 

14* 3 4 7 9 12 
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Participant 

no. 

Participant 

ID 

Strains Time frame of S. aureus-

containing samples 

(months) 

No. of single 

strain samples 

No. of co-

colonised 

samples 

Total no. samples 

containing S. aureus 

 

No. separated 

S. aureus 

isolates from 

co-colonised 

samples 

Total no. S. aureus 

isolates 

28 903 2 (t382, t2643) 14* 5 1* 6 2 7 

29 926 3 (t008, t196, t127) 22 4 7 11 15 19 

30 930 4 (t499, t2074, t120, 

t015) 

22 6 4 10 7 13 

31 971 4 (t230, t012, t528, 

t008) 

22 9 3 12 4 13 

32 1045 4 (t084, t209, t2119, 

t1510) 

24 9 4 13 7 16 

33 1092 3 (t012, t021, t871) 24 5 3 8 6 11 

34 1231 6 (t160, t120, t4309, 

t040, t15780, t499) 

80 13 3 16 7 20 

35 1366 3 (t084, t089, t267) 24 7 6 13 12 19 
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Participant 

no. 

Participant 

ID 

Strains Time frame of S. aureus-

containing samples 

(months) 

No. of single 

strain samples 

No. of co-

colonised 

samples 

Total no. samples 

containing S. aureus 

 

No. separated 

S. aureus 

isolates from 

co-colonised 

samples 

Total no. S. aureus 

isolates 

36 1367 4 (t6390, t6817, 

t7409, t346) 

24 6 7 13 15 21 

37 1378 3 (t096, t528, t298) 24 8 4 12 8 16 

38 2004 3 (t160, t321, t1685) 24 9 3 12 5 14 

39 2060 4 (t065, t012, t267, 

t084) 

24 4 6 10 12 16 

40 2064 7 (t1239, t6825, 

t6826, t6814, t171, 

t7031, t008) 

 

24 6 4 10 12 18 

Co-colonised 

participants – total 

(mean) 

73 (3.65) 

Total unique strains 

= 59 (2.95) 

610 (30.50) 162 (8.10) 81 (4.05) 243 (12.15) 168 (8.40) 330 

(16.50) 
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Participant 

no. 

Participant 

ID 

Strains Time frame of S. aureus-

containing samples 

(months) 

No. of single 

strain samples 

No. of co-

colonised 

samples 

Total no. samples 

containing S. aureus 

 

No. separated 

S. aureus 

isolates from 

co-colonised 

samples 

Total no. S. aureus 

isolates 

All participants - summary 

All participants – total 

(mean) 

93 (2.33) 

Total unique strains 

= 64 (1.60) 

1454 (36.35) 221 (5.53) 81 (4.05) 302 (7.55) 168 (8.40) 389 (9.73) 

 

Table 1. An overview of the finalised S. aureus collection sub-set. Particularly important numerical values are highlighted in bold. A ‘sample’ 

refers to a nasal swab collected at a given time point. “Time frame of S. aureus-containing samples (months)” represents the time between the 

first and last S. aureus-containing sample in each participant. Note that single-strain participants only contain single-strain samples, whereas co-

colonised participants contain both single-strain and co-colonised samples. The total number of single-strain samples plus co-colonised samples 

gives the total number of time point samples in a given participant. An ‘isolate’ refers to an individual strain of S. aureus taken from each time 

point sample; each co-colonised sample required separating into its constituent strain isolates. The total number of S. aureus isolates is the total of 

single-strain isolates plus the total number of separated strain isolates from co-colonised samples. “Total unique strains” in ‘all participants’ is 

calculated by summing the number of unique strains in the whole collection i.e., by ignoring the distinction between single-strain and co-colonised 

participants. Samples and isolates that were unavailable for collection, contaminated, or selectively not collected for logistical reasons, were 

removed from the final collection subset displayed in Table 1. Cases where this led to participants containing a sampling time frame of <18 months, 

fewer than three samples in single-strain participants, or fewer than three co-colonised samples in co-colonised participants, as set out in the sample 

selection criteria (‘Methods – Sample selection criteria’), are denoted by an asterisk *.
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Fig 2. A spa gene minimum-spanning genetic distance tree displaying the relationships 

between S. aureus strains in the collection. The genetic distance tree is based on the spa gene 

sequence of each strain in the collection and produced using the BURP (based-upon repeat 

pattern) clustering algorithm (Mellmann et al., 2007), integrated within SeqSphere+ (8.4.0) 

(Ridom, GmbH). Each strain represents an individual ‘spa-type’. Two strains (t528 and t870) 

were removed from the tree, as they did not contain the required number of repeats ( 5) for 

BURP clustering (Mellmann et al., 2007). The remaining strains (n = 62) are denoted as circles 

and are clustered into minimum-spanning tree (MST) clusters, which represent spa-Clonal 

Complexes (spa-CCs), and are denoted by grey shading. Each MST cluster contains spa-types 

with a BURP distance of four or less, the default for BURP clustering (Mellmann et al., 2007). 

Branch length corresponds to the BURP distance between strains, which is also labelled as a 

numerical value on each branch.   
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Discussion 

In this chapter, to allow the future study of social traits in natural populations of bacteria, I 

curated a longitudinally-sampled collection of S. aureus isolates, from a previous study on 

asymptomatic nasal carriage in human participants (Young et al., 2012; Golubchik et al., 2013; 

Miller et al., 2014; Votintseva et al., 2014). The finalised collection consists of 40 participants 

(including 20 single-strain participants and 20 co-colonised participants) and 308 time point 

samples, which were separated into 389 isolates, representing 64 unique S. aureus strains.  

 

A key strength of this isolate collection subset is that it tracks natural bacterial populations 

within hosts over time, and stands in comparison or improves upon the number of participants, 

samples, sampling interval length, and overall timeframe of previous longitudinal 

sociomicrobiology studies, providing sufficient power for statistical analyses (Jiricny et al., 

2014; Ghoul et al., 2015; Andersen et al., 2015, 2017, 2018). Another strength is that we 

successfully re-captured the vast majority of within-participant strain diversity originally 

identified in the nasal carriage collection, allowing us to effectively test whether social traits 

play a role in determining natural strain dynamics in S. aureus. A further strength of the 

collection is that it tracks S. aureus in its asymptomatic commensal state during nasal carriage 

in healthy human hosts. Most previous studies of bacterial sociality in longitudinally-sampled 

natural populations have collected clinical samples from infected patients (Jiricny et al., 2014; 

Ghoul et al., 2015; Andersen et al., 2015, 2017, 2018).  While these collections are highly 

medically relevant and are associated with logistical benefits, they also have added 

complications, caused by extensive antibiotic exposure and severe host immune responses. 

While the human immune system and S. aureus are known to interact during nasal colonisation 

(Krismer et al., 2017), previous studies have shown that host genetics are unlikely to be the 
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only determinant of S. aureus nasal colonisation (Andersen et al., 2013). Studying social traits 

in non-clinical settings could help to further isolate their role in determining the evolutionary 

and ecological success of bacteria. 

 

There are many logistical challenges associated with creating a natural bacterial isolate 

collection, which often cause collections to be limited in some respects. A limitation of the 

overall nasal carriage collection is that sampling intervals increase and become more 

inconsistent after month 24. This partly reflected staff turnover and prioritization of other 

projects in the Modernising Medical Microbiology group. However, appropriate statistical 

methods can be implemented to reduce the effect of issues caused by missing data (Laird, 1988; 

Twisk & de Vente, 2002; Sainani, 2015). Datasets can also be subset to perform variations of 

each analysis to test the robustness of results, for example by performing analyses on samples 

only collected during a period of high sampling resolution (e.g., 0-24 months), in addition to 

the whole collection. Another potential limitation is caused by the nature of nasal self-

swabbing, which could lead to false-negatives in some sampling time points, either for a 

particular strain, or for the general presence of S. aureus. It is possible to at least partially 

alleviate the effect of false-negative samples by implementing data modifications when set 

criteria are met. For example, previous studies on the S. aureus nasal carriage collection have 

defined ‘strain loss’ as the absence of S. aureus in two consecutive nasal samples, instead of 

absence in just one nasal sample (Miller et al., 2014). Ideally, to test the robustness of results, 

studies should perform variations of analyses with and without such criteria. Lastly, while we 

successfully re-captured all of the strains present in 72% of co-colonised samples, and more 

than one strain in 83% of co-colonised samples, we could not separate all strains, and all 

unseparated strains were removed from the collection and could not be examined for social 
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traits. However, capturing all strains from all samples was not necessary for us to effectively 

study the role of social traits in affecting longitudinal strain dynamics.  
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Abstract 

Bacteriocins are antimicrobial toxins produced by bacteria to kill competing strains and 

species. Theory and laboratory experiments suggest that bacteriocin production plays a key 

role in determining the competitive dynamics of bacterial strains. However, there is a lack of 

evidence supporting this in natural populations where population structures are often unknown. 

Here, we examined the role of bacteriocin-mediated competition in longitudinally-sampled 

populations of Staphylococcus aureus from the human nasal cavity. Specifically, we tested 

whether S. aureus strains capable of inhibiting the growth of indicator strains and ecologically-

relevant competitors were more successful colonisers over time. We found that bacteriocin-

producing strains were associated with the propensity to displace competing strains from the 

nasal cavity. This association was evident despite bacteriocin production not being observed in 

the majority of strains and targeting interspecific over intraspecific competitors. Whole-
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genome sequencing revealed five bacteriocin gene clusters associated with inhibitory activity. 

Taken together, we provide evidence that bacteriocins play a role in determining competitive 

strain dynamics in natural populations of S. aureus. More generally, our study demonstrates 

the value of using natural populations to test predictions from theoretical and laboratory 

experiments, which can often produce unexpected results.  

 

Introduction 

Resources such as nutrients and space are often limited in microbial communities (West et al., 

2006; Foster, 2010; Ghoul & Mitri, 2016). Bacteria frequently mediate competition for 

resources through the production and secretion of antimicrobial toxins called ‘bacteriocins’, 

which target competing strains and/or species (Riley & Gordon, 1999; Riley & Wertz, 2002; 

Ghoul & Mitri, 2016; Janek et al., 2016; Nadell et al., 2016; Garcia-Bayona & Comstock, 

2018; Granato et al., 2019; Heilbronner et al., 2021). Bacteriocins are widespread, with the 

vast majority of well-studied bacterial species being identified to carry one or more 

(Klaenhammer, 1993; Granato et al., 2019). Theoretical and laboratory experiments support a 

key role for bacteriocins in determining competitive strain dynamics (Levin, 1988; Frank, 

1994; Riley & Gordon, 1996, 1999; Gordon & Riley, 1999; Kerr et al., 2002; Gardner et al., 

2004; Krikup & Riley, 2004; Waite & Curtis, 2009; Kommineni et al., 2015; Libberton et al., 

2015; Kawada-Matsuo et al., 2016; Lehtinen et al., 2022). For example, bacteriocins have 

repeatedly been shown to provide producing strains with a competitive advantage over 

sensitive strains in laboratory experiments, allowing bacteriocin producers to invade or defend 

established bacterial populations (Riley & Gordon, 1999; Waite & Curtis, 2009; Libberton et 

al., 2015; Kawada-Matsuo et al., 2016). Bacteriocin-mediated interactions can also select for 

competing strains to evolve bacteriocin immunity, removing the competitive advantage 
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associated with bacteriocin production (Kerr et al., 2002; Krikup & Riley, 2004). However, the 

extent to which bacteriocins mediate competition in natural populations of bacteria is not well 

known. In particular, there is a distinct lack of evidence regarding whether bacteriocin-

producing strains gain a competitive benefit in natural populations over time.  

 

Studies of bacteriocins in natural populations typically provide insight by quantifying the 

prevalence of bacteriocins in natural environments and elucidating underlying mechanisms, 

using either culture-based (Janek et al., 2016; Coyne et al., 2019; Fernández-Fernández et al., 

2022) or purely genomic approaches (Donia et al., 2014; Aleti et al., 2019). Many of these 

studies are conducted with a medical or industrial focus, such as to identify novel 

antimicrobials or probiotics to treat infections or preserve food (Nascimento et al., 2002, 2006; 

Cotter et al., 2013; Okuda et al., 2013; de Freire Bastos et al., 2020). Studies with more of an 

evolutionary and/or ecological focus have provided insight by mapping bacteriocin profiles to 

microbial community presence/absence and abundance data, to identify negative associations 

between species-level competitors (Yan et al., 2013; Liu et al., 2015; Zipperer et al., 2016). 

For example, Zipperer et al. (2016) found that strains of Staphylococcus lugdunensis isolated 

from the human nasal cavity produce an antimicrobial toxin called lugdunin, which can inhibit 

laboratory strains of S. aureus, and that nasal colonisation with S. lugdunensis is associated 

with a reduced S. aureus nasal carriage. However, the majority of natural bacteriocin studies, 

such as those discussed above (e.g., Janek et al., 2016; Zipperer et al., 2016; Fernández-

Fernández et al., 2022), only screen natural isolates against a set of indicator strains and species 

instead of testing for bacteriocin activity against co-occurring strains from the same 

environment, which represent the most ecologically-relevant competitors of bacteriocin-

producing strains. 
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Studies screening natural strains for bacteriocin activity against other naturally-occurring 

strains have provided insight into evolutionary causes of bacteriocin production (Cordero et 

al., 2012; Hawlena et al., 2012; Perez-Gutierrez et al., 2013; Kinkel et al., 2014; Abrudan et 

al., 2015; Bruce et al., 2017). For example, natural studies have provided evidence to support 

the prediction that bacteriocin-mediated inhibitory interactions are more common under 

conditions of strong resource competition (Kinkel et al., 2014; Bruce et al., 2017). When 

screening natural soil isolates of Pseudomonas fluorescens for bacteriocin activity, Bruce et al. 

(2017) found that bacteriocin-mediated inhibition was more common between strains with a 

relatively high degree of overlap in their metabolic requirements i.e., between relatively strong 

competitors. This result supported that of a previous study which identified a positive 

correlation between the level of inhibitory interactions and the degree of metabolic niche 

overlap in Streptomyces spp. soil isolates (Kinkel et al., 2014). High levels of resource 

competition are also thought to explain the general observation that many species produce 

bacteriocins with a narrow-spectrum of activity that either solely or more frequently target 

conspecifics instead of heterospecifics, as observed in natural populations of Xenorhabdus spp. 

isolated from soil environments (Hawlena et al., 2012).  

 

Once evolved, many bacteriocins are known to be tightly regulated to reduce the cost of their 

expression, via a process called ‘competition sensing’ (Cornforth & Foster, 2013). Competition 

sensing occurs when bacteria only produce bacteriocins in response to cues of competition, 

including nutrient limitation, which indicates exploitative competition, or cellular damage, 

which indicates interference competition. Natural bacteriocin studies have provided evidence 

to support the role of competition sensing in natural populations, for example, a further study 

of Streptomyces spp. soil isolates found that the prevalence of inhibitory interactions increased 
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when strains were co-cultured with a competitor, compared to being cultured alone (Abrudan 

et al., 2015). Interestingly, this study also found that some strains from Streptomyces spp. were 

capable of reducing the inhibitory activity of other strains when grown in co-culture, suggesting 

a role for the suppression of bacteriocin activity in bacteria.  

 

Natural studies have also provided insight into the evolutionary consequences of bacteriocins, 

such as how bacteriocin production can affect the assembly of bacterial populations (Hawlena 

et al., 2010a, 2010b; Cordero et al., 2012; Perez-Gutierrez et al., 2013; Bruce et al., 2017). For 

example, Bruce et al. (2017) observed that while the majority P. fluorescens isolates (~63%) 

could inhibit one or more other isolates, relatively few pairwise interactions between isolates 

resulted in inhibition (~7%), a pattern also observed in other species, including Bacillus spp. 

isolated from the soil (Perez-Gutierrez et al., 2013) and Vibrio spp. isolated from the ocean 

(Cordero et al., 2012). Interestingly, despite the low prevalence of pairwise inhibitory 

interactions, Bruce et al. found that P. fluorescens isolates were more likely to inhibit isolates 

from different patches, which they are unlikely to directly interact with, compared to isolates 

from their own patch. Similar findings have been identified in natural populations of Bacillus 

spp. (Perez-Gutierrez et al., 2013) and Xenorhabdus spp. (Hawlena et al., 2010a, 2010b) 

isolated from soil environments. This suggests that immunity to bacteriocins can reduce the 

prevalence of inhibitory pairwise interactions between genotypes and can play an important 

role in the assembly of natural bacterial communities 

 

However, the majority of natural bacteriocin studies, such as those described above, only 

screen a single time point snapshot from a population for bacteriocin activity (Cordero et al., 

2012; Hawlena et al., 2012; Perez-Gutierrez et al., 2013; Kinkel et al., 2014; Abrudan et al., 
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2015; Bruce et al., 2017). If we are to fully understand the evolutionary consequences of 

bacteriocin production, and specifically the role of bacteriocins in determining competitive 

strain dynamics in natural populations over time, we require studies that sample populations 

longitudinally, such that evolutionary and ecological dynamics can be tracked. Some studies 

have sampled natural populations over time and tested for bacteriocin activity, however most 

of these studies either do not sample at different time points from within the same host/local 

habitat, accurately capture strain-level diversity, or investigate whether bacteriocin production 

can determine differential strain success (Gordon et al., 1998; Wilson et al., 1998; Kraemer et 

al., 2017). For example, Kraemer et al. (2017) sampled Pseudomonas spp. from a forest soil 

environment for over 2-years and tested isolates for bacteriocin activity. They found that 

bacteriocin activity appears to be structured in time, as interactions between isolates sampled 

from the same time point were more likely to be inhibitory compared to isolates from different 

time points, which is suggested to be caused by temporally co-occurring isolates representing 

stronger competitors. However, this study did not aim to explicitly test whether bacteriocin 

production drives differential strain success in natural bacterial populations, and is unlikely to 

have accurately captured the strain-level diversity present in the population, due to the partial 

16S sequencing approach used to distinguish between Pseudomonas spp. isolates.  

 

To identify the role of bacteriocins in determining competitive strain dynamics in natural 

populations over time, we require studies that do three things: (i) longitudinally sample natural 

bacterial populations over extended time periods and capture strain diversity; (ii) 

experimentally screen samples for bacteriocin activity, and test whether it determines strain 

success; (iii) combine phenotypic data with genomic data to understand the underlying 

mechanisms of bacteriocin activity. Interestingly, a previous study adopting this proposed 
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approach in natural populations of Pseudomonas aeruginosa, a gram-negative species with 

well-studied bacteriocins, was unable to identify a clear competitive benefit associated with 

bacteriocin activity (Ghoul et al., 2015). Other studies using similar approaches, such as early 

studies of Escherichia coli from the human gut, also found conflicting evidence for the role of 

bacteriocins (Sears et al., 1950; Branche et al., 1963). More recently, a study by Holt et al. 

(2013) that sampled Shigella sonnei across human hosts in local endemic populations over 15-

years found that dominant strains contained a signature of positive selection for a plasmid 

(pDPT1) encoding a bacteriocin (E5-type colicin). Note that this study did not conduct 

longitudinal sampling of the same individuals. Further studies of bacteriocin-mediated 

interactions between strains in natural populations are now required, particularly in species 

whose bacteriocins have been underexplored. 

 

In this study, to further understand the role of bacteriocins in determining competitive strain 

dynamics in natural populations, we used a collection of Staphylococcus aureus, a gram-

positive opportunistic pathogen from the human nasal cavity, consisting of 389 nasal isolates 

of 64 strains, from 40 human participants, tracked at two-month intervals for up to 88-months 

per participant (Miller et al., 2014; Votintseva et al., 2014). Although S. aureus is known to be 

capable of producing bacteriocins (de Oliveira et al., 1998; Netz et al., 2002; de Freire Bastos 

et al., 2020), including in the nasal cavity (Janek et al., 2016), they, and those from other gram-

positive species, have been understudied from an evolutionary and ecological perspective. To 

address this, we firstly screened all S. aureus isolates for their ability to inhibit the growth of 

an indicator strain for bacteriocin production, other S. aureus strains also isolated from the 

nasal cavity, and three interspecific competitors that also commonly colonise the nasal cavity, 

to characterise inhibitory activity in terms of prevalence, the identity of inhibitory strains, and 
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activity spectra. Secondly, we mapped the resulting inhibition profiles to longitudinal strain 

dynamics data, to test whether inhibitory activity can explain differential strain success over 

time. Finally, we performed whole-genome sequencing on a subset of genomes to identify 

bacteriocin genes responsible for any observed inhibitory activity. 

 

Methods 

Overview 

To determine the prevalence and ecological importance of bacteriocins in Staphylococcus 

aureus, we accessed a longitudinally-sampled natural sample collection of S. aureus from the 

human nasal cavity (Young et al., 2012; Golubchik et al., 2013; Miller et al., 2014; Votintseva 

et al., 2014). We used laboratory assays to screen bacterial isolates for their ability to inhibit 

the growth of: (i) a positive indicator for S. aureus bacteriocin production: Cellulomonas fimi 

(de Oliveira et al., 1998; Coelho et al., 2007); (ii) ecologically-relevant intraspecific 

competitors and a positive indicator strain for intraspecific inhibition: Newman ΔdltA (Peschel 

et al., 1999; Janek et al., 2016); (iii) ecologically-relevant interspecific competitors: Moraxella 

catarrhalis, Corynebacterium pseudodiphtheriticum, and Staphylococcus epidermidis (Liu et 

al., 2015; Janek et al., 2016; Krismer et al., 2017). We subsequently mapped inhibition profiles 

to strain dynamics data to identify any competitive benefits associated with inhibitory activity. 

Finally, we performed whole-genome sequencing on a selection of isolates, based on their 

inhibitory activity profiles to mine genomes for the presence of bacteriocin gene clusters 

(BGCs). 
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Staphylococcus aureus isolate collection 

For details of the Staphylococcus aureus isolate collection used in this chapter, see “Chapter 2 

- curating a longitudinally-sampled isolate collection of Staphylococcus aureus from the human 

nasal cavity”.  

 

Bacterial strains and growth conditions 

We sub-cultured S. aureus nasal samples and isolated individual strains of S. aureus as 

described in Chapter 2. S. aureus Newman is a commonly used laboratory strain and Newman 

ΔdltA is an isogenic knock-out mutant that lacks D-alanine modification of teichoic acids in 

the cell wall, increasing the strain’s susceptibility to antimicrobial activity and making it an 

effective indicator strain for S. aureus intraspecific inhibition (Peschel et al., 1999; Janek et 

al., 2016). C. fimi (ATCC 484), M. catarrhalis (ATCC 25240), C. pseudodiphtheriticum 

(ATCC 10700), and S. epidermidis (ATCC 14990) are all commonly used laboratory 

strains and were purchased from American Type Culture Collection (ATCC). C. fimi is known 

to be highly susceptible to S. aureus bacteriocins and is therefore an effective positive indicator 

for bacteriocin production (de Oliveira et al., 1998; Coelho et al., 2007). We cultured all species 

aerobically at 37C, 200rpm in the following media: S. aureus = tryptic soy broth (TSB); S. 

epidermidis = nutrient broth; C. fimi and C. pseudodiphtheriticum = King’s broth (KB), and M. 

catarrhalis = brain heart infusion broth (BHI). In laboratory screens, we grew all species in or 

on tryptic soy agar (TSA), aerobically at 37C. 
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Phenotypic characterisation of inhibitory activity  

Preparation of bacterial cultures & lawns 

We screened S. aureus isolates for bacteriocin-mediated inhibitory activity using the approach 

described by Janek et al. (2016). Initially, we prepared S. aureus cultures to be tested for 

inhibitory activity by inoculating a freezer stock for each isolate into 150l tryptic soy broth 

(TSB) in 96-well plates and incubated aerobically overnight at 37C. We prepared strains to 

be seeded into agar lawns by inoculating a freezer stock in 3ml of the relevant media (stated 

above) and incubated aerobically overnight at 37C, 200rpm. Next, we prepared agar test plates 

by cooling autoclaved TSA to 45C and inoculating with the relevant lawn strain. Lawn strains 

were standardised (S. aureus and S. epidermidis OD600 = 0.01; C. fimi and C. 

pseudodiphtheriticum OD600 = 0.04; M. catarrhalis = OD600 = 0.1) and further diluted 1000-

fold by mixing 40l of bacterial culture into 40ml of TSA. After mixing, the 40ml plates were 

poured and left to dry.  

 

Agar spot assay 

We used a pin replicator to stamp pure overnight cultures of S. aureus onto the seeded TSA 

plates, which were subsequently incubated aerobically overnight at 37C. Once a uniform lawn 

had formed, we checked for clear zones of inhibition surrounding the S. aureus spots, a 

characteristic phenotype of bacteriocin activity (see Fig. S10 for a representative zone of 

inhibition image). Each species’ lawn was grown for the following incubation period: S. aureus 

and S. epidermidis = 12 hours, M. catarrhalis and C. pseudodiphtheriticum = 15 hours, C. fimi 

= 18 hours. If uniform lawns were yet to form after this period, plates were re-incubated and 

continuously checked until uniform lawns appeared. Within each screen, we performed three 

replicates of every S. aureus spot on every species lawn. Isolates were defined as displaying 
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inhibitory activity if they displayed a positive result in all three replicates. To confirm positive 

results, we re-screened all isolates displaying inhibitory activity, using the same approach. We 

included a positive and negative control strain for inhibitory activity on every test plate. Where 

stated, following the methodology of Janek et al. (2016), we stress-induced bacterial strains by 

adding a final concentration of 200M 2,2’-bipyridine for iron limitation and 0.01% hydrogen 

peroxide (H2O2) for oxidative stress, both of which represent ecologically-relevant stressors 

experienced by bacteria colonising the nasal cavity (Janek et al., 2016). To measure the size of 

inhibition zones, S. aureus spots were standardised to OD600 = 0.4 and screened as described 

above. Inhibition zones were then measured in cm from colony edge to inhibition zone edge. 

We imaged plates using a G:box EF2 camera box (Syngene Ltd) and a Canon EOS 5D Mark 

IV (Canon Inc.).  

 

Genome selection & sequencing  

Genome selection 

To identify genes associated with inhibitory activity, we whole-genome sequenced a selection 

of 95 inhibitory and non-inhibitory isolates from our laboratory screens. More detailed 

information about the isolate selection criteria can be found in ‘Supplementary Methods – 

genomic analyses’. In brief, we selected: (i) inhibitory isolates – a representative isolate for 

every inhibitory strain, in each participant it was present. If multiple time point isolates were 

available, the earliest and latest were selected; (ii) non-inhibitory isolates – all isolates that 

display a loss of inhibitory activity over time, in strains that otherwise display inhibitory 

activity; (iii) non-inhibitory isolates – two random isolates, for each non-inhibitory strain 

present in both single-strain participant and co-colonised participant categories, one from each 

category; (iv) non-inhibitory isolates - one random isolate from each participant yet to have an 
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isolate selected from the above criteria; (v) non-inhibitory isolates – four random isolates from 

four strains yet to be selected from the above criteria.  

 

Genome sequencing & assembly 

We performed DNA extraction using the Qiagen DNeasy Blood & Tissue kit (Qiagen) with 

a Qiacube Connect (Sigma), following manufacturer’s instructions (Qiagen). In addition, we 

pre-treated S. aureus isolates with lysostaphin (0.2 mg/ml) (Sigma) (Schindler & Schuhardt, 

1964) at 37C for two hours to ensure cells were effectively lysed before extracting DNA. We 

quantified the concentration of DNA extracts using the Quant-iT PicoGreen dsDNA assay 

kit (Invitrogen), as per manufacturer’s instructions. We sent isolates to the Wellcome Trust 

Centre for Human Genetics, University of Oxford for whole-genome sequencing. Multiplexed 

genomic DNA libraries were prepared, quality checked, and sequenced over one unit of a flow 

cell. Sequencing was performed using an Illumina NovaSeq 6000 machine generating 151-bp 

paired-end reads.  

 

We assembled the sequencing reads using the Velvet assembly software (v1.2.10) (Zerbino & 

Birney, 2008). We then sampled multiple K-mer lengths and automatically searched for an 

optimum coverage cut-off value using the VelvetOptimiser software (v2.2.4) 

(https://github.com/tseemann/VelvetOptimiser). We sampled all odd numbered K-mers 

between 71 and the sequencing read length of 151. We used the default Velvet and 

VelvetOptimiser parameters, except that assemblies were not scaffolded and instead we applied 

a minimum contig length of 200 bases. We uploaded FASTQ files to the European Nucleotide 

Archive (ENA, https://www.ebi.ac.uk/ena), to the project PRJEB53461 (ERP138263). Run 

identifiers are ERR9834854 to ERR9834949. 
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Data analysis  

Statistical analysis - phenotypic inhibition profiles and longitudinal strains dynamics  

We initially characterised phenotypic inhibition data to determine the inhibitory activity of 

each strain against each competitor type: positive indicator (C. fimi), intraspecific competitors, 

and interspecific competitors (see ‘Supplementary methods - data analysis - section 1’ for more 

details). To test whether there was a significant difference in the prevalence of strains 

displaying intraspecific versus interspecific inhibition, we used McNemar’s test for paired, 

binary data (McNemar, 1947; Pembury Smith & Ruxton, 2020). 

 

Next, we characterised longitudinal strain dynamics data to identify patterns of differential 

strain success. Specifically, we calculated a measure for: i) colonisation persistence (‘long-

term success’); ii) the ability of each strain to displace other strains (‘short-term success’) (see 

‘Supplementary methods – data analysis – section 2’ for more details’). We then mapped the 

ability of each strain to inhibit the positive indicator to its longitudinal strain dynamics, to test 

whether inhibitory activity was associated with differential strain success. To test whether 

inhibitory strains were significantly associated with more persistent colonisation, we used a 

generalised linear model (GLM) with ‘inhibitory activity’ (inhibitor/non-inhibitor) as the 

explanatory variable and the ‘mean proportion of host time points colonised’ as the response 

variable. Proportion data was arcsine square root transformed to improve normality. To test 

whether inhibitory strains were significantly associated with successfully displacing other 

strains, we used a binomial GLM with ‘inhibitory activity’ (inhibitor/non-inhibitor) as an 

explanatory variable, and ‘displacement potential’ (displacer/non-displacer) as a binary 

response variable. See ‘Supplementary methods - data analysis - section 2’ for more details on 

all analyses performed. 
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For each analysis, we performed multiple variations to check the robustness of results. 

Specifically, we varied the: i) number of time point samples analysed; ii) criterion for the 

number of consecutive time points required for a strain to be considered ‘lost’ from the nasal 

cavity; iii) participant types (co-colonised and single-strain) analysed; iv) criterion for what 

constitutes an independent data point (each unique strain in the collection, versus each ‘strain 

x participant’ interaction); v) inclusion of a phylogenetic non-independence control; vi) 

competitor being used to determine ‘inhibitory activity’. See ‘Supplementary methods – data 

analysis - section 3’ for more details on all analysis variations.  

 

Genomic analysis – mining for bacteriocin gene clusters (BGCs)  

To identify BGCs, we used BAGEL4 (van Heel et al., 2018) and antiSMASH 6.0 (Blin et al., 

2021), two of the most widely used and effective computational tools at predicting BGC 

presence and identity (Russell & Truman, 2020) (see ‘Supplementary Methods - genomic 

analyses’ for further software details). We extracted bacteriocin gene sequence data from both 

software for subsequent analysis in Geneious Prime 2022.1.1 and EMBOSS Transeq (Rice et 

al., 2000; Goujon et al., 2010). For further details about the genomic analyses conducted in 

this study, see ‘Supplementary Methods - genomic analyses’. 

 

Phylogenetic analysis 

- Creating phylogenies and genetic distance trees 

We used SeqSphere+ (8.4) (Ridom, GmbH) to determine the genetic relationships between 

spa-types using the BURP (based upon repeat pattern) clustering algorithm (Mellmann et al., 

2007). We then used SeqSphere+ (8.4) (Ridom, GmbH) to create a minimum-spanning genetic 

distance tree (Fig. 1A) and a neighbour-joining tree using spa gene sequences (Fig. S2). We 
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used FigTree (v1.4.4) to midpoint root the neighbour-joining spa gene phylogeny and convert 

it to nexus format for use in the phylogenetic analyses described below. We confirmed the 

accuracy of the neighbour-joining spa gene tree, by generating two further phylogenies using 

the whole-genome sequence data obtained from a subset of 89 genomes in the collection. 

Firstly, we used SeqSphere+ (v8.4) (Ridom, GmbH) to create a core-genome MLST (cgMLST) 

neighbour-joining tree based on the genome-wide allelic profiles of 1861 loci (Fig. S8). 

Secondly, we used REALPHY (v1.13) (Bertels et al., 2014) to align our assembled S. aureus 

contigs to the complete reference genome MSSA 476 using Bowtie2 (v2.5.1) (Langmead & 

Salzberg, 2012) and estimate a maximum likelihood (ML) tree using PhyML (v3.0) (Fig. S9) 

(Guindon et al., 2010). The neighbour-joining spa gene phylogeny was consistent with both 

whole-genome phylogeny approaches. 

 

- Phylogenetic signal analysis 

To test whether inhibitory activity displayed a phylogenetic signal, we used the function 

‘phylo.d’ (v1.0.1) in R from the package ‘caper’ (Fritz & Purvis, 2010). Phylo.d calculates a 

measure of phylogenetic signal (D statistic) for binary traits. A D value equal to 1 represents a 

trait with relatively low phylogenetic signal, i.e., a trait that is randomly distributed across the 

phylogeny with no conserved phylogenetic signal; a D value equal to 0 represents a trait with 

relatively high phylogenetic signal, i.e., a trait that displays phylogenetic clumping (Fritz & 

Purvis, 2010). D values can also be <0 when the binary trait is extremely clumped, and >1 

when the binary trait is overdispersed (Fritz & Purvis, 2010). Therefore, the more 

phylogenetically clumped a binary trait is, the lower its D value. In addition to calculating the 

D statistic, phylo.d tests whether it significantly differs from 1 (i.e. random association) and 0 

(i.e. phylogenetic clumping). In our analysis, we included phylogeny as the explanatory 
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variable and the presence/absence of either: i) inhibitory activity; ii) a BGC signature, as the 

response variable. 

 

- Controlling for phylogenetic non-independence 

Statistical models used in biology usually require data points to be independent from one 

another, however shared ancestry means that closely related bacterial strains are more likely to 

share similar traits than distantly related strains (Harvey & Pagel, 1991). To control for 

phylogenetic non-independence between strains in certain analyses, we used a Markov chain 

Monte Carlo generalized linear mixed-effects model (MCMCglmm) in R, with phylogeny 

controlled as a random effect. The MCMCglmm approach has previously been described in 

detail (Hadfield, 2010; Hadfield, 2019) (See ‘Supplementary methods - data analysis - section 

3’ for more details).  

 

Results 

Inhibitory activity is not displayed by the majority of S. aureus strains and is 

phylogenetically dispersed 

To test for the prevalence of inhibitory activity in S. aureus, we first screened all 389 

longitudinally-sampled natural isolates (64 strains) from the nasal cavity of 40 human 

participants against a known positive indicator for S. aureus bacteriocin production: C. fimi (de 

Oliveira et al., 1998; Coelho et al., 2007). Overall, the majority of S. aureus strains did not 

display inhibitory activity against C. fimi: 26.6 % of strains (17/64) and 20.6 % of isolates 

(80/389) were able to inhibit the growth of the indicator (Fig. 1A; Fig. S1). At a whole-

participant level, 37.5 % (15/40) carried at least one inhibitory strain (Fig. 1A). Inhibitory 

activity did not increase in prevalence under nasally-relevant stress conditions (Table. S1).   
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S. aureus strains did not display a significant phylogenetic signal for inhibitory activity (Fig. 

1B; Fig. S2). Specifically, the estimated D statistic (D = 0.689, n = 62) did not significantly 

differ from 1 (i.e., expectation if a trait is randomly distributed) (p = 0.096) and did significantly 

differ from 0 (i.e., expectation if a trait displays phylogenetic clumping) (p = 0.016) (see 

‘Methods – phylogenetic signal analysis’ for further information about how to interpret the D 

statistic) (Fritz & Purvis, 2010). Therefore, inhibitory strains were relatively unclustered in the 

S. aureus phylogeny, i.e., closely related strains were not more likely to be inhibitory than 

distantly related strains. Instead, evidence for inhibitory activity was widespread across the S. 

aureus phylogeny: 5/10 spa-clonal complexes (spa-CCs) and 5/11 unrelated spa singletons 

displayed inhibitory activity (Fig. 1B).  
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Fig 1. Inhibitory activity is not displayed by the majority S. aureus strains and is 

phylogenetically dispersed. (A)  An overview of the prevalence of inhibitory activity at the 

participant, isolate, and strain level in S. aureus. ‘Participants’ refers to the % of participants 

with at least one strain displaying inhibitory activity. ‘Isolates’ refer to the total number of 

bacterial isolates in the collection, which often contains the same strain sampled over 

longitudinal time periods within participants. ‘Strains’ are defined as spa-types (see ‘Chapter 

2 – methods – spa-type identification’). Sample sizes are depicted above each bar. (B) A spa 

gene minimum-spanning genetic distance tree displaying the distribution of inhibitory activity 

amongst S. aureus strains. Strains in the bacterial collection are denoted as circles and are 

clustered into their minimum-spanning tree (MST) clusters using the BURP clustering 

algorithm (Mellmann et al., 2007), which represent spa-Clonal Complexes (spa-CCs) of 

closely related strains, and are denoted by grey shading. Two spa-types could not be clustered, 

giving a total of 62 spa-types (see ‘Chapter 2 - methods - spa-type identification’). Branch 

length corresponds to the BURP genetic distance between strains, which is also numerically 

labelled on each branch. Strains displaying inhibitory activity are circled in red. Throughout, 

inhibitory activity is defined as the ability to inhibit C. fimi, a known positive indicator for S. 

aureus bacteriocin production (de Oliveira et al., 1998; Coelho et al., 2007). 
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Intraspecific inhibition is rare in S. aureus nasal populations 

To measure inhibitory activity, we first screened the 17 strains (isolates = 80; participants = 

15) that inhibited growth of the positive indicator for bacteriocin production (C. fimi), against 

a positive-indicator for S. aureus intraspecific inhibition: Newman ΔdltA (Janek et al., 2016). 

Only 2/17 strains displayed inhibitory activity against the intraspecific indicator (isolates = 

8/92; participants = 2/15; strain identities = participant 637/strain t7050 & participant 

2064/strain t171) (Fig. S1). To confirm that these strains were also unable to inhibit S. aureus, 

we screened a selection of 20 non-inhibitory strains (isolates = 24; participants = 19) against 

the intraspecific indicator (see ‘Supplementary Methods – laboratory screens’). Of these 

strains, 0/20 performed inhibition (Fig. S3). The prevalence of intraspecific inhibition did not 

increase under stress-induced conditions (Table. S2).  

 

Next, to further understand the level of inhibition between naturally-occurring strains, we 

screened the two strains that inhibited the intraspecific indicator, against 20 natural strains of 

S. aureus (see ‘Supplementary Methods - laboratory screens’ for selection criteria). Only one 

of the two strains could perform intraspecific inhibition against any natural strain (strain 

identity = participant 2064/strain t171) (Fig. 2; Table. S2). This strain successfully inhibited 

19/20 natural strains (Fig. S4). The only strain it could not inhibit was the only other strain 

belonging to the same spa-CC (strain identity = participant 1307/strain t408) (Fig. 1B; Table. 

S3).  

 

To confirm the reliability of the intraspecific indicator strain, we performed further screens 

against the same 20 natural strains of S. aureus. Specifically, we screened i) one representative 

per participant from each of the 15 strains that inhibited C. fimi, but did not inhibit the 
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intraspecific indicator (isolates = 22; participants = 14); (ii) the same selection of 20 non-

inhibitor strains against C. fimi mentioned above. As expected, we found that 0/15 and 0/20 

strains could inhibit any natural S. aureus lawn, respectively (Table. S3). To confirm this result, 

we repeated this screen against three randomly selected natural S. aureus lawns under stress-

induced conditions (see ‘Supplementary methods – laboratory screens’), and found no increase 

in the prevalence of intraspecific inhibition (Table. S3). Therefore, we estimate that only ~3% 

(2/64) of S. aureus strains from the human nasal cavity have the capacity to perform any 

intraspecific inhibition, with only ~1.6% (1/64) performing inhibition against naturally-

occurring intraspecific competitors. 

 

S. aureus more frequently inhibits interspecific competitors 

We next determined whether S. aureus uses bacteriocins to target interspecific competitors by 

screening all S. aureus isolates (isolates = 389; strains = 64; participants = 40) against three 

different species, from three major phyla that commonly inhabit the nasal cavity 

(Proteobacteria – Moraxella catarrhalis; Actinobacteria – Corynebacterium 

pseudodiphtheriticum; Firmicutes – Staphylococcus epidermidis) (Liu et al., 2015; Janek et al., 

2016; Krismer et al., 2017).  

 

Of the 17 strains that inhibited the growth of C. fimi, seven (41.2%) successfully inhibited at 

least one of the three interspecific species (Fig. 2). More specifically, inhibitory activity was 

displayed against M. catarrhalis (7/17 strains) and C. pseudodiphtheriticum (2/17 strains). 

None of the 17 strains showed any inhibitory activity against S. epidermidis (Table. S1). 

Interspecific inhibitory activity was, therefore, found to be more common than intraspecific 

inhibitory activity (McNemar’s test: χ2 = 4.17, df = 1, p-value = 0.04) (Fig. 2B).  
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Of the 47 strains that did not inhibit C. fimi, none were able to inhibit any of the three species 

(Fig. 2). Therefore, S. aureus inhibitory activity generally follows a ‘nested’ pattern: only 

strains that inhibit C. fimi can inhibit M. catarrhalis; only strains that inhibit M. catarrhalis can 

inhibit C. pseudodiphtheriticum; only strains that can inhibit C. pseudodiphtheriticum can 

inhibit natural S. aureus. The only possible exception is strain t7050, which only inhibits C. 

fimi and the intraspecific positive indicator (Table. S1; Table. S2). Altogether, this shows C. 

fimi is a good indicator for inhibitory activity, and in the subsequent text, we refer to strains 

that inhibit C. fimi as ‘inhibitors’ and strains that do not inhibit C. fimi as ‘non-inhibitors’. 
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Fig 2. S. aureus bacteriocins have a relatively broad-spectrum of activity. (A) An overview 

of the inhibitory activity of 64 S. aureus strains in three different types of inhibition assay. 

‘Indicator strain’ refers to the ability to inhibit a positive indicator for bacteriocin production 

(C. fimi); ‘intraspecific’ refers to the ability to inhibit any other natural S. aureus strains; 

‘interspecific’ refers to the ability to inhibit any of the other three nasal commensal species. 

Green cells represent inhibitory activity, beige cells represent no inhibitory activity. (B) The 

proportion of strains that displayed inhibitory activity against C. fimi that can also inhibit 

intraspecific or interspecific competitors. ‘Intraspecific’ and ‘interspecific’ are defined as in 

panel A. Error bars represent the standard error of the proportion. Asterisks denote statistical 

significance: * = p < 0.05.  
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Inhibitory activity is stable within-hosts over time, but is not always consistent between-

hosts 

To characterise how inhibitory activity changes over time, we compared inhibitory activity 

within strains present across multiple time points in a given participant (n = 40 participants). 

Inhibitory activity was highly stable within strains over time (Fig. S2). When considering all 

‘strain x participant’ interactions, where strains are present for >1 time point, only 4/75 (5.3% 

 2.6% (SE)) displayed any variation in inhibitory activity against C. fimi, intraspecific, or 

interspecific competitors over time (Fig. S2).  

 

Next, we determined whether strains displayed variation in inhibitory activity when colonising 

multiple different participants. Inhibitory activity was not always consistent between-

participants (Fig. S2). Of the 23 strains present in multiple participants, seven (30.4%   9.6% 

(SE)) displayed variation in inhibitory activity in at least one of the three screens against C. 

fimi, intraspecific, or interspecific competitors (Fig. S2). This result shows that the ability of a 

strain to display inhibitory activity in one host does not mean it will do so in all hosts.  

 

Competitive benefit of bacteriocins 

Inhibitory strains are not associated with more persistent colonisation  

To examine whether inhibitory strains were associated with long-term competitive benefits, we 

first tested whether they were associated with more persistent colonisation (see ‘Supplementary 

Methods - section 2 & 3’ for analysis details). Inhibitory strains were not found to be more 

persistent colonisers of the nasal cavity (Fig. 3A). Specifically, we found that inhibitory strains 

did not colonise a greater mean proportion of time points compared to non-inhibitory strains in 

co-colonised participants (GLM: t-value = 1.148, n = 57, p = 0.256; Table. S1) (Fig. 3A). This 
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result was consistent across multiple forms of analysis: (i) controlling for phylogenetic non-

independence between strains using Bayesian statistics (MCMCglmm: posterior mean = 0.176; 

n = 57; p = 0.238; Table. S2); (ii) using all co-colonised time points up to 88-months (GLM: t-

value = 0.884; n = 63; p = 0.38; Table. S1); (iii) removing the ‘strain loss’ data modification 

(GLM: t-value = 1.149; n = 57; p = 0.256; Table. S1); (iv) including single-strain participant 

data (GLM: t-value = 0.929; n = 61; p = 0.357; Table. S1); (v) using each ‘strain x participant’ 

interaction as an independent data point instead of each unique strain (see ‘Supplementary 

Methods – section 3’) (GLM: t-value = 1.034; n = 69; p = 0.305; Table. S1); (vi) focusing only 

on strains that also inhibit ecologically-relevant intraspecific and interspecific competitors 

(GLM: t-value = 1.017; n = 57; p = 0.314; Table. S1).  

 

Second, we found no evidence that competitive exclusion explains the prevalence of single 

strain colonisation. We compared inhibition ability in strains colonising participants alone with 

co-colonising strains and found that strains colonising alone were not more likely to be 

inhibitory (Binomial GLM: z-value = 0.838, n = 78, p = 0.402) (Fig. S9). This result was 

consistent across multiple forms of analysis, including controlling for phylogenetic non-

independence between strains (MCMCglmm: posterior mean = 0.966; n = 78; p = 0.338), and 

only including strains present in both participant categories (McNemar’s test: χ2 = 0.800, df = 

1, p-value = 0.371). Taken together, these results suggest that bacteriocin-mediated inhibitory 

activity does not improve long-term colonisation success in S. aureus. 

 

Inhibitory strains are associated with successful strain displacement  

To examine whether inhibitory strains were instead associated with short-term competitive 

benefits, we tested whether they were associated with the ability to successfully displace other 
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co-colonising strains. Inhibitory strains were significantly more likely to perform strain 

displacement than non-inhibitory strains (Binomial GLM: z-value = 2.482, n = 57, p = 0.013; 

Table. S6) (Fig. 3b) (see ‘Supplementary Methods - section 2 & 3’ for analysis details). This 

result was consistent across multiple forms of analysis, specifically: (i) controlling for 

phylogenetic non-independence between strains using Bayesian statistics (MCMCglmm: 

posterior mean = 2.88; n = 57; p = 0.008; Table. S7); (ii) using all co-colonised time points up 

to 88-months (Binomial GLM: z-value = 2.325, n = 63, p = 0.020-; Table. S6); (iii) removing 

the ‘strain loss’ data manipulation (Binomial GLM: z-value = 2.267, n = 57, p = 0.0234; Table. 

S6) (iv) using each ‘strain x participant’ interaction as an independent data point instead of 

each unique strain (Binomial GLM: z-value = 2.689, n = 69, p = 0.0072; Table. S6) (v) focusing 

only on strains that also inhibit ecologically-relevant intraspecific and interspecific competitors 

(Binomial GLM: z-value = 2.007, n = 57, p = 0.0447; Table. S6). In addition to strain-level 

displacement analyses, we have performed isolate-level displacement analyses and found a 

similar pattern (see ‘Supplementary Methods – section 2’ and ‘Supplementary results – Table. 

S8’). Taken together, inhibitory activity appears to provide a short-term competitive benefit in 

S. aureus, by allowing inhibitory strains to successfully displace co-occurring strains in the 

nasal cavity.  
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Fig 3. Inhibitory strains are not associated with more persistent colonisation, but are 
associated with successful strain displacement. In both panels, the x-axis categorizes strains 
into those that display (‘inhibitor’) and do not display (‘non-inhibitor’) inhibitory activity 
against the positive indicator: C. fimi. (A) The y-axis represents colonisation persistence, 
measured as the mean proportion of host time points colonised. Proportion data was arcsine 
square root transformed to improve normality and back-transformed for data visualization. (B) 
The y-axis represents strain displacement ability, measured as the proportion of displacing 
strains amongst inhibitor and non-inhibitor categories. In both panels, only data points from 
co-colonised participants, up to 24-months of sampling were included (see ‘Supplementary 
results – Table 4-8’ for alternative forms of analysis). Error bars represent 95% confidence 
intervals. Asterisks denote statistical significance: * = p < 0.05; NS = p > 0.05.  
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Five Bacteriocin Gene Clusters (BGCs) were associated with inhibitory activity  

To determine the genetic underpinnings of our observed inhibitory phenotypes, we mined a 

selection of whole-genome sequences for BGCs associated with inhibitory activity in S. aureus. 

We identified BGC hits in 30% of inhibitory strains (40% of inhibitory genomes) (Table. S9). 

BGC hits associated with inhibitory activity can be divided into four distinct BGC types: 

Lanthipeptide class I, Lanthipeptide class II, Linear Azole containing Peptide (LAP), and a 

ribosomally synthesised and post-translationally modified peptide (RiPP)-like putative 

bacteriocin (Fig. 4; Table. S9). All four BGC types can be defined as ‘Class I’ bacteriocins, as 

they contain post-translational modifications (Bastos et al., 2009). The four BGC types are 

predicted to code for five different core bacteriocins, which displayed inhibitory activity 

against different sets of competitors (Fig. 4; Table S9). This suggests that S. aureus uses 

different bacteriocin strategies in the nasal cavities of different hosts. 

 

To test the reliability of our laboratory screens to detect known BGCs, we also mined the 

genomes of a selection of non-inhibitory strains. We found BGCs predicted to be active in only 

6% of non-inhibitory strains (6% of non-inhibitory genomes), all of which were Lanthipeptide 

class I bacteriocins (Fig. 4; Table. S9) (See ‘Supplementary Methods – genomic analyses’ for 

more details). This shows that our laboratory screens were generally accurate in identifying 

strains containing known BGCs.  

 

We next determined the phylogenetic distribution of BGCs in S. aureus. As seen with 

phenotypic inhibitory activity, we found that identifiable BGCs did not display a significant 

phylogenetic signal in S. aureus (Fig. S7). Specifically, the estimated D statistic (D = 0.694, n 

= 62) did not significantly differ from 1 (i.e., expectation if a trait is randomly distributed) (p 
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= 0.093) and did significantly differ from 0 (i.e., expectation if a trait displays phylogenetic 

clumping) (p = 0.008) (see ‘Methods – phylogenetic signal analysis’ for further information 

about how to interpret the D statistic) (Fritz & Purvis, 2010). We also found that each individual 

genome, strain, and spa-Clonal Complex (spa-CC) only ever carried one type of BGC 

associated with inhibition (Table S9; Fig. S7).  

 

We next examined the stability of BGCs, by determining whether entire BGCs, or genes within 

BGCs, were gained or lost within strains over the course of sampling. As expected from the 

high stability of bacteriocin phenotypes within strains over time (Fig. S2), we found that BGCs 

were highly conserved within strains (Table S9). Specifically, we found no differences in BGCs 

within strains over time when examining the: i) presence/absence of whole BGCs; ii) 

presence/absence of bacteriocin-related genes within BGCs (Table S9). Taken together, the 

high stability of phenotypic inhibitory activity within strains over time is in line with the lack 

of genetic changes in BGCs over time, at least in strains with identifiable bacteriocins. 
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Fig 4. Five Bacteriocin Gene Clusters (BGCs) were associated with inhibitory activity in 
S. aureus. (A) An overview of the BGCs identified in S. aureus associated with inhibitory 
activity. Each row represents a unique BGC type. For each BGC type, we provide a prediction 
of the core bacteriocin, it’s bacteriocin class, and its prevalence amongst strains that were 
whole-genome sequenced from the collection. All data was obtained from BAGEL4 (Van Heel 
et al., 2018) and/or antiSMASH 6.0 (Blin et al., 2021) software (see ‘Supplementary methods 
– genomic analyses’ for more details). Each BGC type is then mapped to our laboratory screen 
data to determine its activity spectra. A BGC is assigned a tick if it is ever associated with the 
described strain category, and a cross if it is never associated with the strain category. (B) A 
schematic representing the genetic structure of each BGC type following analysis in 
antiSMASH 6.0 (Blin et al., 2021). Genes are colour coded based on their functional 
annotation, including: core biosynthetic genes, additional biosynthetic genes, transport-related 
genes, regulatory genes, other genes, and resistance genes. For more details about the genomic 
analyses, see ‘Supplementary Methods – genomic analyses’ and Table S9.  
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Discussion 

Overview 

We provide evidence for a role of bacteriocins in mediating competitive strain dynamics in 

natural populations of bacteria – but perhaps not in the simple way we might expect from lab 

experiments or theoretical models. We show that inhibitory activity appears to provide S. 

aureus with a short-term competitive benefit in the human nasal cavity: inhibitory strains are 

more likely to displace other S. aureus strains during co-colonisation (Fig. 3B), despite 

inhibitory activity not being displayed by the majority of strains (Fig. 1) and targeting 

interspecific over intraspecific competitors (Fig. 2). We have also provided evidence for the 

likely underlying mechanism of inhibition, by identifying five bacteriocin gene clusters 

(BGCs) associated with phenotypic inhibitory activity (Fig. 4).  

 

Evidence for the role of bacteriocins in determining competitive strain dynamics 

Despite many theoretical and laboratory experiments supporting a key role for bacteriocins in 

determining competitive strain dynamics (Levin, 1988; Frank, 1994; Riley & Gordon, 1996, 

1999; Gordon & Riley, 1999; Kerr et al., 2002; Gardner et al., 2004; Krikup & Riley, 2004; 

Waite & Curtis, 2009; Kommineni et al., 2015; Libberton et al., 2015; Kawada-Matsuo et al., 

2016; Lehtinen et al., 2022), our study is one of the first to provide evidence of this in 

longitudinally-sampled natural populations of bacteria. The lack of evidence for the role 

bacteriocins play in natural populations can in part be explained by the difficulty associated 

with collecting large natural bacterial isolate collections that track strain dynamics over time. 

Indeed, the majority of studies providing insight into the role of bacteriocins in natural 

populations only sample a single time point snapshot from a population (Cordero et al., 2012; 

Hawlena et al., 2012; Perez-Gutierrez et al., 2013; Kinkel et al., 2014; Abrudan et al., 2015; 
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Bruce et al., 2017). However, even studies that have tracked natural populations over time have 

been unable to identify a clear competitive benefit associated with bacteriocin production 

(Sears et al., 1950; Ghoul et al., 2015; Kraemer et al., 2017). For example, early studies of E. 

coli provided conflicting evidence on the role of bacteriocins in determining differential strain 

success in the human gut, which is yet to be resolved (Sears et al., 1950; Branche et al., 1963). 

More recently, Ghoul et al. (2015) mapped the phenotypic and genomic bacteriocin profiles of 

P. aeruginosa from the cystic fibrosis lung infections to longitudinal strain dynamics data, but 

found no evidence for the role of bacteriocins in determining competitive strain dynamics. 

Interestingly, evidence for a competitive benefit associated with bacteriocin production was 

provided by Holt et al. (2013) in a less well-studied species, Shigella sonnei. Holt et al. sampled 

S. sonnei across endemic populations over a 15-year period and found that the most dominant 

strains contained a signature of positive selection for a plasmid (pDPT1) encoding a bacteriocin 

(E5-type colicin). They subsequently performed phenotypic assays to show this bacteriocin 

was active against ecologically-relevant competitors (Holt et al., 2013). While they did not 

longitudinally track the same populations of bacteria over time to obtain high-resolution strain 

dynamics, as we did in this study, the work on S. sonnei is one of the only other studies to 

provide evidence for the role of bacteriocins in determining differential strain success, by 

tracking bacteriocin producers in natural populations over time.    

 

Why are bacteriocins associated with a short-term, rather than a long-term, benefit? 

 

We find that inhibitory activity is not associated with a long-term benefit of allowing inhibitory 

strains to more persistently colonise the nasal cavity, but is associated with a short-term benefit 

of being more likely to displace other strains over time (Fig. 3). The absence of a long-term 

benefit associated with bacteriocin production could possibly be explained by it generally being 

considered to be a costly trait (Cornforth & Foster, 2013; Maldonado-Barragán & West, 2020). 
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This cost has led to many theoretical and laboratory experiments predicting that instead of 

always allowing producers to outcompete non-producers, bacteriocin production can give rise 

to different social evolutionary dynamics, such as cyclical dynamics analogous to the ‘rock-

paper-scissor’ game between bacteriocin ‘producing’, ‘immune’, and ‘sensitive’ strains (Kerr 

et al., 2002; Gardner et al., 2004; Kirkup & Riley, 2004). This occurs when a bacteriocin 

producing strain initially outcompetes a sensitive strain, however due to the metabolic cost of 

bacteriocin production, the producing strain is subsequently outcompeted by a strain that does 

not produce the bacteriocin but is immune to it. Finally, the immune strain is outcompeted by 

a sensitive strain that does not pay the cost of producing either the bacteriocin or immunity 

protein (Kerr et al., 2002; Riley & Chavan, 2007). While, like all previous studies of 

bacteriocins in natural populations, we do not find direct evidence for rock-paper-scissor 

dynamics, we do find that inhibitory activity is only associated with short-term displacement 

benefits, instead of long-term competitive benefits. Bacteriocins are also not expected to be 

beneficial under all conditions (Cornforth & Foster, 2013), and potential fluctuations in 

environmental conditions in the nasal cavity over time, known to be possible in host-associated 

habitats exposed to the external environment (Krismer et al. 2017), could cause bacteriocins to 

be beneficial at some time points but not others in some hosts. More generally, this finding 

highlights the importance of screening longitudinally-sampled natural populations to identify 

the exact ecological and evolutionary role of bacteriocins, as simply screening the most 

persistent strains would have failed to identify the associated competitive benefit in this study. 

 

Why is bacteriocin-mediated intraspecific inhibition rare in S. aureus? 

A caveat to the competitive benefit observed in this study is that we find strains capable of 

inhibiting intraspecific competitors are rare (1/64 strains) (Fig. 2), and that intraspecific 
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inhibition was always associated with isolates carrying the staphylococcin C55 (Navaratna et 

al., 1999) bacteriocin gene cluster (BGC) (Fig. 4; see ‘Discussion – mapping bacteriocin 

genotype to phenotype’ for further discussion). This low prevalence of intraspecific inhibition 

is in line with previous studies screening natural populations of S. aureus for bacteriocin 

activity (Giambiagi-deMarval et al., 1990; de Oliveira et al., 1998; Bastos et al., 2009; Janek 

et al., 2016). For example, Janek et al. (2016) found that 0/19 (0%) S. aureus strains isolated 

from the human nasal cavity could inhibit the laboratory strains S. aureus Newman, and that 

only 2/19 (11%) could inhibit S. aureus Newman ΔdltA, the same intraspecific inhibition 

positive indicator strain used in our study. Also in line with the results of our study, this low 

prevalence of intraspecific inhibition was observed despite interspecific inhibition being 

relatively more prevalent, as 10/19 (53%) S. aureus strains were observed to inhibit at least one 

interspecific competitor. Studies of other species have also observed that intraspecific 

inhibition occurs at low frequencies, for example, a study of Pseudomonas fluorescens soil 

isolates found that only ~7% of pairwise isolate interactions were inhibitory (Bruce et al., 

2017). Low levels of intraspecific inhibition have also been observed in Bacillus spp. isolated 

from soil environments (Perez-Gutierrez et al., 2013) and in Vibrio spp. isolated from ocean 

environments (Cordero et al., 2012). However, this low prevalence of intraspecific inhibition 

stands in contrast with studies of other well-studied species from a bacteriocin perspective, 

such as P. aeruginosa and E. coli, where up to ~100% and ~70% of strains can display 

intraspecific inhibitory activity, respectively (Gordon et al., 1998; Ghoul et al., 2015). It also 

contrasts with high levels of intraspecific inhibition identified in some gram-positive species, 

such as in Lactococcus spp. and other lactic acid bacteria (LAB) (Klaenhammer 1988; Cintas 

et al., 2001; Mokoena, 2017), and Streptomyces spp. (Westhoff et al., 2021). 
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Several reasons could account for the rarity of bacteriocin-mediated intraspecific inhibition in 

S. aureus. Firstly, bacteriocin activity may be neutralised by intraspecific bacteriocin 

immunity. Bacteriocin immunity is generally thought to be less costly than bacteriocin 

production that often also requires immunity (Riley & Gordon, 1999; Kerr et al., 2002), 

potentially making it easier to evolve than production itself. Indeed, our results provide 

evidence that bacteriocin immunity is prevalent in natural S. aureus populations, as although 

~27% of strains display inhibitory activity, only ~1% can inhibit other naturally-occurring 

intraspecific competitors (Fig. 2). Secondly, S. aureus strains may not interact within hosts 

frequently enough to select for intraspecific inhibition: only ~18% of participants that were S. 

aureus-positive at recruitment and returned 12 nasal samples were co-colonised with multiple 

S. aureus strains at a single time point during the first 24-months of the original nasal carriage 

study (Votintseva et al., 2014). Thirdly, if S. aureus strains do interact, they may mediate 

intraspecific competition using other types of chemical weaponry. S. aureus has been shown 

to use phage (Haaber et al., 2016), the type VII secretion system (T7SS) (Cao et al., 2016; 

Ulhuq et al., 2020), and even quorum-sensing signalling peptides to inhibit the growth of 

intraspecific competitors (Novick & Geisnger, 2008). Further research is required to 

understand the relative importance of different types of chemical weaponry in natural 

populations of S. aureus, and bacteria more generally. 

 

Do environmental conditions in the nasal cavity select against bacteriocins in general?  

Environmental conditions in the nasal cavity may also be unfavourable for the use of 

bacteriocins by S. aureus in general. It has been suggested that bacteriocins are likely most 

strongly selected under intermediate nutrient conditions, due to their associated cost, rather 

than high or low nutrient conditions (Granato et al., 2019), yet the nasal cavity is known to be 
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a nutrient scarce environment (Krismer et al., 2014). The lack of nutrients also means that 

population cell-densities in the nasal cavity are generally lower than in other environments, 

such as the human gut (Krismer et al., 2017). Previous studies have shown that bacteriocin 

production is less prevalent in low cell-density environments compared to high cell-density 

environments, likely caused by bacteriocins being more effective at higher concentrations 

(Adams et al., 1979; Chao & Levin, 1981). We are also yet to understand how microbial 

populations are spatially structured in the nasal cavity, and the proximity with which different 

strains and species interact (Yan et al. 2013; Krismer et al., 2017). These are important factors 

in determining the level of competition between strains or species (Mitri & Foster, 2013; 

Granato et al., 2019), as recently shown for the human skin microbiome (Conwill et al. 2022), 

and therefore the potential benefit to be gained by expressing bacteriocins.  

 

Despite potential for selection against bacteriocin activity in the nasal cavity, some studies have 

identified a high prevalence of bacteriocin activity in other species in this habitat, such as 

Staphylococcus epidermidis (Janek et al., 2016). Studies have also shown that other species 

produce antimicrobials that inhibit the ability of S. aureus to colonise the nasal cavity, such as 

the production of lugdunin by Staphylococcus lugdunensis, suggesting an important ecological 

role for diffusible toxins in this habitat (Zipperer et al., 2016). It is, therefore, possible that S. 

aureus bacteriocin activity is more common in the nasal cavity under natural conditions, but 

we were unable to detect this activity in vitro. We lack a detailed understanding of how 

bacteriocins are regulated in S. aureus (de Freire Bastos et al., 2020) but many bacteriocins are 

known to be tightly regulated in response to environmental conditions, such as nutrient stress 

and cellular damage (Cornforth & Foster, 2013). Despite finding that different types of nasally-

relevant stress, including iron-limitation and oxidative stress, did not increase the prevalence 
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of bacteriocin activity, it is possible that the combination of environmental factors in the nasal 

cavity in natural populations could be required for this effect.   

 

Why do S. aureus produce relatively broad-spectrum bacteriocins? 

S. aureus strains that displayed inhibitory activity more frequently produced broad-spectrum 

bacteriocins that inhibited interspecific competitors. The evolution of bacteriocin activity 

spectrum has received very little attention from an evolutionary perspective, but certain 

conditions have been proposed to select for broad-spectrum over narrow-spectrum 

bacteriocins. For example, when multiple phylogenetically-diverse species with largely non-

overlapping metabolic requirements compete for a common resource, such as space or an 

essential nutrient in low supply (Krismer et al., 2017). This could be particularly relevant in 

the nasal cavity, as competition for space via mucosal attachment sites and essential scarce 

nutrients, such as iron, is expected to be fierce (Krismer et al., 2014, 2017). Bacterial strains at 

high abundances relative to other strains in the environment are also expected to be under 

selection for broad-spectrum bacteriocin activity (Palmer & Foster, 2022). This is because 

highly abundant strains can afford to make bacteriocins that broadly kill many competitors, 

whereas a less abundant strains must focus its resources on targeting its most significant 

competitor (Palmer & Foster, 2022). Despite bacterial cell abundances being relatively low in 

the nasal cavity compared to other parts of the human microbiome (Yan et al., 2013; Liu et al., 

2015), S. aureus is known to be present at a relatively high abundance compared to other 

species in the nasal cavity of some hosts (Frank et al., 2010; Yan et al. 2013; Liu et al., 2015), 

which could in part explain the broad-spectrum nature of their bacteriocins.  
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How could broad-spectrum bacteriocins provide an intraspecific competitive benefit?  

How, then, can interspecific inhibition provide the short-term competitive benefit of successful 

intraspecific strain displacement observed in this study? One possible explanation is that 

interspecific inhibition would allow S. aureus strains to outcompete and clear interspecific 

competitors in the nasal cavity, altering the nasal biotic environment and creating empty 

niches/patches for them to exploit. It has also been suggested that bacteriocin production could 

provide a mechanism for strains to spatially segregate themselves within their environment, 

given that inhibitory concentrations of bacteriocins are more likely to be reached in the close 

vicinity of the producer in structured environments (Chao & Levin, 1981; Heilbronner et al., 

2021). Once interspecific inhibitor strains begin to dominate the nasal cavity, it’s possible they 

could outcompete and displace other S. aureus strains through other mechanisms of 

competition, for example exploitative competition for nutrients or space. It is widely accepted 

that bacteria utilise multiple mechanisms to mediate competition (Ghoul & Mitri, 2016; 

Stubbendieck & Straight, 2016; Granato et al., 2019), however further study is required to 

understand how these mechanisms can be used synergistically in natural populations. Another 

possible explanation, as previously discussed, is that S. aureus intraspecific inhibition is more 

common in the nasal cavity than it is in vitro, due to it requiring complex environmental 

conditions to upregulate its activity, which would explain successful strain displacement via 

direct bacteriocin inhibition. 

 

Mapping bacteriocin genotype to phenotype   

We identified four distinct bacteriocin gene cluster (BGC) classes in S. aureus, corresponding 

to five different bacteriocin core gene predictions (Fig. 4). Each bacteriocin displayed 

inhibitory activity against a different set of competitors, suggesting each represents a different 
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competitive strategy (Fig. 4). Interestingly, even though we found bacteriocin activity and their 

associated BGCs were phylogenetically dispersed (Fig. 1; Fig. S7), each S. aureus strain and 

spa-Clonal Complex (spa-CC) was restricted to only carrying one type of bacteriocin 

associated with inhibition, even when colonising different participants. Each individual 

genome also only ever contained one BGC associated with inhibition, which was always highly 

stable, never being gained or lost within a strain during the sampling time frame (Table. S9).  

 

These results contrast to those in many other species, which have been found to carry a 

‘cocktail’ of bacteriocins types, both within individual genomes and within the same clonal 

complex (Gordon & O’Brien, 2006; Ghoul et al., 2015). Having said this, we only identified 

BGCs predicted to be active in 30% of strains (40% of genomes), and we detected no other 

secondary metabolite gene cluster types known to cause antimicrobial effects (Table. S9). 

Further work is required to fully elucidate the genetic underpinnings of bacteriocin production 

in natural populations of S. aureus, as it appears likely that many bacteriocins remain 

undetected and uncharacterised. This emphasizes the benefit of using phenotypic data, in 

combination with genomic data, when trying to determine the prevalence and evolutionary 

importance of bacteriocins in a given species.  

 

Mapping our genomic data to the observed phenotypic inhibition profiles also allows us to 

determine the observed activity spectrum of each predicted bacteriocin in our study (Fig. 4a). 

Moreover, for BGC hits that have been previously identified and tested for inhibitory activity, 

it allows us to determine whether the activity spectra match that observed in previous studies. 

Of particular note, the only strain capable of performing intraspecific inhibition against S. 

aureus strains from the nasal cavity in our study was found to carry a BGC predicted to be 
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staphylococcin C55 (Fig. 4a; Table S9). Staphylococcin C55 has previously been identified to 

be produced by S. aureus and to inhibit many other S. aureus strains (Navaratna et al., 1999; 

Kawada-Matsuo et al., 2016). The only other BGC hit in our study that has previously been 

identified as a known S. aureus bacteriocin and has been screened for its inhibition activity is 

Bsa (bacteriocin of Staphylococcus aureus). However, the activity spectrum of Bsa based on 

previous studies remains unclear, as while it has been shown to inhibit other S. aureus 

laboratory strains, particularly when produced by a strain with hyperactivated expression of the 

agr quorum-sensing system (Koch et al., 2014), it has also been shown to display little 

intraspecific inhibitory activity when screened against other naturally-occurring S. aureus 

strains (Fagundes et al., 2017), as observed in our study. Further molecular and genetic work 

is required to definitively characterise the identity of the bacteriocins produced by the BGCs 

identified in our study, particularly those bacteriocins without a clear core peptide prediction 

or those from BGCs showing similarity to those typically found in other bacterial species. 

Nonetheless, mapping BGC predictions to phenotypic inhibition profiles is an important first 

step in determining the activity spectra of bacteriocins in natural populations. 

 

Limitations & future directions 

Our study provides a general framework that can be used by future studies to map bacteriocin 

activity, or any other competitive trait, to strain dynamics data to determine its evolutionary 

and ecological role in natural populations of microbes, from any species or habitat. There are, 

however, improvements which could be made in future work. Firstly, identifying correlations 

between bacteriocin activity and measures of success, such as the ability to persist, or displace 

competitors, is an important first step to understand the role of bacteriocins determining 

competitive strain dynamics, particularly when such correlations are found by replicating 
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across many different genetic backgrounds. However, other factors, such as other mechanisms 

of competition or the ability to withstand abiotic environmental variability and host immune 

responses, are likely to play a role in determining differential strain success. To further 

understand the role of bacteriocins in determining the outcome of competition, future 

experimental studies should perform competition assays using naturally-occurring strains, with 

and without knockout mutations in bacteriocin genes (Kommineni et al., 2015; Janek et al., 

2016; Quereda et al., 2016). Secondly, this study focused on natural populations of a single 

species, S. aureus, to provide an in-depth understanding of its bacteriocin activity in many 

strains over longitudinal time periods. Future studies could conduct whole-community 

sampling, to strain- and species-level, to understand how bacteriocins can shape their 

composition over time. This is particularly relevant when bacteriocins are expected to have a 

broad-spectrum of activity. Collecting data on the relative abundance of strains/species, in 

addition to presence/absence data, will allow us to determine whether bacteriocin activity 

allows strains/species to reach relatively high abundances compared to competitors and 

dominate their habitat.  

 

Conclusion & impact 

Overall, given their prevalence and predicted importance in mediating microbial competition, 

we must now shift emphasis to understand the evolutionary and ecological roles of bacteriocins 

in natural populations. This study is one of the first to provide evidence for a role of bacteriocins 

in determining natural competitive strain dynamics over time. Importantly, we do this in an 

opportunistic pathogen isolated from the human microbiome. Many recent studies have shown 

how compositional changes in the human microbiome are a major factor in causing disease 

(Durack et al., 2019; Heilbronner et al., 2021), and other studies have begun to associate 
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bacteriocin activity with outbreaks of infection (Holt et al., 2013; Quereda et al., 2016). 

Therefore, understanding how bacterial pathogens use bacteriocins to gain an ecological or 

evolutionary benefit and cause disease is of paramount clinical importance, especially if we are 

to effectively manipulate microbial communities using probiotic treatments (Dobson et al., 

2012; Cotter et al., 2013; Krismer et al., 2017).  
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Supplementary Methods – data analysis 

In this section, we provide detailed methods for data collection, processing, and analysis. In 

section 1, we define inhibitory and non-inhibitory strains. In section 2, we explain how we map 

inhibition profiles to longitudinal strain dynamics to test whether inhibitory activity is 

associated with strain success. This involves measuring the colonisation time and displacement 

ability of each strain. We also measure the variation in inhibitory activity of each strain. In 

section 3, we explain the alternative forms of statistical analysis used for testing the robustness 

of our main results.  

 

1. Characterising phenotypic bacteriocin inhibition profiles 

1.1. Inhibition against a positive indicator strain - C. fimi 

We labelled an S. aureus strain as ‘inhibitory’ or ‘non-inhibitory’ according to its ability to 

inhibit a positive indicator for bacteriocin production: Cellulomonas fimi. We defined an 

‘isolate’ as S. aureus present in a single time point sample, a ‘strain’ as all S. aureus isolates 

from the same spa-type (see ‘Methods – spa-typing’), a 'participant’ as an individual in the 

study, and ‘whole collection’ as the entire collection of all participants (Fig. SM1). Given we 

were interested in identifying strains that were capable of inhibiting the indicator strain, we 

labelled a strain as being inhibitory within a participant if any of its isolates were inhibitory 

(Fig. SM1; strain A in participant 1 & 2). In cases where a given strain was present in multiple 

different participants, we labelled the strain as inhibitory if it was inhibitory in any participant 

(Fig. SM1; strain A in participant 1-3). The inhibitory activity of a strain can therefore be 

considered as a binary trait (1/0) at three levels: i) individual-isolate; ii) within-participant; iii) 

within-collection (Fig. SM1).  
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1.2. Inhibition against intraspecific and interspecific competitors 

We then tested for the ability of S. aureus isolates to inhibit intraspecific competitors and 

interspecific competitors. We did this by screening S. aureus isolates against a selection of 

other naturally-occurring nasal S. aureus isolates representing intraspecific competitors (see 

‘Supplementary Methods – laboratory screens’) and three ecologically-relevant species, 

Moraxella catarrhalis, Corynebacterium pseudodiphtheriticum, and Staphylococcus 

epidermidis, representing interspecific competitors from the nasal cavity (Liu et al., 2015; 

Janek et al., 2016; Krismer et al., 2017). We defined an isolate as an ‘intraspecific inhibitor’ if 

it inhibited any other naturally-occurring strain of S. aureus and an ‘interspecific inhibitor’ if 

it inhibited at least one of the three ecologically-relevant interspecific competitors. After 

determining whether each isolate could inhibit competitors, we collapsed the data to: i) within-

participant and; ii) within-collection levels, as described for the C. fimi screens in section 1.1. 

To test whether there was a significant difference in the prevalence of intraspecific inhibitor 

versus interspecific inhibitor strains, we used McNemar’s test for paired, binary data 

(McNemar, 1947; Pembury Smith & Ruxton, 2020). 
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Fig SM1. Characterising phenotypic inhibition profiles. Each plot represents the strain 

dynamics present within an individual participant. The y-axes represent strains and the x-axes 

represent the time point each sample was collected. Circles represent the presence of a given 

strain in a time point sample. Circle colour represents the inhibition profile for an isolate against 

a given competitor: red = inhibitor; white = non-inhibitor. Panel (a) provides examples of co-

colonised isolates, where a single time point sample contains two or more strains; and single 

isolates, where a single time point sample contains one strain. It also shows how we often 

observe the same strain at multiple time point isolates. Panel (b) shows how a given strain, e.g., 

Strain A, can be found in multiple participants. In participant 2, strain A displays within-strain 

variation in inhibitory activity, which would still qualify strain A as inhibitory within this 

participant, as one or more of its isolates are inhibitory. In participant 3, strain A displays 

between-strain variation in inhibitory activity: it displays no inhibitory activity within 

participant 3, but does display inhibitory activity with participants 1 and 2. Strain A would 

therefore be defined as an inhibitor at the whole-collection level, as it displays inhibition in one 

or more participants, but a non-inhibitor if focusing within participant 3.  
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2. Mapping phenotypic bacteriocin inhibition profiles to longitudinal strain dynamics 

In this section, we map phenotypic inhibition profiles to longitudinal strain dynamics to 

determine whether inhibitory activity is associated with differential strain success in natural 

populations. Firstly, we do this by calculating measures of ‘long-term’ success (section 2.1), 

including: i) length of colonisation time; (ii) colonisation type, i.e., whether a strain colonises 

alone, defined as ‘single-strain participants’, or co-colonises with other strains, defined as ‘co-

colonised participants’. Secondly, we calculate measures of ‘short-term’ success, including 

strain displacement at the isolate-level and at participant-level (section 2.2). And thirdly, we 

quantify any observed variation in inhibitory activity within participants over time and between 

participants (section 2.3).  

 

Throughout section 2, we use the strain dynamics data obtained in the John Radcliffe (JR) 

Hospital’s S. aureus carriage study (see ‘Methods – Oxford nasal carriage collection’) for the 

40 participants in our refined laboratory collection (see ‘Methods – refined isolate collection 

for laboratory use’). For each time point in the study, the data includes: (i) whether S. aureus 

is present, and if so, the identity of all detected strains present; (ii) whether S. aureus was 

absent, denoted as ‘NG’ (no growth); (iii) whether a time point sample was not collected, 

denoted as ‘NA’.  

 

2.1. ‘Long-term success’ analysis 

2.1.1. Colonisation persistence analysis  

We measure each strain’s persistence in the nasal cavity as the ‘proportion of participant time 

points colonised’ (explained in Fig. SM2a). We calculate a proportion instead of using absolute 

time, due to some participants being sampled for a different total number of time points. For 
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strains present in multiple participants, we calculated the ‘mean proportion of participant time 

points colonised’.  

 

To test whether inhibitory strains persisted in the nasal cavity for a greater proportion of time 

than those displaying no inhibitory activity, we used a generalized linear model (GLM) with 

‘inhibitory activity’ (inhibitor/non-inhibitor) as the explanatory variable and the ‘mean 

proportion of participant time points colonised’ as the response variable. Proportion data was 

arcsine square root transformed to improve normality. We performed multiple variations of 

this analysis to check the robustness of results (see ‘Supplementary Methods – data analysis - 

section 3’ for explanation and Tables S4 & S5 for results). 

 

2.1.2. Participant type analysis 

We define a ‘single-strain participant’ as a participant colonised by one strain during the 

sampling time frame and a ‘co-colonised participant’ as a participant colonised by two or more 

strains during the sampling time frame (Fig. SM2b). Strains from single-strain participants can 

be considered to have a higher long-term success than strains from co-colonised participants, 

as they colonise alone and for longer time periods.  

 

To test whether single-strain participants had a greater proportion of inhibitory strains 

compared to co-colonised participants, we used a generalized linear model (GLM) with 

‘participant type’ (single/co-colonised) as the explanatory variable and the ‘inhibitory activity’ 

(inhibitor/non-inhibitor) as the response variable. We performed multiple variations of this 

analysis to check the robustness of results (see ‘Supplementary Methods – data analysis - 

section 3’ for explanation and Tables S6 & S7 for results). 
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Fig. SM2. Characterising ‘long-term success’ from strain dynamics data. Definitions of 

axes, dot presence/absence, and dot colour are the same as in Fig. SM1. Panel (a) explains how 

we calculated the proportion of participant time points colonised for each strain. For strains 

present in multiple hosts, we calculated the mean proportion of host time points colonised. 

Panel (b) explains how we defined each participant as either a ‘single-strain participant’ or ‘co-

colonised participant’. Single-strain participants are colonised by a single strain; co-colonised 

participants are colonised by two or more strains. 
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2.2. ‘Short-term success’ analysis 

2.2.1. Displacement analysis – isolate-level 

We identified interesting competitive strain dynamics within co-colonised participants, in that 

some strains appear to successfully displace (i.e. remove) other strains and continue to colonise 

the nasal cavity. Displacement events can occur in many different ways, including i) ‘invasion’, 

ii) ‘defence’, iii) ‘fair fights’, and iv) ‘unknown’ (Fig. SM3). Non-displacement events can also 

occur in many different ways, also outlined in Fig. SM3v-vii.  

 

To analyse displacement and non-displacement events, we created a hypothetical time point in 

between each pair of consecutive time point isolates. For example, in any given participant 

between time points 2 and 4, we created a hypothetical time point 3 (Fig. SM3b). We assign 

this hypothetical time point to either contain a ‘displacement’ or a ‘non-displacement’ event 

(Fig. SM3b; event_ID and summary ID rows). We also labelled each hypothetical time point 

with whether they contained any inhibitory isolates (=1) or whether they only contained non-

inhibitory isolates (=0) (Fig. SM3; bacteriocin row).  

 

First, to test whether there was a statistically significant association between ‘displacement 

event type’ and inhibitory isolates, we used a binomial GLM with ‘displacement event type’ 

(i.e., event_ID row in Fig. 3Mb) as an explanatory variable and ‘inhibitory activity’ (i.e., 

bacteriocin row in Fig. 3Mb) as the binary response variable. Second, due to the small sample 

size of each displacement event sub-category, we also re-performed this analysis but with the 

modification of pooling all displacement event types and non-displacement event types 

together to give two categories (i.e., summary ID row in Fig. 3Mb). We also performed 
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multiple variations of both analyses to check the robustness of results (see ‘Supplementary 

Methods - Section 3’ for explanation and Table. S8 for results).  

 

The above analysis approach allows us to determine whether inhibitory isolates are generally 

associated with displacement or non-displacement events. However, this general association 

includes cases where inhibitors both ‘win’ and ‘lose’ displacement events. Therefore, for each 

displacement event involving an inhibitor, we determined whether the inhibitor ‘won’ or ‘lost’ 

the displacement event (i.e., whether the inhibitor persists to the next time point). To test 

whether inhibitory isolates were significantly associated with winning displacement events, we 

used a binomial GLM with ‘displacement winner identity’ (inhibitor/non-inhibitor) as the 

response variable and tested whether this significantly differed from a null model assuming a 

50% probability of either displacement outcome (see Table. S8 for results). 
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Fig. SM3 – Characterisation of displacement events. Panel (a) provides examples of all 

displacement and non-displacement event types. Displacement events can be sub-categorized 

into: i) ‘invasion’ events, when an invading strain successfully displaces a resident strain, 

which can either occur after co-colonisation (top) or without co-colonisation (bottom); ii) 

‘defence’ events, when a resident strain prevents the successful invasion of an attacking strain; 

iii) ‘fair fight’ events, when two (or more) strains invade the nasal cavity at the same time point, 

after a period of no colonisation, and one (or more) of these strains get displaced in a future 

time point, without the invasion of any additional strains; iv) ‘unknown’ events , in all other 

cases where a displacement event occurs, but we cannot define it as an attack, defence, or fair 

fight event. Non-displacement events can be sub-categorized into: v) ‘single’ events, when a 

single strain persists alone from one time point to the next; vi) ‘co-occurrence’ events, when 

two (or more) strains persist from one time point to the next; vii) ‘gain’ events, when one (or 

more) strains colonise the nasal cavity after a period of ‘no growth’ (NG). Finally, the only 

events that cannot be categorized as displacement or non-displacement events are categorized 

as: viii) ‘clearance’ events, when one or more strains are lost from the nasal cavity, leaving no 

persisting strains. The bottom panel outlines how we created a hypothetical time point between 

each pair of time point samples. We used strain dynamics data to label which displacement or 

non-displacement event it was associated with and whether it was associated with inhibitory 

activity, i.e. whether either time point in the pair contained an inhibitory isolate (=1) or not 

(=0). We subsequently used this data to test whether inhibitory isolates were significantly 

associated with displacement events.  
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2.2.2. Displacement analysis – strain-level 

We next tested whether inhibitory strains were more likely to perform displacement compared 

to non-inhibitory strains. This differs from the previous section 2.2.1, which focused on the 

isolate-level and did not analyse strain identity.  

 

We calculated a ‘displacement score’ for each strain, within each participant, which 

corresponds to the number of strains it displaced during the sampling time frame (Fig. SM4). 

We define a strain as a ‘displacer’ if it obtains a displacement score of 1 in any participant, 

and as a ‘non-displacer’ if it only ever obtains a displacement score of <1 in a participant. To 

test whether inhibitor strains were significantly more likely to displace other strains, we used a 

binomial GLM with ‘inhibitory activity’ (inhibitor/non-inhibitor) as an explanatory variable, 

and ‘displacement potential’ (displacer/non-displacer) as a binary response variable. We 

performed multiple variations of this analysis to check the robustness of results (see 

‘Supplementary Methods - section 3’ for explanation and Tables S6 & S7 for results).  
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Fig SM4. Calculating displacement scores at the strain-level. Definitions of axes, dot 

presence/absence, and dot colour are the same as in Fig. SM1. Panel (a) provides examples of 

different displacement events associated with three strains in three different participants. Panel 

(b) provides the corresponding displacement scores for each strain in each participant. In 

participant 1 and participant 2, strain A displaces two strains, obtaining a total displacement 

score = 2 in each participant. Note that displacement events count regardless of whether they 

occur at different time points (e.g., in participant 1), or the same time point (e.g., in participant 

2). In participant 3, strains A and B are both associated with the displacement of strain C 

between time points 2 and 4. In cases where more than one strain is associated with winning a 

given displacement event, then the winning strains are awarded a displacement score = ‘number 

of strains displaced/number of strains that win the displacement’. For example, in participant 

3, strain A and B are both awarded 0.5 for displacing strain C between time points 2 and 4. In 

participant 3, strain A subsequently displaces strain B, giving it a total displacement score = 

1.5. A strain is labelled as a ‘displacer’ within a participant if it obtains a displacement score 

1 in that participant, and as a ‘displacer’ within the whole-collection if it is labelled as a 

displacer in one or more participants. A strain is labelled as a ‘non-displacer’ within a 

participant if it obtains a displacement score <1 in that participant, and a ‘non-displacer’ within 

the whole-collection if it is not labelled as a displacer in any participant.  
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2.3. Variation in inhibitory activity  

2.3.1. Within-strain, within-participant, over time 

To determine the level of variation in inhibitory activity within strains over time, we identified 

whether inhibitory activity switched between being present or absent (1/0) in consecutive time 

point isolates (Fig. SM5a). We calculated the proportion of ‘strain x participant’ interactions 

displaying variation in inhibitory activity over time, and the standard error of this proportion, 

for all strains present in two or more time point isolates. We did this for all types of inhibition 

(e.g., inhibition of C. fimi, interspecific competitors, and intraspecific competitors).  

 

2.3.2. Within-strain, between-participants 

We labelled strains that displayed between-participant variation in inhibitory activity (Fig. 

SM5b). We calculated the proportion of stains displaying between-participant variation in 

inhibitory activity, and the standard error of this proportion. We did this for all types of 

inhibition (e.g., inhibition of C. fimi, interspecific competitors, and intraspecific competitors).  
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Fig SM5. Characterising variation in inhibitory activity. Definitions of axes, dot 

presence/absence, and dot colour are the same as in the above figures. Panel (a) explains how 

we calculate a measure for within-strain, within-participant variation in inhibition. This 

involves counting the number of ‘switches’ in inhibition/non-inhibition between consecutive 

time point isolates and dividing this by the total number of consecutive timepoint pairs to 

calculate the ‘proportion of variation’ for each strain. When a strain is present in more than one 

participant, we calculate its ‘mean proportion of variation’ across participants. Panel (b) 

explains how we define whether a strain displays between-participant variation in inhibition.  
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3. Variations of each analysis 

Given the nature of our dataset, there were many ways we could subset our data to perform 

variations of each analysis, allowing us to check the robustness of results. Here, we outline the 

variables we vary for each analysis, reasoning for each, and which variable state we use in our 

main analyses. The full list of main analyses and additional forms of analysis for each results 

section can be found in Tables S4-S8.  

 

Firstly, we varied the ‘number of time points’, or time frame used in different analyses. This is 

important because the resolution of time points within participants in the dataset decreases after 

24-months (‘Chapter 2 – methods – original Staphylococcus aureus nasal carriage collection – 

sampling procedure’). Our main analyses therefore all use strain dynamics data capped at 24-

months, but we also perform additional analyses using all strain dynamics data up to 88-

months.  

 

Secondly, due to the possibility of false-negatives from nasal swabs, previous studies working 

on the strain dynamics in this isolate collection have defined ‘strain loss’ as the absence of a 

strain in two consecutive time points, instead of in a single time point (Miller et al., 2014; 

Votintseva et al., 2014). Our main analyses therefore also include this ‘strain loss’ data 

modification, where we convert ‘absence’ to ‘presence’ for a strain at a given time point if it 

was present at each time point either side of this absence (Fig. SM6). This control is particularly 

important in displacement analyses as false-negatives could inflate the successful displacement 

count. We also perform additional analyses without the ‘strain loss’ data modification.  
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Thirdly, we varied certain analyses to either focus on one participant category (co-colonised) 

or both participant categories (co-colonised and single-strain participant). Displacement 

analyses only contain co-colonised participants as single-strain participants do not contain 

displacement events (Fig. 3b). Our main colonisation time analysis (Fig. 3a) only contains co-

colonised participants, but we perform variations of this analysis with single-strain participant 

data added. Our main ‘variation in inhibitory activity’ analyses (Fig. S2) contain both 

participant types.  

 

Fourthly, we varied analyses to either contain: i) each strain, within each participant, as an 

independent data point; ii) each unique strain in the collection as an independent data point, by 

collapsing data from strains present in multiple participants into a single data point, as 

described in section 1.1. To avoid the pseudoreplication of strains, our main analyses focused 

at the unique strain level. But we also performed additional analyses with data at the ‘strain x 

participant’ level, as this allowed us to control for ‘Participant ID’ as a random effect in 

generalized linear mixed-effect models (GLMMs) and Markov chain Monte Carlo GLMMs 

(MCMCglmms) (see paragraph below).  

 

Fifthly, we performed additional analyses to control for the phylogenetic relationships between 

strains (Harvey & Pagel, 1992). We did this using a Markov chain Monte Carlo GLMM 

(MCMCglmm) in R, with phylogeny as a random effect (Hadfield, 2010) (see ‘Methods – 

controlling for phylogenetic non-independence’). MCMCglmms have been described in detail 

previously (Hadfield, 2010; Hadfield, 2019). We did not control for phylogeny in our main 

analyses as doing so did not increase model fit in MCMCglmms, based on DIC comparisons.  
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Sixthly, we varied how inhibitory activity was defined in different analyses: i) inhibition of 

positive indicator C. fimi; ii) inhibition of intraspecific or interspecific competitors. We use the 

inhibition of C. fimi as the response variable in our main analyses because it is likely to best 

represent the total number of strains capable of ecologically-relevant inhibition, given we only 

screened for interspecific inhibition against three other species from the nasal cavity.  

 

 

Fig SM6. ‘Strain loss’ criteria to account for false negative samples. Due to the possibility 

of false negatives for the presence of a given strain at a sample time point, following previous 

studies on the collection (Miller et al., 2014), we only define a strain to be ‘lost’ from the nasal 

cavity if it is absent in two consecutive time point samples (e.g., strain B). If a strain was only 

absent in one time point sample, but present in both adjacent time points (e.g., strain A), then 

the strain is re-added to this missing sample time point (dashed circle). The inhibition profile 

for all re-added isolates was labelled as ‘NA’. We performed analyses with and without this 

data modification to check the robustness of results.  
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Supplementary Methods – laboratory screens 

Zone of inhibition measurement – isolate selection 

To measure the zone of inhibition of isolates, we randomly selected isolate from each ‘strain x 

participant’ interaction displaying inhibitory activity against the positive indicator for 

bacteriocin production (C. fimi) (isolates = 22, participants = 15, strains = 17) (Table. S1). 

Selected isolates were screened against C. fimi, M. catarrhalis, C. pseudodiphtheriticum, S. 

epidermidis (Table. S1), and against Newman ΔdltA (S. aureus positive indicator for 

intraspecific inhibition) and three S. aureus strains from the nasal cavity (Table. S2). Two of 

the nasal strain isolates were randomly selected (isolate IDs = 132-22 t228; 499-24 t021). The 

other strain isolate (isolate ID = 637-12 t870) was selected as it co-existed in participant 637 

with strain t7050, which displayed intraspecific inhibition against the S. aureus positive 

indicator, but not against natural S. aureus strains, and we therefore wanted to further test its 

ability to perform intraspecific inhibition (Table. S2). S. aureus isolates were not re-screened 

against S. epidermidis as no S. aureus isolates were observed to inhibit S. epidermidis in the 

initial round of screening.  

 

Stress-induction experiment – isolate selection 

To test whether nasally-relevant environmental stress affected inhibitory activity, we screened 

the same 22 inhibitory isolates described above against C. fimi, S. aureus positive indicator for 

intraspecific inhibition, and the three selected S. aureus nasal strains described above, under 

conditions nasally-relevant stress conditions, including oxidative stress and iron-limitation 

(Table. S2).  
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In addition to testing isolates identified to be inhibitory against C. fimi in previous screens, we 

also tested whether non-inhibitory strains became inhibitory under stress induced conditions 

(Table. S2). We selected 24 non-inhibitory isolates (participants = 19, strains = 20) based on 

the following criteria: i) 15 randomly selected non-inhibitory strain isolates (n = 15); ii) all 

isolates that, following genomic analysis, were determined to carry a bacteriocin gene cluster 

(BGC), but did not display inhibitory activity (n = 6); iii) all remaining isolates that did not 

display inhibitory activity, despite other isolates of the same strain displaying inhibitory 

activity in the same participant (n = 3) (total n = 24) (Table S2). 

 

Intraspecific inhibition screens – lawn isolate selection criteria 

To perform the screens testing the level of intraspecific inhibition between natural S. aureus 

isolates, we screened the 22 inhibitory isolates and 24 non-inhibitory isolates described above 

against 20 strains of S. aureus from the nasal cavity (Table. S3). As we particularly wanted to 

test the inhibitory activity of strains identified to inhibit the S. aureus positive indicator for 

intraspecific inhibition (strain identities = participant 637/strain t7050 & participant 2064/strain 

t171) (Table. S2), we selected lawn isolates using the following criteria: : i) a randomly selected 

isolate from the two most closely related to each of the two inhibitory strains (n=4); ii) a 

randomly selected isolate from all strains that co-colonise participants 637 and 2064 with the 

two inhibitory strains (n=9); iii) a randomly selected strain isolate from each of the remaining 

spa-Clonal Complexes (spa-CCs) that were not covered by the above criteria (n=5); iv) two 

additional randomly selected strain isolates to increase sample size (n=2). In total, 20 lawns 

were selected for intraspecific screening (Table. S3).   
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Supplementary Methods - genomic analyses 

Genome selection & quality checks 

As a control, we duplicated the sequencing of one isolate, to ensure we got the same result 

across two separately sequenced genomes. Following genome assembly using, we checked 

assembly quality and identified any sample contamination. One genome could not be 

assembled to an appropriate standard and was removed from the genomic analysis (contigs = 

>2000; N50 = 968). A further genome was identified to be a different species (Staphylococcus 

argenteus) by performing rMLST analysis using the ‘species ID’ tool on PubMLST (Jolley et 

al., 2012, 2018), and was removed from the whole isolate collection. Four additional genomes 

provided a conflicting spa-type identity compared to previous spa-typing, and were therefore 

removed from the collection and any subsequent analyses, as we could not be certain of the 

identity of strains in each isolate. Therefore, a final total of 89 genomes were used for further 

genomic analyses (Table. S9). However, we also repeated all analyses including genomes and 

isolates, and always obtained the same result.   

 

Genomic analysis – mining genomes bacteriocin gene clusters (BGCs)  

Following whole-genome sequencing, we genomically screened 89 S. aureus genomes from 

our collection for bacteriocin gene clusters (BGCs) using antiSMASH (6.0) (Blin et al., 2021) 

and BAGEL4 (van Heel et al., 2018) (Table S9). antiSMASH and BAGEL4 identify BGCs by 

comparing gene products in the input sequence to large databases of previously characterised 

genes to detect conserved molecular signatures and sequence similarity associated with all 

secondary metabolite (antiSMASH) or bacteriocin genes (BAGEL). Genes for the production, 

processing, and transport of a particular bacteriocin are usually encoded in close proximity 

within the genome (Heilbronner et al., 2021), which allows for effective detection of BGCs. 
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Once BGCs are identified, both software provide the BGC class, a prediction of the core 

bacteriocin, and a functional annotation of genes in the BGC (van Heel et al., 2018; Blin et al., 

2021). 

 

We used both antiSMASH and BAGEL4 because each software has different strengths and 

weaknesses, meaning a combination of the two provided more accurate identification and BGC 

predictions than using either alone. All BGC type predictions (Fig. 4; Table. S9) are from 

antiSMASH. Bacteriocin identity predictions (Fig. 4; Table S9) are from a combination of 

antiSMASH and BAGEL4 outputs, depending on which software gave the highest quality 

prediction. In addition, to ensure that each prediction was plausible, we consulted the relevant 

literature and compared the structure of the BGC in our input sequence to the structure of the 

previously characterised BGC. All schematics of the genetic organisation of BGCs were taken 

from antiSMASH (Fig. 4). Once antiSMASH and BAGEL outputs were obtained, we mapped 

BGC hits to the phenotypic inhibition profile of each isolate. We also used antiSMASH output 

to check for the presence of any other secondary metabolite biosynthetic gene cluster types, in 

addition to bacteriocins, that have known antimicrobial effects.  

 

To determine the stability of BGCs within strains over time, we downloaded all genomic data 

from antiSMASH for each BGC, to determine whether: i) whole BGCs were gained or lost 

within strains over time; ii) bacteriocin-related genes within BGCs (see Fig. 4) were gained or 

lost within strains over time (Table. S9). In cases where BGCs were identified in the genome 

of an isolate displaying no inhibitory activity, we used EMBOSS Transeq (Rice et al., 2000; 

Goujon et al., 2010) to identify intragenic stop codons in bacteriocin-related genes, which 

could cause loss-of-function. 
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Chapter 3 – Supplementary Results 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Table S1. Measuring inhibition zone size and the effect of stress induction. The y-axis represents isolates that were tested for inhibitory activity. 

Each ‘isolate ID’ is constituted of: participant ID, sample time point, and spa-type. The x-axis represents isolates inoculated into lawns to be tested 

Zone size key: Inhibition key:
no inhibition no inhibition
≤ 1 inhibition
> 1 to ≤ 2 mm
> 2 to ≤ 3 mm
> 4 to ≤ 5 mm
> 5 to ≤ 6 mm

Zone size key:
no inhibition
≤ 1
> 1 to ≤ 2 mm

No. Isolate ID C. fimi C. fimi  + oxidative stress C. fimi  + iron limitation M. catarrhalis C. pseudodiphtheriticum S. epidermidis

1 162-48-t209

2 359-6-t089

3 450-4-t382

4 637-12-t7050

5 638-24-t171

6 647-8-t6855

7 926-24-t008

8 967-18-t171

9 971-8-t008

10 997-2-t015

11 1231-46-t120

12 1231-46-t4309

13 1231-68-t15780

14 1231-80-t499

15 1366-2-t089

16 1366-14-t084

17 2004-4-t1685

18 2009-32-t230

19 2064-0-t6825

20 2064-2-t171

21 2064-20-t7031

22 2064-20-t008

23 022-24-t012

24 132-6-t228

25 420-76-t1414

26 499-24-t021

27 637-16-t870

28 647-4-t019

29 926-12-t190

30 971-10-t230

31 1212-24-t056

32 1307-24-t408

33 2004-0-t160

34 2030-24-t002

35 2060-6-t065

36 2060-24-t084

37 2064-4-t6814

38 454-24-t127

39 972-6-t127

40 926-8-t008

41 926-14-t127

42 2004-4-t321

43 2004-6-t321

44 162-24-t209

45 1231-68-t120

46 1366-12-t084

Non-inhibitors

C. fimi  inhibitors
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against, in addition to whether screens were performed under standard, oxidative stress, or iron-limited conditions. The inhibition zone size for 

each isolate is represented as a heat map, as defined in the ‘zone size key’ (top right). Inhibition zone size was measured from the colony edge to 

the inhibition zone border. In total, we screened 22 isolates determined to inhibit C. fimi (a positive indicator for bacteriocin production) in previous 

screens (participants = 15, strains = 17) and 24 non-inhibitory isolates (bottom) (participants = 19, strains = 20) (see Supplementary Methods – 

laboratory screens’ for selection criteria). Inhibitory isolates (top) are ordered according to participant number, followed by sampling time point. 

Non-inhibitory isolates (bottom) are ordered according to their selection criteria (see Supplementary Methods – laboratory screens’): i) isolates 

23-37 represent 15 randomly selected strains; ii) isolates 38-43 represent 6 isolates that, following genomic analysis, were identified to carry a 

bacteriocin gene cluster (BGC) but did not display inhibitory activity; iii) isolates 44-46 represent the remaining 3 strain isolates that did not 

display inhibitory activity, despite displaying inhibitory activity at other time points within the same participant. Test isolates were screened against 

C. fimi under standard, oxidative stress, and iron-limited conditions, and against M. catarrhalis and C. pseudodiphtheriticum, and S. epidermidis 

under standard conditions.  
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Fig S1. A spa gene neighbour joining tree representing an overview of phenotypic 

inhibition profiles. The spa neighbour joining tree is based on spa gene sequence of all strains 

in the collection and produced using the BURP (based-upon repeat pattern) clustering 

algorithm (Mellmann et al., 2007), integrated within SeqSphere+ (8.4.0) (Ridom, GmbH). 

Each spa-type represents a unique strain in the collection. Two spa-types (t528 and t870) were 

removed from the tree, as they did not contain the required number of repeats ( 5) for BURP 

clustering (Mellmann et al., 2007) (total strains = 62). All spa-types that display inhibitory 

activity are circled with a ring. Ring colour represents different phenotypic inhibition profiles, 

outlined in the ‘phenotypic inhibition key’ (bottom right). The tree was midpoint rooted using 

FigTree (v1.4.4). 
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Table S2. Measuring intraspecific inhibition zone size and the effect of stress induction. The y- and x-axes are the same as in Fig S1, apart 

from test isolates now being screened against a positive indicator for S. aureus intraspecific inhibition (Newman ΔdltA) and three selected S. aureus 

No. Isolate ID S. aureus indicator S. aureus indicator + oxidative stress S. aureus indicator + iron limitation S. aureus nasal S. aureus nasal + oxidative stress S. aureus nasal + iron limitation

1 162-48-t209

2 359-6-t089

3 450-4-t382

4 637-12-t7050

5 638-24-t171

6 647-8-t6855

7 926-24-t008

8 967-18-t171

9 971-8-t008

10 997-2-t015

11 1231-46-t120

12 1231-46-t4309

13 1231-68-t15780

14 1231-80-t499

15 1366-2-t089

16 1366-14-t084

17 2004-4-t1685

18 2009-32-t230

19 2064-0-t6825

20 2064-2-t171

21 2064-20-t7031

22 2064-20-t008

23 022-24-t012

24 132-6-t228

25 420-76-t1414

26 499-24-t021

27 637-16-t870

28 647-4-t019

29 926-12-t190

30 971-10-t230

31 1212-24-t056

32 1307-24-t408

33 2004-0-t160

34 2030-24-t002

35 2060-6-t065

36 2060-24-t084

37 2064-4-t6814

38 454-24-t127

39 972-6-t127

40 926-8-t008

41 926-14-t127

42 2004-4-t321

43 2004-6-t321

44 162-24-t209

45 1231-68-t120

46 1366-12-t084

C. fimi  inhibitors

Non-inhibitors

Zone size key: Inhibition key:
no inhibition no inhibition
≤ 1 inhibition
> 1 to ≤ 2 mm
> 2 to ≤ 3 mm
> 4 to ≤ 5 mm
> 5 to ≤ 6 mm

Zone size key:
no inhibition
≤ 1
> 1 to ≤ 2 mm
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strains the nasal cavity (132-22 -t228; 499-24 - t021; 637-12 – t870), under standard, oxidative stress, and iron-limited conditions. See 

‘Supplementary Methods – laboratory screens’ for S. aureus nasal strain selection criteria. Inhibition results against ‘S. aureus nasal’, ‘S. aureus 

nasal + oxidative stress’, and ‘S. aureus nasal + iron limitation’ were consistent across the three nasal strain lawns for all isolates tested, and 

therefore data was collapsed into a single column for each screen type. Inhibition zone definitions are the same as in Fig S1, and are stated in the 

‘zone size key’ (top right).  
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Table S3. Testing the extent of intraspecific inhibition between naturally-occurring isolates. The y-axis is the same as in Fig. S1 and S2, apart 

from strains t171 (participant 2064) and strain t7050 (participant 637) (i.e., the two strains displaying inhibitory activity against the S. aureus 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

No. Isolate ID 2064-2-t171 637-12-t7050 926-2-t196 1307-24-t408 2064-0-t1239 2064-0-t6825 2064-0-t6826 2064-6-t6814 2064-20-t008 2064-20-t7031 359-46-t089 1367-20-t6390 637-8-t870 424-10-t7049 454-24-t127 671-24-t032 688-14-t053 1045-26-t1510 971-16-t230 1366-2-t267

1 2064-2-t171

2 637-12-t7050

3 162-48-t209

4 359-6-t089

5 450-4-t382

6 638-24-t171

7 647-8-t6855

8 926-24-t008

9 967-18-t171

10 971-8-t008

11 997-2-t015

12 1231-46-t120

13 1231-46-t4309

14 1231-68-t15780

15 1231-80-t499

16 1366-2-t089

17 1366-14-t084

18 2004-4-t1685

19 2009-32-t230

20 2064-0-t6825

21 2064-20-t7031

22 2064-20-t008

23 022-24-t012

24 132-6-t228

25 420-76-t1414

26 499-24-t021

27 637-16-t870

28 647-4-t019

29 926-12-t190

30 971-10-t230

31 1212-24-t056

32 1307-24-t408

33 2004-0-t160

34 2030-24-t002

35 2060-6-t065

36 2060-24-t084

37 2064-4-t6814

38 454-24-t127

39 972-6-t127

40 926-8-t008

41 926-14-t127

42 2004-4-t321

43 2004-6-t321

44 162-24-t209

45 1231-68-t120

46 1366-12-t084

S. aureus  indicator inhibitors

 C. fimi  inhibitors

Non-inhibitors

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

No. Isolate ID 2064-2-t171 637-12-t7050 926-2-t196 1307-24-t408 2064-0-t1239 2064-0-t6825 2064-0-t6826 2064-6-t6814 359-46-t089 1367-20-t6390 2064-20-t7031 2064-20-t008 637-8-t870 424-10-t7049 454-24-t127 671-24-t032 688-14-t053 1045-26-t1510 971-16-t230 1366-2-t267

1 2064-2-t171

2 637-12-t7050

3 162-48-t209

4 359-6-t089

5 450-4-t382

6 638-24-t171

7 647-8-t6855

8 926-24-t008

9 967-18-t171

10 971-8-t008

11 997-2-t015

12 1231-46-t120

13 1231-46-t4309

14 1231-68-t15780

15 1231-80-t499

16 1366-2-t089

17 1366-14-t084

18 2004-4-t1685

19 2009-32-t230

20 2064-0-t6825

21 2064-20-t7031

22 2064-20-t008

23 022-24-t012

24 132-6-t228

25 420-76-t1414

26 499-24-t021

27 637-16-t870

28 647-4-t019

29 926-12-t190

30 971-10-t230

31 1212-24-t056

32 1307-24-t408

33 2004-0-t160

34 2030-24-t002

35 2060-6-t065

36 2060-24-t084

37 2064-4-t6814

38 454-24-t127

39 972-6-t127

40 926-8-t008

41 926-14-t127

42 2004-4-t321

43 2004-6-t321

44 162-24-t209

45 1231-68-t120

46 1366-12-t084

S. aureus  indicator inhibitors

 C. fim i  inhibitors

Non-inhibitors

Test 
isolates

Lawn isolates

Zone size key: Inhibition key:
no inhibition no inhibition
≤ 1 inhibition
> 1 to ≤ 2 mm
> 2 to ≤ 3 mm
> 4 to ≤ 5 mm
> 5 to ≤ 6 mm
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positive indicator for intraspecific inhibition) being moved to the top of the grid for clearer visualisation. The x-axis represents 20 S. aureus nasal 

isolates that were inoculated into lawns to be tested against. The x-axis is ordered according to the selection criteria for lawn isolates (see 

Supplementary Methods – laboratory screens): i) isolates 1-2 represent the two inhibitory strains; ii) isolates 3-4 represent the two strains most 

closely related to strain t171 (Fig. S1); iii) isolates 5-10 represent the other strains present within participant 2064 with strain t171; iv) isolates 11-

12 represent the two strains most closely related to strain t7050 (Fig. S1); v) isolate 13 represents the other strain present in participant 637 with 

t7050; v) isolates 14-18 represent randomly selected strains to cover all remaining five spa-Clonal Complexes (spa-CCs); vi) isolates 19-20 

represent two additional randomly selected strains to increase sample size. Within each category, isolates are ordered by participant number. Cell 

colour represent whether inhibitory activity was observed (orange = inhibition; blue = no inhibition). See ‘Supplementary Methods – laboratory 

screens’ for more details about strain selection criteria.
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Fig S2. Inhibitory activity is generally stable within-hosts over time, but is not always 

consistent between-hosts. The y-axis represents the proportion of strains that display variation 

in inhibitory activity either between participants, or within participants over time. Error bars 

represent the standard error of the proportion.  
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Fig. S3. S. aureus strains that colonise participants alone are not more likely to be 

inhibitory than strains that co-colonise participants with other strains. The y-axis 

represents the proportion of inhibitory strains in co-colonised and single-strain participant 

categories. Error bars represent 95% confidence intervals 
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Fig S4. Inhibitory activity is not significantly associated with any individual event type. The y-axis represents the proportion of inhibitory 

isolates across all displacement/non-displacement event types (see ‘Supplementary Methods - data analysis - section 2.2’). Non-displacement event 

types = ‘co-occur’ and ‘single’; displacement event types = ‘defence’, ‘fair-fight’, ‘invasion’, ‘unknown-displacement’. Only data points from the 

first 24-months of sampling in co-colonised participants were included in this plot. Error bars represent 95% confidence interval. 
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Fig. S5. Displacement events are more likely to contain inhibitory isolates than non-

displacement events. The y-axis represents the proportion of inhibitory isolates. On the x-axis, 

displacement event types in Fig. S4 have been pooled into two categories: non-displacement 

and displacement events (see ‘Supplementary Methods – data analysis – section 2.2’). Only 

data points from the first 24-months of sampling in co-colonised participants were included in 

this plot. Error bars represent 95% confidence intervals. Statistical significance is denoted by 

an asterisk: * = p < 0.05.  
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Fig. S6. Inhibitory isolates are more likely to win displacement events compared to non-

inhibitory isolates. The y-axis represents the proportion of displacement events won by 

inhibitors (see ‘Supplementary Methods - data analysis - section 2.2’). The dashed red line 

represents a 0.5 probability of inhibitors winning displacement events (i.e., 50:50 probability 

with non-inhibitors). The error bar represents the 95% confidence interval. Statistical 

significance is denoted by an asterisk: * = p < 0.05.  
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Table S4 – ‘Long-term success’ colonisation time analyses – GLM analyses. All models in Table S4 are GLMs (family = “Gaussian”). All proportion 

data in normally distributed models was arcsine square root transformed to improve normality. All model estimates, standard errors, and p-values refer to the 

effect of inhibitors compared to non-inhibitors, on the mean proportion of participant time points colonised. The first row (Model ID = 1) describes the dataset 

used in the main model; the following rows (Model IDs = 2-6) state how each aspect of the dataset was individually varied compared to the dataset used in the 

main model, to test the robustness of the main result. Statistical significance is denoted with an asterisk(s) (NS = p > 0.05; * = p < 0.05; ** = p < 0.01; *** = p 

< 0.001). See ‘Supplementary Methods – data analysis – section 2.1 & 3’ for more analysis details. 

 

 

 

 

 

Model ID Model description Dataset description  Sample 

size 

Model 

estimate 

Standard error P-value 

1 Mean proportion of participant time 

points colonised ~ inhibitory status 

Time frame = up to 24-months. 

‘Strain loss’ criteria = included. 

Participant type(s) = co-colonised. 

Data points = unique strains. 

Inhibitor screen type = C. fimi. 
 

57 0.14768 0.12866 0.256 (NS) 

2 Mean proportion of participant time 

points colonised ~ inhibitory status 

Time frame = up to 88-months 

 

63 0.09479 0.10720 0.380 (NS) 

3 Mean proportion of participant time 

points colonised ~ inhibitory status 

‘Strain loss’ criteria = not included 57 0.13638 0.11872 0.256 (NS) 

4 Mean proportion of participant time 

points colonised ~ inhibitory status 

Participant type(s) = co-colonised + 

single-strain participants 

 

61 0.12055 0.12972 0.357 (NS) 

5 Proportion of participant time 

points colonised ~ inhibitory status 

Data points = each ‘strain x 

participant’ interaction 

 

69 0.14501 0.14030 0.305 (NS) 

6 Mean proportion of participant time 

points colonised ~ inhibitory status 

Inhibitor screen type = intraspecific 

+ interspecific competitors 

57 0.15589 0.15326 0.314 (NS) 
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Table S5. ‘Long-term success’ colonisation time analyses – MCMCglmm analyses. All models in Table S5 are MCMCglmms (family = “Gaussian”) 

(Hadfield, 2010, 2019). In normally distributed models we used uninformative priors for fixed and random effects (V=1, nu=0.002). All proportion data in 

normally distributed models was arcsine square root transformed to improve normality. All posterior means, 95% credible intervals, and pMCMCs refer to the 

effect of inhibitors compared to non-inhibitors, on the mean proportion of participant time points colonised. A pMCMC can generally be interpreted in the same 

way as a standard P value (Hadfield, 2019). The first row (Model ID = 7) describes the dataset used in the main model; the following rows (Model IDs = 8-12) 

state how each aspect of the dataset was individually varied compared to the dataset used in the main model, to test the robustness of the main result. Statistical 

significance is denoted with an asterisk(s) (NS = p > 0.05; * = p < 0.05; ** = p < 0.01; *** = p < 0.001). See ‘Supplementary Methods – data analysis – section 

2.1 & 3’ for more analysis details. 

 
 

 

 

 

 

 

 

Model 

ID 

Model description Dataset description  Sample 

size 

Posterior 

mean 

95% Credible 

intervals 

pMCMC 

7 Mean proportion of participant time 

points colonised ~ inhibitory status 

Random effect(s) = phylogeny 

Time frame = up to 24-months. 

‘Strain loss’ criteria = included. 

Participant type(s) = co-colonised. 

Data points = unique strains. 

Inhibitor screen type = C. fimi. 
 

57 0.1515 -0.1139 to 0.4071 0.256 (NS) 

8 Mean proportion of participant time 

points colonised ~ inhibitory status 

Random effect(s) = phylogeny 

Time frame = up to 88-months 63 0.1101 -0.1000 to 0.3283 0.316 (NS) 

9 Mean proportion of participant time 

points colonised ~ inhibitory status 
Random effect(s) = phylogeny 

‘Strain loss’ criteria = not included 

 

57 0.1431 -0.1081 to 0.3749 0.25 (NS) 

10 Mean proportion of participant time 

points colonised ~ inhibitory status 

Random effect(s) = phylogeny 

Participant type(s) = co-colonised + 

single-strain participants 

 

61 0.1153 -0.1600 to 0.3534 0.37 (NS) 

11 Proportion of participant time points 

colonised ~ inhibitory status 

Random effect(s) = phylogeny 

Data points = each ‘strain x 

participant’ interaction 

 

69 0.1445 -0.1405 to 0.4105 0.318 (NS) 

12 Mean proportion of participant time 

points colonised ~ inhibitory status 

Random effect(s) = phylogeny 

Inhibitor screen type = intraspecific + 

interspecific competitors 

57 0.1600 -0.1336 to 0.5025 0.308 (NS) 
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Table S6. ‘Short-term success’ strain-level displacement analyses – Binomial GLM analyses. All models in Table 6 are binomial GLMs (family 

= “binomial”). ‘Model estimate’ represents the log odds of inhibitor strains being a displacing strain compared to the log odds of non-inhibitor strains being a 

displacing strain (i.e., the log odds ratio) and ‘standard error’ represents the standard error of the log odds ratio. All models only contain data from co-colonised 

participants (n=20), as single-strain participants don’t contain any displacement events. The first row (Model ID = 13) describes the dataset used in the main 

model; the following rows (Model IDs = 14-17) state how each aspect of the dataset was individually varied compared to the dataset used in the main model, 

to test the robustness of the main result. Statistical significance is denoted with an asterisk(s) (NS = p > 0.05; * = p < 0.05; ** = p < 0.01; *** = p < 0.001). See 

‘Supplementary Methods – data analysis – section 2.2 & 3’ for more analysis details. 

 

 
 

 

 

 

 

 

 

 

 

Model 

ID 

Model 

description 

Dataset description  Sample 

size 

Model estimate Standard error P-value 

13 Displacer status ~ 

inhibitory status 

Time frame = up to 24-months. 

‘Strain loss’ criteria = included. 
Data points = unique strains. 

Inhibitor screen type = C. fimi. 

 

57 2.1401 0.8624 0.0131* 

14 Displacer status ~ 

inhibitory status 

Time frame = up to 88-months. 

 

63 1.5647 0.6731 0.0201* 

15 Displacer status ~ 

inhibitory status 

‘Strain loss’ criteria = not included. 57 1.9459 0.8583 0.0234* 

16 Displacer status ~ 

inhibitory status 

 

Data points = each ‘strain x 

participant’ interaction. 

69 1.9543 0.7268 0.0071** 

17 Displacer status ~ 

inhibitory status 

Inhibitor screen type = intraspecific 

+ interspecific competitors 

57 2.3922 1.1363 0.03526* 
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Table S7. ‘Short-term success’ strain-level displacement analyses – MCMCglmm analyses. All models in Table S7 are MCMCglmms (family = 

“categorical”) (Hadfield, 2010, 2019). Residual variance was fixed to equal one (V=1, fix=1) and uninformative priors were used for all random effects (V=1, 

nu=0.002) (Hadfield, 2019). ‘Posterior mean’ represents the log odds of inhibitor strains being a displacing strain compared to the log odds of non-inhibitor 

strains being a displacing strain (i.e., the log odds ratio) and ‘95% credible intervals’ represent the 95% credible intervals of the log odds ratio. A pMCMC can 

generally be interpreted in the same way as a standard P value (Hadfield, 2019). All models only contain data from co-colonised participants (n=20), as single-

strain participants don’t contain any displacement events. The first row (Model ID = 18) describes the dataset used in the main model; the following rows 

(Model IDs = 19-22) state how each aspect of the dataset was individually varied compared to the dataset used in the main model, to test the robustness of the 

main result. Statistical significance is denoted with an asterisk(s) (NS = p > 0.05; * = p < 0.05; ** = p < 0.01; *** = p < 0.001). See ‘Supplementary Methods 

– data analysis – section 2.2 & 3’ for more analysis details. 

 

 

 

 

 

 

 

 

 

Model 

ID 

Model description Dataset description  Sample 

size 

Posterior 

mean 

95% Credible 

intervals 

pMCMC 

18 Displacer status ~ inhibitory status 

Random effect = phylogeny 

Time frame = up to 24-months. 

‘Strain loss’ criteria = included. 

Data points = unique strains. 

Inhibitor screen type = C. fimi. 

 

57 2.84123 0.9053 to 5.1730 0.008** 

19 Displacer status ~ inhibitory status 

Random effect = phylogeny 

Time frame = up to 88-months. 

 

63 2.0601 0.4035 to 3.6524 0.014* 

20 Displacer status ~ inhibitory status 

Random effect = phylogeny 

‘Strain loss’ criteria = not included. 57 2.60994 0.5044 to 4.8716 0.006** 

21 Displacer status ~ inhibitory status 

Random effect = phylogeny 

Data points = each ‘strain x participant’ 

interaction. 

69 2.5757 0.6732 to 4.6457 0.004** 

22 Displacer status ~ inhibitory status 

Random effect = phylogeny 

Inhibitor screen type = intraspecific + 

interspecific competitors 

57 3.44069 0.3475 to 6.7814 0.006** 
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Table S8. ‘Short-term success’ isolate-level displacement analyses – Binomial GLM analyses. All models in Table S8 are binomial GLMs (family 

= “binomial”). In models 23 and 24, ‘model estimate’ represents the log odds of different displacement event types (model 23), or all displacement events 

(model 24), being associated with inhibitory isolates, compared to a specific type of non-displacement event, ‘co-occur’ (model 23), or all non-displacement 

events (model 24) (i.e., the log odds ratio). In model 25, ‘model estimate’ represents the log odds of an inhibitory isolate winning a displacement event, compared 

to non-inhibitory isolate. ‘Standard error’ represents the standard error of the log odds ratio (models 23 & 24), or log odds (model 25). All models only contain 

data from co-colonised participants (n=20), as single-strain participants don’t contain any displacement events. Statistical significance is denoted with an 

asterisk(s) (NS = p > 0.05; * = p < 0.05; ** = p < 0.01; *** = p < 0.001). See ‘Supplementary Methods – data analysis – section 2.2 & 3’ for more analysis 

details. 

 

Model 

ID 

Model 

description 

Dataset description  Sample 

size 

Model estimate Standard  

error 

P-value 

23 Inhibitory 

status ~  

Displacement 

event type 

Time frame = up to 24-months. 

‘Strain loss’ criteria = included. 

Data points = each time point 

isolate. 

Inhibitor screen type = C. fimi. 

 

216 Single compared to co-

occur = -0.7444. 

Defence compared to 

co-occur = 0.5083. 

Fair-fight compared to 

co-occur = 0.7108. 

Invasion compared to 

co-occur = 0.6827. 

Unknown-displacement 

compared to co-occur = 

0.4595. 

Clearance compared to 

co-occur = -0.5671. 

 

Single compared to co-

occur = 0.3696. 

Defence compared to co-

occur = 0.5496. 

Fair-fight compared to 

co-occur = 0.6072. 

Invasion compared to co-

occur = 0.6526. 

Unknown-displacement 

compared to co-occur = 

0.9447. 

Clearance compared to 

co-occur = 1.1221. 

 

Single compared to co-

occur = 0.1250 (NS). 

Defence compared to co-

occur = 0.3550 (NS). 

Fair-fight compared to co-

occur = 0.2417 (NS). 

Invasion compared to co-

occur = 0.2955 (NS). 

Unknown-displacement 

compared to co-occur = 

0.6267 (NS). 

Clearance compared to co-

occur = 0.5071 (NS). 

 

24 Inhibitory 

status ~  

Displacement 

event  

Time frame = up to 24-months. 

‘Strain loss’ criteria = included. 

Data points = each time point 

isolate. 

Inhibitor screen type = C. fimi. 

216 Displacement compared 

to non-displacement = 

0.8690. 

Clearance compared to 

non-displacement = -

0.4780. 

Displacement compared 

to non-displacement = 

0.3486. 

Clearance compared to 

non-displacement = 

1.1104. 

Displacement compared to 

non-displacement = 

0.0127* 

Clearance compared to 

non-displacement = 

0.6668 (NS). 

25 Displacement 

winner identity 

~ 1 

Time frame = up to 24-months. 

‘Strain loss’ criteria = included. 

Data points = each displacement 

event associated with inhibitors. 

Inhibitor screen type = C. fimi. 

19 1.030 0.521 0.0481* 
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Supplementary results – genomic analyses 
 

Participant 

ID 

Month Spa-type C. fimi Interspecific Intraspecific 

indicator 

Intraspecific  

nasal 

BGC type(s) Bacteriocin prediction Stable 

BGC(s) 

Stop 

codon 

22 24 t012 no no no no none none NA NA 

42 48 t1716 no no no no none none NA NA 

132 22 t228 no no no no none none NA NA 

162 6 t209 no no no no none none yes NA 

162 48 t209 yes no no no none none yes NA 

359 6 t089 yes yes no no Lanthipeptide 

class ii 

Bicereucin BsjA2-like yes no 

359 46 t089 yes yes no no Lanthipeptide 

class ii 

Bicereucin BsjA2-like yes no 

420 6 t379 no no no no none none NA NA 

424 30 t3304 no no no no none none NA NA 

450 4 t382 yes yes no no none none NA NA 

450 88 t382 yes yes no no none none NA NA 

451 4 t379 no no no no none none NA NA 

454 24 t127 no no no no Lanthipeptide 

class i 

Bsa NA no 

499 24 t021 no no no no none none NA NA 

637 8 t870 no no no no none none NA NA 

637 12 t7050 yes no yes no RiPP-like Putative bacteriocin yes no 

637 24 t7050 yes no yes no RiPP-like Putative bacteriocin yes no 
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638 12 t171 yes yes no no none none NA NA 

638 18 t065 no no no no none none NA NA 

638 24 t171 yes yes no no none none NA NA 

647 4 t019 no no no no none none NA NA 

647 8 t6855 yes no no no none none NA NA 

647 12 t230 no no no no none none NA NA 

647 24 t6855 yes no no no none none NA NA 

671 24 t032 no no no no none none NA NA 

686 8 t3262 no no no no none none NA NA 

688 6 t3262 no no no no none none NA NA 

688 18 t002 no no no no none none NA NA 

903 4 t382 no no no no none none NA NA 

903 16 t2643 no no no no none none NA NA 

926 6 t008 yes no no no Lanthipeptide 

class i 

Bsa yes no 

926 8 t008 no no no no Lanthipeptide 

class i 

Bsa yes no 

926 14 t127 no no no no Lanthipeptide 

class i 

Bsa NA no 

926 24 t008 yes no no no Lanthipeptide 

class i 

Bsa yes no 

930 8 t2074 no no no no none none NA NA 

930 8 t499 no no no no none none NA NA 

930 20 t120 no no no no none none NA NA 
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930 22 t015 no no no no none none NA NA 

952 24 t084 no no no no none none NA NA 

967 2 t171 yes yes no no none none NA NA 

967 18 t171 yes yes no no none none NA NA 

971 8 t008 yes yes no no Lanthipeptide 

class i 

Bsa yes no 

971 16 t230 no no no no none none NA NA 

972 6 t127 no no no no Lanthipeptide 

class i 

Bsa yes no 

997 2 t015 yes no no no none none NA NA 

1045 16 t084 no no no no none none NA NA 

1045 16 t209 no no no no none none NA NA 

1045 22 t2119 no no no no none none NA NA 

1092 16 t021 no no no no none none NA NA 

1209 40 t346 no no no no none none NA NA 

1212 0 t056 no no no no none none NA NA 

1231 6 t160 no no no no none none NA NA 

1231 26 t120 yes no no no none none NA NA 

1231 46 t120 yes no no no none none NA NA 

1231 46 t4309 yes no no no none none NA NA 

1231 46 t040 no no no no none none NA NA 

1231 50 t4309 yes no no no none none NA NA 

1231 66 t120 yes no no no none none NA NA 
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1231 68 t15780 yes no no no none none NA NA 

1231 68 t120 no no no no none none NA NA 

1231 80 t499 yes no no no none none NA NA 

1307 24 t408 no no no no none none NA NA 

1366 2 t089 yes yes no no Lanthipeptide 

class ii 

Bicereucin BsjA2-like yes no 

1366 2 t267 no no no no none none NA NA 

1366 8 t089 yes yes no no Lanthipeptide 

class ii 

Bicereucin BsjA2-like yes no 

1366 14 t084 yes yes no no none none NA NA 

1366 16 t089 yes yes no no Lanthipeptide 

class ii 

Bicereucin BsjA2-like yes no 

1366 24 t084 no no no no none none NA NA 

1367 0 t7409 no no no no none none NA NA 

1367 22 t346 no no no no none none NA NA 

1378 8 t096 no no no no none none NA NA 

2004 4 t1685 yes yes no no LAP Listeriolysin S-like yes no 

2004 4 t321 no no no no Lanthipeptide 

class i 

Bsa NA yes 

2004 24 t1685 yes yes no no LAP Listeriolysin S-like yes no 

2009 1 t230 yes no no no none none NA NA 

2009 32 t230 yes no no no none none NA NA 

2030 24 t002 no no no no none none NA NA 

2060 4 t012 no no no no none none NA NA 
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2060 24 t084 no no no no none none NA NA 

2064 0 t6825 yes yes no no none none NA NA 

2064 0 t1239 no no no no none none NA NA 

2064 2 t171 yes yes yes yes Lanthipeptide 

class ii 

Staphylococcin C55 yes no 

2064 6 t6814 no no no no none none NA NA 

2064 12 t171 yes yes yes yes Lanthipeptide 

class ii 

Staphylococcin C55 yes no 

2064 20 t7031 yes no no no none none NA NA 

2064 20 t008 yes no no no Lanthipeptide 

class i 

Bsa yes no 

2064 22 t7031 yes no no no none none NA NA 

2064 24 t008 yes no no no Lanthipeptide 

class i 

Bsa yes no 

2104 0 t571 no no no no none none NA NA 

 

Table S9. An overview of bacteriocin gene cluster (BGC) analysis. Each row represents the bacteriocin phenotype and genomic analysis output 

for every isolate that was whole-genome sequenced in the collection. For genome selection criteria, see ‘Methods – genome selection & 

sequencing’. “C. fimi” represents inhibition against C. fimi, a positive indicator for bacteriocin production; “Interspecific” represents inhibition 

against any of the three interspecific competitors; “Intraspecific indicator” represent against Newman ΔdltA, a positive indicator for intraspecific 

inhibition; “Intraspecific nasal” represents inhibition against any natural strain of S. aureus from the nasal cavity; “BGC type(s)” and “Bacteriocin 

prediction(s)” represents predictions from antiSMASH(6.0) (Blin et al., 2021) and BAGEL4 (van Heel et al., 2018) about the type and identity of 

each genomic hit; “Stable BGC(s)” represents whether the BGC within each strain was stable over time, with regards to the presence/absence of 

the entire BGC region and the presence/absence of all bacteriocin-related genes within the BGC region; “Stop codon” represents whether a stop 

codon, which could cause loss of function, was identified in any of the bacteriocin-related genes within each BGC. NAs in “Stable BGC(s)” occur 

if a strain was only sampled at one time point within a participant, and in “Stop codon” if no BGC genes were present to test. We detected no other 

secondary metabolite biosynthetic gene cluster types known to have antimicrobial effects. The data in this table is summarized in Fig. 4.   
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Fig S7. A spa gene minimum-spanning genetic distance tree representing which spa-types 

carry each bacteriocin gene cluster (BGC) type. The genetic distance tree is based on the 

spa gene sequence of each strain in the collection and produced using the BURP (based-upon 

repeat pattern) clustering algorithm (Mellmann et al., 2007), integrated within SeqSphere+ 

(8.4.0) (Ridom, GmbH). Each strain represents an individual ‘spa-type’. Two strains (t528 and 

t870) were removed from the tree, as they did not contain the required number of repeats ( 5) 

for BURP clustering (Mellmann et al., 2007). The remaining strains (n = 62) are denoted as 

circles and are clustered into minimum-spanning tree (MST) clusters, which represent spa-

Clonal Complexes (spa-CCs), and are denoted by grey shading. Each MST cluster contains 

spa-types with a BURP distance of four or less, the default for BURP clustering (Mellmann et 

al., 2007). Branch length corresponds to the BURP distance between strains, which is also 

labelled as a numerical value on each branch. All spa-types that carry identifiable BGCs are 

circled with a ring. Ring colour corresponds to the prediction of the bacteriocin associated with 

the BGC, see ‘BGC key’ (bottom right). The dashed circle represents that a BGC was 

identified, but an intragenic stop codon was present in a bacteriocin biosynthesis gene, 

potentially causing loss-of-function. 
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Fig S8. A core genome MLST (cgMLST) phylogenetic tree of the 89 S. aureus genomes 

used in this study. We used SeqSphere+ (v8.4) (Ridom, GmbH) to produce the tree based on 

the genome-wide allelic profiles of 1861 loci. The genome for each isolate is labelled with the 

relevant isolate ID, which consists of: participant number, sample time point, spa-type. The 

tree was midpoint rooted using FigTree (v1.4.4). 
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Fig S9. A maximum likelihood phylogenetic tree of the 89 S. aureus genomes used in this 

study. We produced this tree by using REALPHY (1.13) (Bertels et al., 2014) to align our 

assembled S. aureus contigs to the complete reference genome MSSA 476 using Bowtie2 

(v2.5.1) (Langmead & Salzberg, 2012) and estimate a maximum likelihood tree using PhyML 

(v3.0) (Guindon et al., 2010). The genome for each isolate is labelled with the relevant isolate 

ID, which consists of: participant number, sample time point, spa-type. The tree was midpoint 

rooted using FigTree (v1.4.4).  
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Fig S10. A representative example of the observed zones of inhibition from laboratory 

screens. S. aureus cultures to be tested for inhibitory activity were spotted on top of seeded 

agar lawns containing the target species or strain being tested against. Inhibitory activity was 

detected as a clear zone of inhibition surrounding the S. aureus spot. In this image, the agar 

lawn was seeded with positive indicator strain C. fimi. The S. aureus isolate displaying no 

inhibitory activity (left) is 132-10 - t228; the isolate displaying a zone of inhibition (right) is 

2064-2 – t171, which was identified by genomic analysis to carry a BGC coding for 

‘staphylococcin C55’. 
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Chapter 4. Plasmids do not consistently stabilise cooperation 

across bacteria but may promote broad pathogen host-range 

 

Chapter 4 consists of the following publication in Nature Ecology & Evolution. 
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The growth and success of many bacterial populations depends 
on the production of cooperative ‘public goods’1–4. Public 
goods are molecules whose secretion provides a benefit to 

the local group of cells. Examples include iron-scavenging sid-
erophores5, exotoxins that disintegrate host cell membranes6,7 and 
elastases that break down connective tissues8–10. A problem is that 
cooperation can be exploited by ‘cheats’: cells that avoid the cost of 
producing public goods but can still use and benefit from those pro-
duced by cooperative cells3,11,12. What prevents cheats from outcom-
peting cooperators and ultimately destabilizing cooperation?

In bacteria, some genetic elements are able to move between 
cells13. This horizontal gene transfer has been suggested as a mecha-
nism to help stabilize the production of cooperative public goods14–18 
(Fig. 1a). If a gene coding for the production of a public good can be 
transferred horizontally, it would allow cheats to be ‘infected’ with 
the cooperative gene and turned into cooperators. Theoretical mod-
els have shown that this can facilitate the invasion of cooperative 
genes, in conditions where they would not be favoured on chromo-
somes14–18. Experiments on a synthetic Escherichia coli system have 
shown that location on a plasmid helped the gene for a coopera-
tive public good to invade, particularly in structured populations18. 
In addition, bioinformatic analyses across a range of species found 
that genes that code for extracellular proteins, many of which act 
as public goods, are more likely to be found on plasmids than the 
chromosome15,19,20.

There are, however, three potential problems for the hypothe-
sis that horizontal gene transfer favours cooperation. First, previ-
ous bioinformatic analyses made important first steps but are not 
conclusive. One study examined only a single species, which may 
not be representative of all bacteria15. Two additional studies exam-
ined multiple species but assumed that genes and genomes from 
the same and different species can be treated as independent data 
points in a way that could have led to spurious results19,20. Statistical 

tests typically assume that data points are independent and even 
slight non-independence can lead to heavily biased results (type 
I errors)21,22. There is an extensive literature in the field of evolu-
tionary biology showing that species share characteristics inherited 
through common descent, rather than through independent evo-
lution and so cannot be considered independent data points23–25. 
Genomes are nested within species and genes are nested within 
genomes, multiplying this problem of non-independence, analo-
gous to the problem of pseudoreplication in experimental stud-
ies26–29. Phylogenetically controlled bioinformatic analyses are 
required to address this problem of non-independence and test the 
robustness of previous conclusions.

Second, from a theoretical perspective, while horizontal gene 
transfer can favour the initial invasion of cooperation, it is not clear 
if it favours the maintenance of cooperation in the long run16. For 
example, after a plasmid carrying a cooperative gene has spread 
through a population, a loss-of-function mutation could easily 
lead to a cheat plasmid evolving, which could then potentially out-
compete the plasmid carrying the cooperative gene16,30. Theory is 
required that examines the maintenance as well as the invasion of 
cooperation, while accounting for important biological details, such 
as how plasmid transmission depends on the population frequency 
of the plasmid and how frequently plasmids are lost, for example by 
segregation during cell division.

Third, there are alternative hypotheses for why genes coding for 
extracellular proteins might be preferentially carried on plasmids 
in some species (Fig. 1)20,31. Bacteria can rapidly adapt to new and/
or changing environments by acquiring new genes via horizontal 
gene transfer and losing genes no longer required but costly to 
maintain (Fig. 1b)32–34. Genes that facilitate adaptation to environ-
mental variability are often those that code for molecules secreted 
outside the cell34–37. Consequently, we might expect to find genes for 
extracellular proteins on plasmids to facilitate rapid gain and loss 

Plasmids do not consistently stabilize cooperation 
across bacteria but may promote broad pathogen 
host-range
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Horizontal gene transfer via plasmids could favour cooperation in bacteria, because transfer of a cooperative gene turns 
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Nature Ecology & Evolution | www.nature.com/natecolevol 134

mailto:anna.dewar@zoo.ox.ac.uk
http://orcid.org/0000-0002-2129-2706
http://orcid.org/0000-0003-4659-1427
http://orcid.org/0000-0002-5941-3905
http://orcid.org/0000-0001-7674-9825
http://orcid.org/0000-0003-2152-3153
http://crossmark.crossref.org/dialog/?doi=10.1038/s41559-021-01573-2&domain=pdf
http://www.nature.com/natecolevol


Articles NaTurE EcOlOgy & EvOluTIOn

of genes depending on environmental conditions and not because 
they are cooperative per se. Alternatively, genes may be favoured to 
be on plasmids for reasons other than horizontal gene transfer (Fig. 
1c)38. For example, a higher plasmid copy number offers a mecha-
nism for more expression of a gene, potentially even conditionally, 
in response to certain environmental conditions38. The benefit of 
being able to regulate gene expression in this way could be higher 
in genes that code for molecules that are secreted outside the cell, 
when different quantities of molecule are required in different envi-
ronments. These different hypotheses are not mutually exclusive.

We addressed all three of these potential problems for the 
hypothesis that horizontal gene transfer favours cooperation. We 
first tested two predictions that would be expected to hold if hori-
zontal gene transfer favours cooperation. Specifically, cooperative 
genes would be more likely to be found on: (1) plasmids relative 
to chromosomes; and (2) more mobile plasmids relative to less 
mobile plasmids14–20. We used phylogeny-based statistical methods 
that control for the problem of non-independence, analysing 1,632 

genomes from 51 bacterial species, to examine the location of genes 
that code for extracellular proteins. We then used theoretical mod-
els, to examine whether horizontal gene transfer facilitates the evo-
lution as well as the initial spread of cooperation.

Finally, we also tested alternative hypotheses for why genes cod-
ing for extracellular proteins might be preferentially carried on plas-
mids. We used three measures of environmental variability to ask 
whether species that had more variable environments were those 
most likely to carry genes for extracellular proteins on their plas-
mids. Additionally, we examined one of these measures in more 
detail, to help determine whether genes for extracellular proteins 
were located on plasmids so that they could be gained and lost easily 
(Fig. 1b) or instead because of some additional benefit conferred by 
plasmid carriage (Fig. 1c).

Results
Genomic analyses. We use the approach developed by  
Nogueira et al.15,19,20 of using PSORTb (ref. 39) to predict the  

Cooperation hypothesis: plasmid transfer stabilizes cooperation by 'infecting' non-producing cheats

Gain and loss hypothesis: plasmid transfer allows gain and loss of genes only useful in certain environments
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Fig. 1 | Three hypotheses about why selection might favour genes coding for extracellular proteins to be located on plasmids. a, Cooperation hypothesis. 
Blue cells produce extracellular proteins that act as cooperative public goods, while red cells are ‘cheats’ that exploit this cooperation. Over time, cheats 
grow faster than cooperators since they forgo the cost of public good production. However, because the gene for the extracellular protein is located on 
a plasmid, cooperators can transfer the gene to the cheats, turning them into cooperators, increasing genetic relatedness at the cooperative locus and 
stabilizing cooperation14–18. b, Gain and loss hypothesis. The production of the extracellular protein is required in some environments but not in others. 
Transitions between these environments can result from temporal or spatial change. Cells are selected to either lose (environment A) or gain  
(environment B) the plasmid coding for the production of the extracellular protein. c, Beyond horizontal gene transfer hypothesis. The location of a gene 
on a plasmid could provide a number of benefits, other than the possibility for horizontal gene transfer38. For example, when the quantity of extracellular 
protein required varies across environments (A versus B), plasmid copy number could be varied to adjust production38. Created with BioRender.com.
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subcellular location of every protein encoded by 1,632 complete 
genomes from 51 diverse bacterial species (Extended Data Fig. 1 
and Supplementary Table 3). We are also building on the work of 
researchers who pointed out that extracellular (secreted) proteins 
are likely to provide a benefit to the local population of cells and 
hence act as cooperative public goods2,15,19,20,40. The advantage of this 
method is that it allows a large number of genes to be examined, 
across multiple species.

Overall, we found that the average bacterial genome had 2,696 
protein-coding genes on the chromosome(s) and 223 on the 
plasmid(s). Of these, an average of 57 genes (~2%) coded for the pro-
duction of an extracellular protein, with 52 on the chromosome(s) 
and five on the plasmid(s). This means, on average, 1.9% of chro-
mosome genes and 2.4% of plasmid genes coded for extracellular 
proteins. To control for the number of genomes per species, we first 
calculated the mean number of genes for each species and then the 
mean of these species means. Therefore, the values above give an 
indication of the location of genes coding for extracellular proteins 
in an average genome. Genes with unknown protein localizations 
were not included (chromosome, 26.2%; plasmid, 38.3%). Across 
species, the proportion of genes coding for extracellular proteins for 
plasmid(s) was generally more variable than for the chromosome(s) 
(Supplementary Fig. 2). These patterns are very similar to those 
found previously15,19,20.

Extracellular proteins are not overrepresented on plasmids. We 
found that extracellular proteins were not more likely to be car-
ried on plasmids compared to chromosomes (Fig. 2). The differ-
ence in the proportion of genes that coded for extracellular proteins 
between plasmid and chromosome was not significantly different 
from zero across all species (Markov Chain Monte Carlo general-
ized linear mixed effects model (MCMCglmm) (ref. 41); poste-
rior mean = 0.004, 95% credible interval (CI) = −0.063 to 0.057, 
pMCMC (generally interpreted in a similar way to a P value) = 0.87; 
n = 1,632 genomes; R2 of species sample size = 0.47, R2 of phylog-
eny = 0.17; Supplementary Table 2, row 1a). This result was robust 
to alternative forms of analysis. We also found no significant dif-
ference when we: (1) compared chromosomes to plasmids of 
only certain mobilities (Supplementary Fig. 3 and Supplementary  
Table 2, rows 20–22); (2) analysed our data by two alternative meth-
ods, by looking at the ratio of proportions instead of the difference 
or by considering only whether the plasmid proportion was greater 
than the chromosome proportion, removing any effect of the mag-
nitude of this difference (Extended Data Fig. 2 and Supplementary 
Table 2, rows 2 and 3). Our analyses use a bacterial phylogeny, which 
assumes that plasmid evolution follows bacterial phylogeny but we 
also found no significant pattern if we ignored phylogeny and anal-
ysed species as independent data points (Fig. 2 and Supplementary 
Table 2, row 1b; pMCMC = 0.644).

The lack of an overall significant result was clear when looking 
at the raw data for the different species that we examined (Fig. 2 
and Extended Data Fig. 2). There was considerable variation across 
species in the location of genes coding for extracellular proteins. 
Overall, extracellular proteins were more likely to be on plasmids in 
51% of species (26/51) and more likely to be on the chromosome(s) 
in 49% (25/51) of species (Extended Data Fig. 2). For example, in 
Bacillus anthracis, genes coding for extracellular proteins were three 
times more likely to be on plasmids; whereas, in Acinetobacter bau-
mannii, genes coding for extracellular proteins were three times 
more likely to be on the chromosome(s) (Extended Data Fig. 2). 
Clearly, across species, genes coding for extracellular proteins are 
not consistently more likely to be on plasmids.

As a control, we also analysed the genomic location of the 
genes coding for all other classes of protein (Extended Data  
Fig. 1). Specifically, we analysed genes that coded for the produc-
tion of cytoplasmic, cytoplasmic membrane, periplasmic, outer 

membrane and cell wall proteins. We found that none of these pro-
tein localizations was significantly overrepresented on plasmids 
or chromosomes across the 51 species (Extended Data Fig. 3 and 
Supplementary Table 2, rows 5–10). Plasmids are highly variable in 
the genes they carry.

Importance of controlling for non-independence of genomes. 
Our results contrast with previous studies, which found that plas-
mid genes code for proportionally more extracellular proteins than 
do chromosomes15,19,20. The first of these studies found this pattern 
across 20 E. coli genomes15. We also found that genes coding for 
extracellular proteins in E. coli were more likely to be found on plas-
mids (Fig. 2 and Extended Data Fig. 2). However, Fig. 2 shows that 
this is not a consistent pattern across species: approximately half 
(25/51) of the species we analysed showed a pattern in the opposite 
direction, with genes coding for extracellular proteins more likely to 
be on their chromosome(s) than on their plasmid(s).

Two subsequent, multispecies studies found that plasmid genes 
were significantly more likely to code for extracellular proteins than 
were chromosome genes19,20. These studies used statistical tests such 
as Wilcoxon signed-rank test to ask whether there was a consistent 
pattern, using bacterial genomes as independent data points. When 
we analysed our data with the same statistical methods used in these 
studies, we also obtained a significant result (Wilcoxon signed-rank 
test; V = 826,530, P < 0.001, R2 = 0.385; n = 1,632 plasmid–chromo-
some pairs). When analysing other questions, Garcia-Garcera and 
Rocha20 used MCMCglmm to control for phylogeny.

Why does using bacterial genomes as independent data points 
lead to a significant result? By using a Wilcoxon signed-rank test, 
at the level of the genome, we are implicitly assuming that all the 
genomes analysed are: (1) independent from one another; and (2) 
a representative sample of bacteria in nature. Neither of these are 
true for multispecies genomic datasets. First, due to shared ancestry, 
species are not independent from one another and so neither are 
genomes in such analyses24,42. Even a slight lack of independence 
can lead to heavily biased results in statistical analyses and spurious 
conclusions21. Second, genomic databases tend to have a dispropor-
tionate abundance of certain species and genera. This will bias the 
results towards commonly sequenced species.

Consequently, when asking questions across species, it is inap-
propriate to treat all the genomes in genomic datasets as inde-
pendent data points. When we performed an analysis analogous 
to the Wilcoxon signed-rank test, using the same untransformed 
data, which produced a significant result above but controlled for 
the number of genomes per species and the non-independence 
of species, we no longer found any significant difference between 
the proportion of plasmid and chromosome genes coding for 
extracellular proteins (MCMCglmm; posterior mean = 0.017, 95% 
CI = −0.021 to 0.057, pMCMC = 0.332; n = 1,632 plasmid–chro-
mosome paired differences in extracellular proportion; R2, spe-
cies sample size = 0.46, phylogeny = 0.34; Supplementary Table 2,  
row 4). Furthermore, we found that the number of genomes per 
species and the non-independence of species explained 46 and 34% 
of the variation in data, respectively (paired plasmid and chromo-
some differences across our 1,632 genomes). Taken together, this 
illustrates that it is not our data that disagree with previous studies 
but instead our use of statistical analyses appropriate for multig-
enome, multispecies datasets23–25.

These data also illustrate the importance of examining effect 
sizes and not just whether results are statistically significant. With 
large sample sizes it is possible to get results that are significant but 
not biologically important. The percentage of variance explained 
that is considered biologically significant can depend on the kind 
of data you are examining and the field of research but a baseline 
of 5–10% seems reasonable for many areas of evolutionary biol-
ogy (Supplementary Information Section 1)43–45. When bacterial 
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genomes are assumed to be independent data points in across-species 
analyses, this leads to inflated sample sizes. Consequently, even 
when results are statistically significant at P < 0.05, they can still 
only explain 1–2% of the variation in the data, which is clearly 
not biologically significant. The flip side of such considerations is 

that effects sizes and examination of raw data at the species level 
(for example, Fig. 2) are also useful checks against non-significant 
results due to a lack of statistical power (type II errors).

Plasmids with higher mobility do not carry more genes for 
extracellular proteins. We then tested another prediction of the 
cooperation hypothesis: cooperation is more likely to be favoured 
when coded for on more mobile plasmids14–18. We used data from 
the MOBsuite database to assign plasmids to one of three levels of 
mobility (Fig. 3a)46,47. We classify: conjugative plasmids, which carry 
all genes necessary to transfer, as the most mobile; mobilizable plas-
mids, which are dependent on conjugative plasmids’ machinery to 
transfer, to have intermediate mobility; and non-mobilizable plas-
mids, which cannot be transferred via conjugation, to be the least 
mobile (Fig. 3a)46,48.

Genes coding for extracellular proteins were not more likely to 
be on plasmids with higher transfer rates (Fig. 3b). Examining the 
slope of the regression between plasmid mobility and the propor-
tion of genes coding for extracellular proteins, we found no consis-
tent pattern across species (MCMCglmm; posterior mean = 0.006, 
95% CI = −0.040–0.052, pMCMC = 0.73; n = 40; Supplementary 
Table 2, row 11). This lack of a significant relationship was robust 
to different forms of analysis, including an examination of the 
means of each mobility type of each species (Supplementary Fig. 4 
and Supplementary Table 2, row 12). We also found no correlation 
between the proportion of a species’ plasmids that can transfer and 
how overrepresented or under-represented extracellular proteins 
are on plasmids compared to chromosomes (Extended Data Fig. 4 
and Supplementary Table 2, rows 16 and 17).

To examine our assumption that mobilizable plasmids are likely 
to be less mobile than conjugative plasmids, we examined how fre-
quently these two kinds of plasmids co-occurred within a genome. 
If mobilizable plasmids are present in the same cell as conjugative 
plasmids, they could be transmitted at similar rates. However, we 
found that of genomes with a mobilizable plasmid(s), 60% did 
not also carry a conjugative plasmid (434/727). In addition, when 
mobilizable plasmids did co-occur with a conjugative plasmid, they 
did not have a higher proportion of genes coding for extracellular 
proteins (Supplementary Information Section 1 and Supplementary 
Fig. 6). A caveat here is that our estimates of transfer rates across 
different types of plasmid is relative and it would be very useful to 
obtain quantitative estimates of transfer rates.

Theoretical stability of cooperation. Our empirical results did not 
support the theoretical prediction that cooperative genes should 
be overrepresented on plasmids, relative to the chromosome14–18,49. 
Consequently, we then extended existing theory, to examine 
whether we could find conditions where cooperative genes were 
not predicted to be overrepresented on plasmids. We investigated 
the consequences of two factors: (1) allowing for a greater range of 
possible genetic architectures, especially plasmids that lacked the 
gene for cooperation (non-cooperative or ‘cheat’ plasmids); and (2) 
examining the evolutionary stability (maintenance) of cooperation, 
not just its initial invasion16,49.

We examined two possible reasons for why cooperative genes 
could be overrepresented on plasmids, relative to the chromosome. 
First, horizontal gene transfer on a plasmid could allow coopera-
tion to be favoured in conditions where it would otherwise not be 
favoured14–18. For example, because plasmid transfer can turn 
non-cooperators into cooperators and increase relatedness at the 
loci for cooperation17. Second, even if horizontal gene transfer did 
not increase the range of biological scenarios (parameter space) 
where cooperation was favoured, there could be selection for coop-
eration to be coded for on a plasmid, rather than on a chromosome.

We assumed an infinite population of haploid individuals 
(bacterial cells). Individuals may carry a cooperative gene that 
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codes for public goods production, on a plasmid or the chromo-
some or both (redundancy). We also allowed for the possibility of: 
non-cooperative plasmids and chromosomes; plasmid-free cells; a 
cost of plasmid carriage (CC).

Each generation, the population is divided into patches, each 
founded by N independent cells. Cells reproduce clonally until 
there is a large number of cells per patch. Cells are then randomly 
shuffled into pairs on their patch and, if a plasmid-free individual 
has a plasmid-bearing partner, with probability β, the plasmid-free 
individual acquires a copy of its partner’s plasmid (horizontal 
gene transfer). Individuals with a gene for cooperation then pro-
duce a public good, at a cost CG, which generates a benefit B that is 
shared between all members of the patch. Individuals then survive 
according to their fitness. Plasmid-bearing individuals lose their  
plasmid with probability s. Finally, individuals disperse to found 
new patches.

Cooperation invasion. Consistent with previous analyses, we found 
that, in the short term, horizontal gene transfer on a plasmid can ini-
tially help cooperation invade (Fig. 4)14–18. Horizontal gene transfer 
increased the frequency of cooperation, by turning non-cooperators 
into cooperators, which also increases relatedness at the coopera-
tive locus on the plasmid14–18,49. Relatedness is increased because, 
in the short term, whilst plasmids are spreading from rarity, there 
are many plasmid-free cells available, meaning plasmids have many 
opportunities to be transferred, generating genetic similarity.

Cooperation stability. By contrast, we found that transfer on a plas-
mid did not appreciably increase the range of parameter space 
where cooperation was maintained at evolutionary equilibrium 
(Figs. 4a and 5 and Supplementary Information Section 4). First, in 
the absence of plasmid loss (s = 0), cooperation was only favoured 
when R × B – CG > 0, where R is the genetic relatedness at the chro-
mosomal (individual) level (R = 1/N). Cooperation was therefore 
only favoured on the plasmid when it provided a kin selected ben-
efit at the level of the chromosome (individual), as predicted by 
Hamilton’s rule50,51.

The reason for this result is that, in the absence of plasmid loss 
(s = 0), plasmids continue to increase in frequency after invasion, 
ultimately reaching fixation in the population. This means that, in 
the long-term, there are no plasmid-free individuals left to infect, 
which means that the overall level of horizontal gene transfer in the 
population goes to zero. Consequently, competition between plas-
mids with and without a cooperative gene (cooperators and cheats) 
becomes analogous to the scenario in which the gene for coopera-
tion is on the chromosome17.

Second, when plasmids can be lost (s > 0), this can favour 
cooperation on plasmids but only in certain areas of parameter 
space (Fig. 5). Plasmid loss means that plasmids do not reach 
fixation in the population and so some plasmid transfer still 
occurs in the evolutionary long-term, increasing relatedness at 
the cooperative plasmid locus. This increased relatedness may 
favour cooperation on the plasmid, when it would not otherwise 
be favoured on the chromosome, if plasmids are transferred rap-
idly (high β) and rates of plasmid loss are intermediate (Fig. 5). 
Specifically, plasmids need to be lost quickly enough that plas-
mid relatedness appreciably deviates from chromosomal relat-
edness but not too quickly that plasmids are not maintained 
(Fig. 5). Another factor that might prevent plasmids from reach-
ing fixation is if there was a constant, high influx of plasmid-free  
cells (immigration).

Overall, our model suggests that horizontal gene transfer can 
help cooperation initially invade but will then often have less influ-
ence on whether cooperation is maintained in the long-term (Figs. 
4 and 5). We are not saying that horizontal gene transfer can never 
favour cooperation, just that there is an appreciable area of param-
eter space where it does not. Consequently, our model provides an 
explanation for why cooperative genes are not consistently over-
represented on plasmids (Figs. 2 and 3). An analogous theoretical 
result for the case without plasmid loss (s = 0) was also found in 
a meta-population model by Mc Ginty et al.16. Our predictions 
are consistent with experiments carried out by Bakkeren et al.30, 
who found that location on a conjugative plasmid could help a  
cooperative trait invade in Salmonella enterica serovar Typhimurium 
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(S.Tm) but that this was only stable with strong population bottle-
necks (high relatedness). Dimitriu et al.18 found that cooperative 
plasmids were favoured in structured but not well-mixed popula-
tions and that cooperation was favoured more during ‘epidemic 
spreads’ into a population.

In addition, we found that, when cooperation is favoured, coop-
erative traits are not more likely to be favoured on, or transferred 
to, plasmids. The reason is that, when cooperation is favoured, 
non-cooperators (cheats) are purged from the population, which 
means there is no extra fitness benefit of coding for the cooperative 
trait on a plasmid rather than the chromosome. Consequently, our 
results suggest that horizontal gene transfer only favours coopera-
tion in a restricted area of parameter space. Although, there could 
be interesting transient dynamics, with cooperation being favoured 
temporarily (Fig. 4) or when cooperation has other consequences, 
such as increasing plasmid transmission52,53. Another important fac-
tor is the rate of horizontal gene transfer. While plasmids clearly 
transmit fast enough to influence evolution, the transfer rates  
per cell per generation might not be high enough to signifi-
cantly influence relatedness at the locus for cooperation (that is,  
a high enough β)54.

Alternate hypotheses. Finally, we examined whether alternate 
hypotheses may better explain the considerable variation in the 
location of genes coding for extracellular proteins across species. 
Species that live in more variable environments may be more likely 
to carry extracellular genes on plasmids. This could be expected for 
different reasons, including plasmid transfer allowing genes for dif-
ferent environments to be gained and lost (Fig. 1b) or plasmids con-
ferring some other advantage not associated with horizontal gene 
transfer, such as allowing copy number to be conditionally adjusted 
(Fig. 1c)31,32,38,55. A number of different ways can be used to classify 
environmental variability and so we used three different methods.

Broad host-range pathogens are most likely to carry genes for extracel-
lular proteins on plasmids. We first used the diversity of pathogen 
hosts as a proxy for environmental variability. Although this does 
not capture all environmental variability experienced by species in 
our dataset, pathogenicity is a key aspect of bacterial lifestyle that 
has been suggested to be important for plasmid gene content, such 
as antibiotic resistance and virulence factors6,40,56,57. We divided spe-
cies into three categories: pathogens with broad host-range, patho-
gens with narrow host-range and non-pathogens. Broad host-range 
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pathogens are expected to encounter more variable environments 
than narrow host-range pathogens.

We found that pathogens with a broad host-range were more 
likely to carry genes coding for extracellular proteins on their 
plasmids, compared with both narrow host-range pathogens 
and non-pathogens (Fig. 6a). Specifically, we compared the dif-
ference in the proportion of genes coding for extracellular pro-
teins between plasmid(s) and chromosome(s) across these three 
categories of species (MCMCglmm; narrow compared to broad 
host-range pathogens: posterior mean = −0.222, 95% CI = −0.322 
to −0.123, pMCMC = <0.001; non-pathogens compared to broad 
host-range pathogens: posterior mean = −0.161, 95% CI = −0.252 
to −0.067, pMCMC = <0.001; n = 701 genomes; R2 of pathoge-
nicity/host-range = 0.35, R2 of species sample size = 0.28, R2 of 
phylogeny = 0.11; Supplementary Table 2, row 23). There was 
no significant difference between narrow host-range pathogens 
and non-pathogens in the proportion of genes coding for extra-
cellular proteins on their plasmids compared to chromosome(s) 
(MCMCglmm; non-pathogens compared to narrow host-range 
pathogens: posterior mean = 0.031, 95% CI = −0.065 to 0.127, 
pMCMC = 0.482; n = 389; Supplementary Table 2, row 25). These 
patterns hold irrespective of whether we included species that we 
could not reliably classify into either category, such as opportunistic 
pathogens, in our analyses (Extended Data Fig. 5).

Plasmids of broad host-range pathogens carry many pathogenic-
ity genes. We suspected that the additional extracellular proteins 
coded for by plasmids of broad host-range species, compared to 
narrow host-range species, may be particularly involved in facilitat-
ing pathogenicity40,56,57. To investigate this, we used the programme 
MP3 (ref. 58) to assign each extracellular protein as either ‘patho-
genic’ or ‘non-pathogenic’.

We found that plasmids of broad host-range pathogens were 
particularly enriched with extracellular proteins involved in facili-
tating pathogenicity, compared to plasmids of narrow host-range 
species (Fig. 6b(i)). Specifically, we found that pathogens with 
a broad host-range were significantly more likely to code for 
pathogenic extracellular proteins on their plasmids compared to 
narrow host-range species (Fig. 6b(i)) (MCMCglmm; narrow com-
pared to broad host-range pathogens: posterior mean = −0.209, 
95% CI = −0.350 to −0.086, pMCMC = 0.012; n = 474 genomes; 
Supplementary Table 2, row 26). By contrast, the relative location of 
non-pathogenic extracellular proteins did not vary between broad 
and narrow host-range pathogens (Fig. 6b(ii)) (MCMCglmm; 
narrow compared to broad host-range pathogens: posterior 
mean = −0.036, 95% CI = −0.115 to 0.040, pMCMC = 0.296; 
n = 474 genomes; Supplementary Table 2, row 27). Consequently, 
the excess of genes coding for extracellular proteins on the plas-
mids of broad host-range species (Fig. 6a) appears to arise due 
to an excess of pathogenicity genes coding for extracellular  
proteins (Fig. 6b).

Most genomic databases are biased towards species that inter-
act with and/or infect humans, so we examined whether human 
pathogens had driven the above results. In our dataset, five out 
of ten broad host-range species and three out of five narrow 
host-range species can infect humans. We found no significant 
difference in how likely both pathogenic and non-pathogenic 
extracellular proteins were to be on plasmids of human pathogens 
compared to non-human pathogens. We also found that while 
host-range had a significant effect on how likely plasmids were to 
code for pathogenic extracellular proteins, whether a species could 
infect humans had no significant effect (Supplementary Table 2,  
rows 28 to 30).

Pathogenic extracellular proteins could be preferentially coded 
for on plasmids to facilitate their gain and loss (Fig. 1b, gain and 
loss hypothesis) or because of some other benefit provided by 
being carried on a plasmid (Fig. 1c, beyond horizontal gene trans-
fer hypothesis). We tested these possibilities by examining whether 
pathogenic extracellular proteins were more likely to be on plasmids 
that transfer at higher rates. This would be predicted by the gain and 
loss hypothesis but not the beyond horizontal gene transfer hypoth-
esis. We found that plasmids with higher mobility did not code for 
more pathogenic extracellular proteins. Specifically, across broad 
host-range pathogen species, the slope of the regression between 
plasmid mobility and the proportion of genes coding for pathogenic 
extracellular proteins was not consistently positive (Supplementary 
Fig. 7) (MCMCglmm; posterior mean = −0.020, 95% CI = −0.224 
to 0.185, pMCMC = 0.774; n = 7; Supplementary Table 2, row 31). 
This lack of a significant relationship was robust to additional forms 
of analysis, such as considering all pathogenic species, including 
narrow host-range pathogens and those not carrying plasmids of 
all three mobility types (Supplementary Fig. 8 and Supplementary 
Table 2, rows 32 and 33).

Taken together, our results are most consistent with the hypoth-
esis that genes coding for extracellular proteins are overrepresented 
on plasmids when plasmid carriage provides a benefit other than 
mobility (Fig. 1c). A number of other factors may influence which 
genes are carried on plasmids, beyond horizontal gene transfer. 
First, there is evidence that increasing the copy number of plasmids 
can lead to increasing rates of evolution in the genes they carry59 
and it also may act as a mechanism to increase the expression of 
genes carried on plasmids60,61. For example, increased expression of 
genes coding for extracellular public goods such as virulence factors 
could help invasion of a host and utilization of host resources. This 
could be particularly beneficial for broad host-range pathogens 
that frequently invade a variety of different hosts. Copy number 
of plasmids has also recently been shown to lead to genetic domi-
nance effects55, with likely implications for the phenotypes of genes 
selected for plasmid carriage55. Second, plasmids compete with 
their bacterial hosts for resources such as replication machinery 
and nucleotides62,63. To resolve this competition, plasmids should be 
under selection to reduce their cost to the host, with a likely impact 

Fig. 6 | Pathogenicity, host-range and the location of genes coding for extracellular proteins. We have divided species into either pathogens or 
non-pathogens, with pathogens further categorized into those with a narrow or broad host-range. a, The y axis shows the difference in the proportion 
of genes on plasmids and chromosomes coding for extracellular proteins—this is the same as the x axis in Fig. 2—for non-pathogen, narrow host-range 
pathogen and broad host-range pathogen species. b, The y axes show the difference in the proportion of a subset of genes coding for extracellular proteins 
on plasmids and chromosomes which are predicted by MP3 as either (i) pathogenic or (ii) non-pathogenic, for narrow and broad host-range pathogen 
species. Each dot is the mean for all genomes in a species. Species in blue are those with the relevant subset of extracellular proteins overrepresented on 
plasmids, while species in red are those with the subset of extracellular proteins overrepresented on chromosomes. c, Phylogeny based on recently published 
maximum likelihood tree using 16S ribosomal protein data80. The inner ring indicates whether extracellular proteins were more likely to be coded for on the 
plasmid(s) or chromosome(s), as in Fig. 2. The outer ring indicates how we classified each species’ pathogenicity and the presence or absence of diagonal 
lines for pathogens indicates narrow or broad host-range, respectively. Species with a pink or green label in the outer ring are those included in a and b, since 
for these we could be reasonably confident of whether or not pathogenicity was an important and consistent aspect of their lifestyle. Overall, pathogens with 
a broad host-range are more likely to have genes coding for extracellular proteins, and particularly those involved in pathogenicity, on their plasmids.
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on their gene content. For example, extracellular proteins are, on 
average, cheaper to produce than are intracellular proteins15,20. 
Plasmid–host competition could consequently select for plasmids 

to carry more genes coding for cheaper proteins and so more extra-
cellular proteins. Our conclusion here should be seen as tentative, 
as some form of the gain and loss hypothesis (Fig. 1b) could still be 
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argued to be consistent with the data, if it is just the potential for 
horizontal gene transfer that matters and not the rate.

Number of environments and core versus accessory genes. To further 
examine a potential association with environmental variability, 
as could be predicted by both hypotheses b (‘gain and loss’) and c 
(‘beyond horizontal gene transfer’), we also looked at two additional 
measures of environmental variability: (1) the number of five broad 
environments a species was sequenced from20,64,65; (2) the propor-
tion of a species’ genomes that is composed of ‘core’ genes, which 
are those found in all genomes of the species—species that experi-
ence more variable environments appear to have relatively smaller 
core genomes32. We found no significant correlation between either 
of these measures and the likelihood that genes coding for extra-
cellular proteins were carried on plasmids (Extended Data Fig. 6, 
Supplementary Information Section 1 and Supplementary Table 2, 
rows 35 and 37). Garcia-Garcera and Rocha20 previously analysed a 
different but related question, examining the type of environment 
and also used a MCMCglmm to control for the phylogenetic struc-
ture of the data (Supplementary Information Section 1). Our find-
ing of no correlation between these two measures of environmental 
variability and whether plasmids code for extracellular proteins is 
in contrast to our above results with respect to pathogen host-range 
(Fig. 6). This suggests that hypothesis c, which our data are most 
consistent with, may be important for pathogens in particular but 
not necessarily across all bacterial species and lifestyles.

Complementary analyses. Our analyses could be expanded in a 
number of directions. We focused on plasmids because they have 
been the focus of previous theoretical and empirical work14,16–18. 
Other mobile genetic elements include bacteriophages and inte-
grative conjugative elements66,67. Comparing core and accessory 
genes could be a potential way to lump all causes of horizontal gene 
transfer15,19. We considered the relative transfer rates among mobil-
ity types; quantitative estimates of plasmid transfer rates would be 
very useful for further examination of plasmid mobility48,54,68–70. 
We followed previous genomic studies by using extracellular pro-
teins as indicators of cooperative traits2,15,19,20. The advantages of 
this approach are that: (1) we could compare our results with those 
from previous studies; (2) secretion systems are highly conserved, 
allowing us to examine a large number of species, where detailed 
genetic annotations are lacking; and (3) cooperation mediated by 
extracellular proteins is usually controlled by only one gene, mak-
ing them potentially more suitable for plasmid carriage compared to 
cassettes of multiple genes71,72. However, while extracellular proteins 
are likely to be cooperative traits, not all cooperative genes code 
for extracellular proteins (for example, secondary metabolites such 
as siderophores) and not all extracellular proteins are involved in 
cooperation (for example, those involved in motility such as flagel-
lin). It would be very useful to examine more detailed annotations 
of social genes and expand to other mobile genetic elements.

Discussion
We found no support for the hypothesis that horizontal gene trans-
fer generally favours cooperation. Our genomic analyses showed 
that extracellular proteins are: (1) not overrepresented on plasmids 
compared to chromosomes (Fig. 2); and (2) not more likely to be 
carried by plasmids that transfer at higher rates (Fig. 3). These 
patterns could be explained by our theoretical modelling, which 
showed that while horizontal gene transfer may help cooperation 
to initially invade a population, it has less influence on the mainte-
nance of cooperation in the long-term (Figs. 4 and 5). Once plasmids 
become common, cheat plasmids that do not code for cooperation 
are able to outcompete cooperative plasmids, analogous to selec-
tion at the level of the chromosome16,30. Our results suggest that 
horizontal gene transfer on plasmids has not consistently favoured 

cooperation across bacterial species—but it is still possible that hor-
izontal gene transfer could have an influence in certain scenarios 
or species. By contrast, we found that genes coding for extracellular 
proteins involved in pathogenicity and virulence are preferentially 
located on plasmids in pathogens with a broad host-range (Fig. 6). 
These pathogenic virulence genes were not preferentially located on 
plasmids that transfer at a higher rate, suggesting that the benefit of 
being located on a plasmid is something other than horizontal gene 
transfer, such as the ability to vary copy number.

Methods
Genome collection. We retrieved 1,632 complete genomes comprising 51 bacterial 
species from GenBank RefSeq (https://www.ncbi.nlm.nih.gov) between February 
and November 2019. We used species on panX (http://pangenome.tuebingen.mpg.
de)73 as a list of potential species for our dataset, since these comprise the most 
sequenced bacterial species. To allow comparison of chromosome and plasmid 
genes within the same genome, we only retrieved genomes that contained at least 
one plasmid sequence. We included species with ten or more RefSeq genomes with 
one or more plasmids available in our analysis. We retrieved up to 100 genomes 
for each species; this was either all complete genomes available for the species or 
a random sample where >100 were available. Where two or more genomes had 
the same strain name, we randomly retrieved one genome to reduce the risk of 
pseudoreplication.

Prediction of subcellular location of proteins. We used PSORTb v.3 (ref. 39) 
to predict the subcellular location of every protein encoded by each genome in 
our dataset. We used a Docker image of PSORTb developed by the Brinkman 
Lab, available at: https://github.com/brinkmanlab/psortb_commandline_docker. 
We chose PSORTb because it is widely regarded as one of the best-performing 
programmes of its kind74. It has also been used in previous analyses to identify 
‘cooperative’ genes and/or extracellular proteins in bacteria15,20. The programme 
has a number of modules that are trained to recognize particular features of 
proteins. Results from these modules are combined to give a final prediction for 
each protein. We consulted the literature to confirm the Gram stain of each of 
our species. For Gram-positive species, PSORTb assigns proteins to one of four 
locations within the cell: cytoplasmic, cytoplasmic membrane, extracellular or 
cell wall (Extended Data Fig. 1). The locations for Gram-negative species are the 
same, except that cell wall is replaced with outer membrane and periplasmic, 
meaning that there are five possible locations for proteins of Gram-negative 
species (Extended Data Fig. 1). We used these predicted locations throughout all 
subsequent analyses in this work. PSORTb could not reliably assign a subcellular 
location to 27% of proteins we analysed, giving a final prediction of ‘unknown’ 
(Supplementary Table 1). Unless explicitly stated, we did not include these 
unknown proteins in our analyses.

Predicting plasmid mobility. We also predicted the mobility of every plasmid in 
our dataset using the MOB-typer tool of the programme MOBsuite46. This searches 
for features of plasmid sequences including the origin of transfer (oriT), relaxase 
and mating-pair formation to give each plasmid one of three mobility predictions: 
(1) conjugative, where plasmids encode all machinery required to transfer via 
conjugation; (2) mobilizable, where plasmids do not encode all machinery 
but encode oriT and/or relaxase, allowing them to ‘hijack’ another plasmid’s 
conjugation machinery and mobilize; and (3) non-mobilizable, where plasmids do 
not encode the genes necessary to be mobilized by themselves or other plasmids 
and so cannot transfer via conjugation. A total of 628 of the 4,150 plasmids in our 
dataset were flagged as ‘unverified’ against the MOBsuite dataset, meaning their 
mobility prediction was unreliable and they were not included. This left 3,522 
plasmids for subsequent analysis.

Effect of mobility on plasmid extracellular protein content. We next examined 
how plasmid mobility correlates with each plasmid’s extracellular protein 
proportion. As part of its mobility prediction, MOBsuite46 identifies sequences 
within each plasmid involved with conjugation. To control for the possibility 
that conjugative plasmids, by definition of being conjugative, must carry genes 
controlling this process, we subtracted the total number of these sequences from 
the total number of proteins when calculating the extracellular proportion of each 
plasmid. This is a highly conservative control, since it assumes none of the proteins 
predicted as extracellular are involved in conjugation. We did all analyses on these 
data with and without removing these mating-pair accessions to ensure any results 
were not affected by factors unrelated to plasmids’ extracellular protein content.

Additionally, we used the plasmid mobility predictions to ask whether 
differences in the mobility of species’ plasmids correlated with whether genes 
encoding extracellular proteins are overrepresented on plasmids compared to 
chromosomes. We calculated the proportion of plasmids in each genome capable 
of transferring via conjugation (conjugative and mobilizable plasmids) and 
averaged across all genomes to give a general measure of the mobility of each 
species’ plasmids.
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Measures of bacterial lifestyle and environmental variability. We classified 
a species as pathogenic if it was described in the literature as an obligate or 
facultative pathogen. Given that some bacterial species only rarely act as pathogens, 
such as opportunistic pathogens, we only included species where we could be sure 
pathogenicity was a key aspect of their lifestyle and a regular selection pressure 
acting on their genome content. For this reason, we decided not to include species 
described as opportunistic pathogens in the literature and those that frequently 
live as commensals in their hosts. We classified non-pathogens as species that 
are strictly environmental (never live in hosts) or strictly mutualists and/or 
commensals (never cause pathogenicity in their hosts). There were 26 species we 
could not definitively assign to either of these categories. These were not included 
in our main analyses, although we carried out additional analyses to ensure that 
removing these species did not bias our results (Extended Data Fig. 5).

To estimate the host-range of pathogens, we used information from the 
literature to determine the maximum taxonomic level of hosts each species is able 
to invade. We defined narrow host-range species as those that can invade either 
only one host species or host species within the same genus or family. By contrast, 
we defined broad host-range pathogens as those capable of invading host species 
within the same order, class or phylum. For example, Xanthomonas citri acts as 
a plant pathogen within the genus Citrus75, while Pseudomonas syringae acts as 
plant pathogen across multiple orders of flowering plants76. For more details and 
references to the literature used for this classification, see Supplementary Table 3.

We completed additional analyses for another two measures and proxies 
of environmental variability, the details and results of which can be found in 
Supplementary Information Section 1. In brief, we used previously published data 
which classified the habitat diversity of species using 16S rRNA environmental 
datasets across five broad habitats: water, wastewater, sediment, soil and host64,65. 
We also supplemented this with information from the literature for species not 
included in the published data. We used this to ask whether species that lived in 
multiple habitats had genes encoding extracellular proteins more overrepresented 
on their plasmids.

We also looked at bacterial pangenomes as a proxy for environmental 
variability, since it has been noted that species with a high percentage of accessory 
genes, defined as genes found in only a subset of genomes within a species, are 
generally those with more variable environments. All pangenome data were 
collected from panX (ref. 73; http://pangenome.tuebingen.mpg.de), since this 
calculates the pangenome using the same method across all of our species.

Pathogenicity categorization of extracellular proteins. We used MP3 (ref. 58) 
to examine the pathogenicity of extracellular protein-coding genes in broad 
host-range and narrow host-range pathogens. MP3 compares protein sequences 
to a curated dataset of proteins known to be involved in various aspects of 
pathogenicity: adhesion, invasion, secretion and resistance58. MP3 uses two 
modules to produce a ‘hybrid’ prediction for each protein: either ‘pathogenic’ or 
‘non-pathogenic’. We used MP3 with default parameters to gain this prediction for 
every extracellular protein in all genomes of broad and narrow host-range species. 
MP3 was unable to give a prediction for ~9% of extracellular proteins and so these 
were not included in this analysis.

For each genome in broad and narrow host-range pathogens, we summed the 
MP3 predictions to give the total number of ‘pathogenic’ and ‘non-pathogenic’ 
extracellular proteins on the chromosome and on the plasmid(s). We then 
calculated the proportions of plasmid and chromosome genes that code for 
‘pathogenic’ and ‘non-pathogenic’ extracellular proteins.

Statistical analyses. MCMCglmm. Many commonly used statistical methods in 
biology require data points to be independent from one another. However, due 
to shared ancestry, species cannot be considered as independent data points24. 
Recently developed statistical methods now allow for phylogenetic relationships 
to be controlled for within mixed effects models. For all statistical analyses we 
used the MCMCglmm package in R with phylogeny as a random effect41,77. This 
means the phylogeny is implemented in the model as a covariance matrix of the 
relationships between species, which is controlled for when considering whether 
patterns exist across species41,77. We also included sample size as a random effect 
when analysing at the genome level to control for differences in the number of 
genomes per species. Specific details of each model can be found in Supplementary 
Table 2. We extracted from each model the posterior mean, 95% credible intervals 
(functionally similar to 95% confidence intervals) and the pMCMC value 
(generally interpreted in a similar way to a P value). We also calculated R2 values 
for models of particular interest using methods described in refs. 78,79. A detailed 
description of MCMCglmm can be found elsewhere41,77.

The response variable in all of our analyses is either a proportion or a measure 
calculated from proportions. Proportion data are bound between 0 and 1 and have 
a non-normal distribution. To control for this, all proportion data in our analyses 
have been arcsine square root transformed to improve normality.

Phylogeny. To control for species relationships, we generated a phylogeny including 
all 51 species in our dataset (Supplementary Fig. 1). We used a recently published 
maximum likelihood tree using 16S ribosomal protein data as the basis for our 
phylogeny80. This tree of life typically had only one representative species per 

genus. We used the R package ‘ape’ to extract all branches matching species in our 
dataset81. In cases where the genus representative was different to the species in 
our dataset, we swapped the tip name with our species, since all members of the 
same genus are equally related to members of a sister genus. In cases where we 
had multiple species within a single genus in our dataset, we used the R package 
‘phylotools’ to add these species as additional branches into their genus82. We used 
published phylogenies from the literature to add any within-genus clustering of 
species’ branches. We used this phylogeny in nexus format for all our MCMCglmm 
analyses (Supplementary Fig. 1 and Supplementary Table 2). Methods are also 
available to control for uncertainty in phylogenetic reconstruction83,84, although we 
have not done this here.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The dataset of genomes analysed during this study, including PSORTb results and 
plasmid mobility predictions of MOBsuite, will be made available in the public 
repository Dryad at: https://doi.org/10.5061/dryad.gxd2547n4

Code availability
Code used to solve equations in the theoretical modelling section of the paper can 
be found at: https://github.com/ThomasWilliamScott/Plasmid_cooperation.git
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Extended Data Fig. 1 | Protein subcellular localizations. Visualization of all possible subcellular locations predicted by PSORTb. The left panel shows a 
cross-section of a typical Gram-negative bacterium and the right panel shows the equivalent for a Gram-positive bacterium. Both kinds of bacteria have an 
inner membrane, known as the cytoplasmic membrane. The main difference is that Gram-positive bacteria are surrounded by a thick layer of a molecule 
called peptidoglycan, while Gram-negative bacteria have a much thinner layer of peptidoglycan, and have an additional membrane. Created  
with BioRender.com.
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Extended Data Fig. 2 | See next page for caption.
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Extended Data Fig. 2 | Substantial variation within and between species in the genomic location of extracellular proteins. The x-axis is the % of 
genomes in each species where the proportion of plasmid proteins predicted as extracellular is greater than the proportion of chromosome proteins 
predicted as extracellular. Crucially, this considers only whether the plasmid proportion is greater than the chromosome proportion for each genome, 
rather than also considering the magnitude of the difference (Fig. 2). Error bars are the 95% Confidence Intervals from a binomial test on each species, 
comparing the number of genomes which have plasmid proportion > chromosome proportion to a null prediction of 50% of genomes. Species in blue 
have >50% of genomes where plasmid > chromosome extracellular proportion, meaning extracellular proteins are significantly over-represented on 
plasmids. Species in red have <50% of genomes where plasmid > chromosome extracellular proportion, meaning extracellular proteins are significantly 
over-represented on chromosomes. Species in grey have a 95% CI which overlaps 50%, so extracellular proteins are not significantly over-represented on 
either plasmids or chromosomes in these species.
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Extended Data Fig. 3 | Difference in plasmid and chromosome proportion for all protein classes predicted by PSORTb. The x-axis is the difference in 
plasmid and chromosome extracellular proportions, as in Fig. 2. The y-axis is all possible subcellular locations predicted by PSORTb. These protein ‘classes’ 
are ordered along the y-axis by location within the cell, from intracellular to increasingly extracellular. Each dot is the posterior mean and 95% Credible 
Intervals from a MCMCglmm42 on the difference in plasmid and chromosome proportion across all species, accounting for phylogeny and sample size.  
The only proteins significantly over-represented in either direction are unknown proteins, which make up a higher proportion of plasmid proteins in all 
species we analysed.

Nature Ecology & Evolution | www.nature.com/natecolevol 150

http://www.nature.com/natecolevol


Articles NaTurE EcOlOgy & EvOluTIOnArticles NaTurE EcOlOgy & EvOluTIOn

Extended Data Fig. 4 | No effect of plasmid mobility on the difference in plasmid and chromosome proportion of genes coding for extracellular 
proteins. The x-axis is the % of a species’ plasmids which are conjugative or mobilizable. The y-axis shows the difference in the plasmid and chromosome 
proportions of genes coding for extracellular proteins, as in Fig. 2. Each dot is the mean for all genomes in a species. Species in blue are those with genes 
coding for extracellular proteins over-represented on plasmids, while species in red have genes coding for extracellular proteins over-represented  
on chromosomes.
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Extended Data Fig. 5 | No difference in where extracellular proteins are coded for in pathogens compared to non-pathogens. The y-axis shows the 
difference in the plasmid and chromosome proportion of genes coding for extracellular proteins. Each dot is the mean for all genomes in a species. Species 
in blue are those with genes coding for extracellular proteins over-represented on plasmids, while species in red have genes coding for extracellular 
proteins over-represented on chromosomes. Species were categorized as pathogens or non-pathogens; those we could not classify as either are shown in 
the ‘Opportunistic + others’ category. The black bars indicate the mean for all species in each category.
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Extended Data Fig. 6 | Additional measures of environmental variability. We used two additional methods to estimate the environmental variability 
encountered by these species. (a) The x-axis shows published data on the number of five broad environments each species was recorded in, which we 
supplemented with information from the literature to include all species. (b) The x-axis shows the proportion of each species’ genes which are ‘core’ 
genes, meaning they are found in all members of the species. The y-axis in both graphs shows the difference in the proportion of genes on plasmids and 
chromosomes coding for extracellular proteins. Each dot is the mean for all genomes in a species. Species in blue are those with extracellular proteins 
over-represented on plasmids, while species in red are those with extracellular proteins over-represented on chromosomes. For both these measures,  
we found no significant correlation with the genomic location of genes coding for extracellular proteins across species.
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Chapter 5. Discussion 

 
Each of my previous chapters contains its own individual discussion section. Here, I aim to 

highlight the key findings, insights, and future directions arising from my thesis.  

 

The aim of my thesis was to expand our understanding of bacterial sociality in natural 

populations and across the bacterial tree of life. Testing predictions from theoretical and 

laboratory studies in more natural populations and in diverse non-model species is crucial if 

we are to understand the extent and form of bacterial social interactions in situ. The controlled 

and simplified conditions in theoretical and laboratory experiments have proven invaluable in 

identifying the expected causes and consequences of social traits, which can be extrapolated to 

broadly understand sociality (Riley & Wertz, 2002; Foster et al., 2004; Griffin et al., 2004; 

Foster & Wenseleers, 2006; Diggle et al., 2007; Ross-Gillespie et al., 2007, 2009, 2015; 

Kümmerli et al., 2009a, 2009b, 2015; Dragoš et al., 2018). However, natural conditions are 

typically more complex and variable: cells live in complex microbial communities and 

experience diverse abiotic and biotic selection pressures, which can vary across time and space. 

Each species also experiences selection pressures unique to its habitat and ecological niche, 

which will often considerably vary from those of model organisms. All of this complexity 

means that natural populations may be considerably challenging to study and provide results 

that deviate from theoretical or laboratory predictions for reasons that are difficult to interpret. 

It is nevertheless a crucial next step: studies of natural populations help us to identify and define 

parameters which will help make theoretical and laboratory experiments more relevant. This, 

in turn, will allow us to generate further testable predictions to develop our understanding of 

the natural world.  
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Taken together, my thesis demonstrates the importance of testing theory and laboratory 

predictions in natural populations and across diverse bacterial species. Firstly, using 

longitudinally sampled populations of Staphylococcus aureus from the human nasal cavity, I 

tested the hypothesis that bacteriocin production provides strains with a competitive advantage 

and can determine the outcome of competitive strain dynamics. While I found that inhibitory 

strains were associated with the propensity to displace other S. aureus strains from the nasal 

cavity, which would appear to be generally be predicted by theory and laboratory studies, the 

form and extent of this benefit was unexpected: interspecific inhibition was associated with 

intraspecific displacement, rather than direct intraspecific killing, and inhibitory activity was 

not observed in the majority of strains, despite being associated with a competitive advantage. 

 

Secondly, by performing a comparative analysis of the gene content of plasmids and 

chromosomes in 51 diverse bacterial species, we tested the widely accepted prediction that 

horizontal gene transfer (HGT) via plasmids can stabilise cooperation across bacteria, by 

allowing cooperators to re-infect cheats with genes coding for social traits. We found that, 

contrary to this prediction, HGT does not appear to consistently stabilise cooperation across 

bacteria, as extracellular proteins were not more likely to be coded on: i) plasmids compared 

to chromosomes; ii) plasmids with a higher rate of transfer. Instead, we provide evidence the 

support this role of environmental variability in determining the location of genes coding for 

extracellular proteins, but only when focusing on broad host-range pathogens. Again, this 

demonstrates the value of testing hypotheses made by theoretical and laboratory experiments, 

this time by using genomic data instead of a culture-based approach.  

 

155



 

 

 

 

 

 

In the rest of this discussion, I explore the insights from my thesis in more detail, and suggest 

future directions to investigate their implications for the field of sociomicrobiology. 

 

Future directions 

Characterising the role of bacteriocins in natural populations 

One of the great challenges of studying the consequences of bacterial social traits, such as 

bacteriocins, in natural populations is isolating their effects in complex environments. In 

Chapter 3, I provide an important first step, by testing whether bacteriocin activity correlates 

with measures of success, including ability to persist, or displace competitors, in the human 

nasal cavity. While this approach is strengthened by focusing on strains from many genetic 

backgrounds and controlling for phylogenetic non-independence, additional genomic and 

laboratory approaches could be taken to further isolate the role of bacteriocins.  

 

One genomics-based approach would be to perform a genome-wide association study (GWAS) 

(Uffelmann et al., 2021), which I have begun exploring as a future project with my supervisor, 

Prof. Danny Wilson. GWASs are used to determine significant statistical associations between 

genetic variants and a trait of interest (Uffelmann et al., 2021). I plan to implement the GWAS 

on the S. aureus whole-genome sequences used in Chapter 3, to test whether genetic variants 

are associated with: i) inhibitory phenotypes; ii) displacement ability. Although the sample 

sizes are modest by GWAS standards, testing inhibitory phenotypes might allow me to further 

identify the genetic variants associated with inhibitory activity; testing displacement ability 

might allow me to further isolate the role of bacteriocin-associated genetic variants in allowing 

strains to displace competitors, or identify additional traits that could be contributing to 
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displacement. Additionally, this study has the potential to highlight other social traits that could 

influence differential strain colonisation success in the human nasal cavity. 

 

The role of bacteriocins could also be further isolated using laboratory approaches. Future 

studies could perform competition experiments, whereby inhibitory strains with and without 

knock-out mutations in bacteriocin-related genes are competed against intraspecific and 

interspecific competitors to determine the fitness benefits and costs associated with bacteriocin 

production. To follow up on my finding that interspecific inhibition was associated with 

intraspecific displacement, it would be particularly interesting to perform competition 

experiments using microbial communities consisting of three or more species, to determine 

whether S. aureus and other species use multiple mechanisms of competition in synergy to 

compete on multiple fronts and successfully invade, defend, or co-exist in communities.  

 

Despite it being well known that bacterial species generally carry many competitive traits 

(Ghoul & Mitri, 2016; Stubbendieck & Straight, 2016; Granato et al., 2019), we know 

remarkably little about how they can be used in synergy. These studies should also aim to 

replicate natural conditions expected to affect bacteriocin activity wherever possible, such as 

habitat structure, nutrient availability, cell abundance and density (Nadell et al., 2016; Granato 

et al., 2019). Recent years have seen the development of a range of model systems that 

increasingly allow us to replicate natural conditions. For example, for S. aureus nasal 

colonisation alone, studies have developed synthetic nasal media that resembles the nutrient 

composition of nasal fluid (Krismer et al., 2014) and synthetic noses that attempt to recreate 

the physical structure of the nasal cavity (de Borja Callejas et al., 2014). Analogous systems 
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have also been developed for the study of bacteria in many other habitats (Palmer et al., 2007; 

Cidem et al., 2020; Kumar et al., 2021; O’Toole et al., 2021; Kumar & Foster, 2022).  

 

Selection for bacteriocin production and activity spectra 

I find that, despite being associated with competitive benefit, bacteriocin activity was not 

detected in the majority of S. aureus strains (~27%) isolated from the nasal cavity. It therefore 

appears that bacteriocins are useful in some host environmental conditions but not in others, 

which relates to a generally important question in the field of bacteriocins: what are the causes 

of bacteriocin production? And why do only some strains in some hosts produce bacteriocins?  

Future natural studies should aim to test the environmental conditions identified by theoretical 

and laboratory studies to select for bacteriocin production. For example, high cell abundance 

and density are expected to select for bacteriocin production (Adams et al., 1979; Chao & 

Levin, 1981). Although cell abundance is known to be relatively low in the nasal cavity 

compared to other parts of the human microbiome (Krismer et al., 2017), several studies, 

including Chapter 3 of my thesis, have identified that the production of diffusible antimicrobial 

toxins such as bacteriocins does occur in species residing in the nasal cavity, that it can occur 

at high frequencies (Janek et al., 2016), and that it can have important ecological roles, 

including reducing the ability of S. aureus to colonise the nasal cavity (Iwase et al., 2010; Yan 

et al., 2013; Zipperer et al., 2016). A particularly interesting future direction would be to 

measure the abundance of S. aureus strains in each sample of my collection, for example by 

using amplicon sequencing, and test the prediction that strains present at higher cell abundances 

are more likely to produce bacteriocins. 
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In Chapter 3, I also find that, despite bacteriocins originally being thought of as narrow-

spectrum toxins and many theoretical and laboratory studies focusing on this activity, S. aureus 

produce bacteriocins that have a relatively broad-spectrum of activity. While previous studies 

have identified that S. aureus bacteriocins can cause intraspecific inhibition (Giambiagi-

Marval et al., 1990; de Oliveira et al., 1998; Coelho et al., 2007; Koch et al., 2014; Kawada-

Matsuo et al., 2016), it appears these bacteriocins are not prevalent in the nasal cavity, and 

instead interspecific inhibition is more common. This raises a question that, despite its clinical 

relevance, has received very little attention from an evolutionary perspective: what causes 

species to produce bacteriocins with different activity spectra? Future studies should aim to test 

natural populations for ecological predictors of broad-spectrum bacteriocin activity. For 

example, a recent study by Palmer and Foster (2022) has provided insight into this question by 

combining theoretical and comparative approaches to find that highly abundant strains are 

more likely to produce broad-spectrum toxins, as they can afford to make bacteriocins that 

broadly kills many competitors, unlike less abundant species that must focus their resources on 

targeting their main competitor (Palmer & Foster, 2022). Future studies could further test 

whether more abundant species are more likely to produce broad-spectrum bacteriocins by 

collecting abundance data of species and strains present within natural communities, in addition 

to the presence/absence data. Other ecological conditions have also been suggested to select 

for broad-spectrum bacteriocin activity. For example, under conditions where multiple species 

intensively competing for a common limiting resource, such as space or a specific nutrient in 

low concentration, despite being phylogenetically diverse (Heilbronner et al., 2021). Future 

studies to use comparative approaches to test whether habitats containing particularly limiting 

common resources are more likely to contain more bacteriocin producers.  
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It is also possible that mechanistic constraints associated with certain taxonomic groups play a 

role in determining bacteriocin activity spectra. It has generally been observed that bacteriocins 

from gram-positive bacteria have a relatively broad-spectrum of activity compared to gram-

negative species (Heilbronner et al., 2021), however there are no clear ecological differences 

between the two groups to explain this. We can currently only speculate, but it has been 

suggested that some species are unable to target certain closely related competitors due to them 

being too phylogenetically similar to the focal competitor (Riley & Chavan, 2007; Hawlena et 

al., 2010a, 2010b). Strains from many species, including many well-studied gram-negative 

species, can get around this by carrying a cognate immunity gene that protects them from self-

harm caused by bacteriocin production (Riley & Gordon, 1999). However, gram-positive 

bacteria are often observed to achieve bacteriocin immunity through less discrete mechanisms 

that are often unidentifiable, such as through dual-function membrane transport proteins, other 

intrinsic cellular properties, or unknown genetic factors (Jack et al., 1995; de Freire Bastos et 

al., 2020). It is possible that this makes evolving a narrow-spectrum bacteriocin to target 

closely related individuals, which doesn’t also cause self-harm, more challenging. Another 

strategy for avoiding self-harm is to target cellular receptors only carried by competing strains 

(Ghequire & De Mot, 2014; de Freire Bastos et al., 2020). However, in gram-negative bacteria, 

many of these receptors are present on the outer membrane, which is gram-positives do not 

possess. It is possible that this fundamental biological difference in the cell envelope could also 

make it more difficult to evolve narrow-spectrum activity. It is, however, worth noting that 

intraspecific inhibitory activity been observed to be highly prevalent in some gram-positive 

species, such as Lactococcus spp. and other members of the lactic acid bacteria (LAB) 

(Klaenhammer, 1988; Cintas et al., 2001; Mokoena, 2017), and Streptomyces spp. (Westhoff 

et al., 2021). It would be interesting for future studies to consider how the mechanistic 
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constraints associated with certain taxonomic groups could affect their ability to finely-tune 

bacteriocin activity spectra.  

 

Exploitative competition in S. aureus 

In addition to bacteriocins, the isolate collection of S. aureus from the human nasal cavity that 

I curated could be used to examine the roles of other social traits in determining the 

evolutionary and ecological success of S. aureus. In particular, it would be interesting to test 

the role of exploitative competition and its relative importance compared to interference 

competition such as bacteriocins. Despite adapting to nutrient limitation being identified as an 

important factor for S. aureus nasal colonisation success (Krismer et al., 2014), we are yet to 

understand the extent exploitative competition mechanisms mediate intraspecific competition 

in S. aureus, and whether influences competitive strain dynamics. Future studies could test this 

by using Biolog nutrient plates (Biolog) tailored to contain nasally-relevant nutrients to 

quantify the level of resource use efficiency by nasal S. aureus strains. I would predict that 

strains with higher resource use efficiency would be more successful colonisers of the nasal 

cavity. Nutrient consumption data could also be used to determine the degree of metabolic 

overlap between strains, a known determinant of the degree of between-strain competition 

(Bruce et al., 2017). A low degree of metabolic overlap could also explain why bacteriocin-

mediated intraspecific inhibition is rare in S. aureus.  

 

Studies could also test this by focusing on cooperative public goods for nutrient scavenging, 

such as siderophores (Kramer et al., 2020). S. aureus has been identified to produce two main 

siderophores, staphyloferrins A (Beasley et al., 2009) and B (Cheung et al., 2009), and I would 

predict that, given iron is known to be an important limiting nutrient in the nasal cavity, strains 

161



 

 

 

 

 

 

that most effectively use staphyloferrins to uptake iron, for example by producing higher 

quantities or by using them more efficiency, are more likely to persistently colonise the nasal 

cavity. If staphyloferrin production was not associated with strain dominance, it would be 

interesting to further test whether cheat dynamics influence whether cheat dynamics contribute 

to a loss of staphyloferrin activity, as previously observed in studies of the siderophore 

pyoverdine in natural populations of Pseudomonas aeruginosa from the cystic fibrosis lung 

(Andersen et al., 2015, 2018), and also in soil and freshwater environments (Bruce et al., 2017; 

Butaitė et al., 2017).   

 

Bacteriocins: a medical perspective  

Bacteriocins are receiving an increasing amount of attention from a medical perspective, within 

the developing field of ‘Darwinian medicine’, which aims to employ natural selection theory 

to design more effective and sustainable disease treatments (Williams & Nesse, 1991). 

Darwinian medicine can even be extended to ‘Hamiltonian medicine’, when treatments pertain 

to social traits (Brown et al., 2009; Crespi et al., 2014). Studies have identified bacteriocin 

activity to be associated with outbreaks of infection (Holt et al., 2013; Quereda et al., 2016). 

Understanding how pathogens utilise bacteriocins to gain and evolutionary and ecological 

benefit to outcompete competitors and cause disease is therefore of high clinical relevance.  

 

There is also the potential to harness bacteriocins for use in our fight against pathogens, 

particularly those with the ability to evolve antibiotic resistance. Bacteriocins offer multiple 

potential advantages over the use of antibiotics, relating to having narrow and broad activity 

spectra, high stability, and multiple modes of implementation (Dobson et al., 2012; Cotter et 

al., 2013). Bacteriocins can either be implemented as therapeutic agents by isolating them for 
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direct application, or by using probiotics in situ, whereby bacteriocin-producing strains are 

introduced to the microbiome to specifically target a known pathogen(s).  

 

S. aureus is one example of such a pathogen, and the recent spread in resistance against 

mupirocin, the antibiotic used to decolonise patients from S. aureus before invasive surgery to 

reduce infection risk, is of particular clinical concern (Turner et al., 2019). The effectiveness 

bacteriocin-based probiotics could also be improved by using social traits in synergy, for 

example by generating bacteriocin-producing strains that target the resident antibiotic resistant 

strain, that also act as selfish cheats for one or more public goods, known as ‘trojan horses’, to 

increase their ability to successfully invade the microbial community (Brown et al., 2009). 

Further studies are required to understand how probiotics can be implemented effectively, 

sustainably, and safely. As a next step in understanding how probiotics could be effectively 

implemented to influence evolutionary strain dynamics, studies could perform long-term 

selection experiments, where probiotic strains with different strategies are added and removed 

from synthetic microbial communities, under environmentally-relevant conditions.  

 

HGT & cooperation 

In Chapter 4, I describe a study which uses a comparative approach to perform the most 

comprehensive genomic test of the ‘cooperation hypothesis’ to date, and found that contrary to 

predictions from theoretical models (Smith, 2001; Mc Ginty et al., 2011, 2013), and laboratory 

experiments (Dimitriu et al., 2014), HGT does not appear to consistently stabilise cooperation 

across bacteria.  
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It is important to note that while the aim of this study was to determine whether the predicted 

role of HGT in stabilising cooperation held true in bacterial genomes, a substantial portion of 

these genomes represent those of laboratory strains that may not resemble the genomes of the 

species in natural environments. To improve the power of our statistical analysis, we included 

as many species as possible in our analysis with equal to or more than ten genomes, irrespective 

of their environmental origin. However, as more genomes become available, especially in 

species where few genomes have currently been sequenced, future studies could repeat this 

analysis focusing on genomes isolates from natural environments.  

 

Two key assumptions could also be modified in future studies to further test the role of HGT 

in stabilising cooperation, and to further understand the general relationship between HGT and 

bacterial sociality. Firstly, like previous studies we focused our study on plasmids, and did not 

test whether other types of mobile genetic elements (MGEs), such as bacteriophages and 

integrative conjugative elements (ICEs), could stabilise cooperation. While we found no effect 

of mobility on the location of genes coding for extracellular proteins, and models supporting 

the cooperation hypothesis typically assuming extremely high rates of HGT (Smith, 2001), it 

is possible that the biological features of other MGEs could allow for more effective cheat re-

infection, and therefore a further study to confirm this result across other MGEs would be 

interesting and valuable. 

 

Secondly, we analysed genes coding for extracellular proteins as a proxy for cooperative genes. 

This approach followed that used by previous studies to test in role of HGT in stabilising 

cooperation (Nogueira et al., 2009) and was associated with a number of advantages: it 

provided a standardised definition for cooperative genes across bacteria due to the conserved 
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nature of extracellular secretion signal peptides, it allowed us to analyse a large number of 

genes due to its rapid prediction speed, and it allowed us to analyse species whose cooperative 

traits have not been experimentally determined. However, there are some limitations with this 

approach. Firstly, while many extracellular proteins will provide cooperative benefits, some 

will not. This can occur if an extracellular protein has no effect on the fitness of a recipient, for 

example by forming part of the flagella to enable motility in the producer cell. It can also occur 

even if the extracellular protein does increase the fitness of the recipient, but was not selected 

for that fitness benefit. In this case, the extracellular protein provides a ‘by-product’, but not a 

cooperative, fitness benefit to the recipient (West et al., 2006; West et al., 2007c). Secondly, 

PSORTb will also miss many cooperative traits, as not all cooperative traits take the form of 

extracellular proteins, but rather other types of molecules. Many cooperative traits are produced 

by multiple genes that each directly code for intracellular proteins that interact to form the final 

molecule for secretion. These molecules represent some of the best studied cooperative traits, 

such as iron-scavenging siderophores (Kramer et al., 2020). Future studies could overcome this 

limitation by using other genomic tools in addition to PSORTb, as demonstrated in a recent 

study of cooperative genes (Simonet & McNally, 2021). Many additional genomic tools are 

currently available to predict the presence, identity, location, and function of genes using 

genomic data, such as antiSMASH (Blin et al., 2021), PANNZER (Koskinen et al., 2015), and 

KofamScan (Aramaki et al., 2020), and the development of new tools will only improve our 

ability to accurately identify genes coding for social traits in nature.  

 

Sociomics 

More broadly, in addition to the study of natural isolates in the laboratory, this study provides 

an example of an alternative approach, combining genome bioinformatics and comparative 

165



 

 

 

 

 

 

analysis, to test broad theoretical and laboratory evolutionary and ecological predictions about 

how bacteria behave in situ. Such approaches have been made possible by the recent ‘omics’ 

revolution, which has created exciting prospects for the field of sociomicrobiology, giving rise 

to the field of ‘sociomics’ (Ghoul et al., 2017). However, our use of sociomics to study bacterial 

sociality to date has only scratched the surface. While Chapter 4, and other studies (Kümmerli 

et al., 2014; Simonet & McNally, 2021; Palmer & Foster, 2022), demonstrate the value of using 

phylogenetic comparative methods to analyse genomic data to further understand bacterial 

sociality, other types of omics approaches can also provide insight into bacterial sociality in 

natural populations. For example, by using molecular population genetics approach, a recent 

study by Belcher et al. (2022) identified signatures of kin selection in multiple cooperative 

traits in natural populations of Pseudomonas aeruginosa. Studies have also used genomics to 

track social dynamics over time and infer evolutionary dynamics (Jiricny et al., 2014; Ghoul 

et al., 2015; Andersen et al., 2015, 2018), transcriptomics and proteomics to show how 

microbial interactions can influence ecological community dynamics, such as by causing rapid 

micro-scale successions on model marine particles (Datta et al., 2016), and metagenomics and 

16S rRNA environmental sequencing to begin to understand the evolution and ecology of 

microbial species that are unculturable in lab conditions (Ventura et al., 2009; Liu et al., 2015; 

Coutinho et al., 2018). 

 

Concluding remark 

Moving forward, using a combination of culture-based and omics approaches to test predictions 

in natural populations will provide insights that help refine the biological parameters of 

theoretical models and laboratory systems. In turn, this will allow the development of further 

testable hypotheses in natural populations. To date, the field of social evolution has excelled in 
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using this feedback approach between theoretical and natural studies to gain scientific insight, 

and I advocate for future studies to apply the same approach in field of sociomicrobiology. 
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S1 – Supplementary Results for Genomic Analyses 

Plasmids with higher mobility do not carry more genes for extracellular 

proteins. 

We found no difference in the proportion of genes coding for extracellular proteins across the 

three plasmid mobility types when we compared the means of each mobility type of each 

species (MCMCglmm; Table S2, row 12).  

We also found no significant difference when: (a) carrying out a regression between the 

proportion of genes coding for extracellular proteins and plasmid ‘mobility’ treated as a 

continuous variable (MCMCglmm; Table S2, row 13); (b) testing for a correlation between the 

proportion of a species’ plasmids which can transfer (are either conjugative or mobilizable) 

and the proportion of plasmid genes coding for extracellular proteins (Fig S5) (MCMCglmm; 

Table S2, rows 18 and 19); (c) testing for a correlation between the proportion of a species’ 

plasmids which can transfer and how overrepresented or underrepresented extracellular 

proteins are on plasmids compared to chromosomes (Extended Data Figure 4) (MCMCglmm; 

Table S2, rows 16 and 17). 

As discussed in the previous section, if non-independence is not controlled for, then there is 

the potential for misleading analyses and spurious significant results. This is especially a 

problem with analyses on large datasets. Consequently, it is important to examine biological 

effect sizes, and not just p-values1. For example, when we assumed that all 3522 plasmids, 

were independent data points, we found that 1.8% of conjugative plasmid genes code for 

extracellular proteins, compared to 1.4% of non-mobilizable plasmid genes. This means that 

for every 100 plasmid genes, conjugative plasmids carry less than half an additional 

extracellular protein-coding gene compared to non-mobilizable plasmids. Despite this 

marginal effect, a MCMCglmm model on this data produced significant pMCMC values for 

comparisons of the three plasmid mobility types, even though mobility only explains 1.5% of 

the variation in the proportion of genes coding for extracellular proteins (MCMCglmm; Table 

S2, rows 14 and 15). 

Transfer rates of conjugative, mobilizable and non-mobilizable plasmids. 

We have considered the relative rates of transfer among the three mobility types, where 

conjugative plasmids transfer at faster rates than mobilizable, and mobilizable transfer at faster 

rates than non-mobilizable2. However, the variation in transfer rates within plasmids of the 
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same mobility type is likely to be large, and mobilization via mechanisms other than 

conjugation, such as phage transfer, is possible2–5.  

Additionally, if mobilizable plasmids almost always co-occur with conjugative plasmids, they 

would transfer at a similar rate as conjugative plasmid(s), or potentially even faster if they were 

smaller and could replicate faster. We examined how frequently the mobilizable plasmids in 

our dataset co-occurred with conjugative plasmids. There were 727 genomes which carried at 

least one mobilizable plasmid, comprising 46 species. Of these, 40% (293/676) also carried a 

conjugative plasmid, while 60% (434/727) did not. This may be biased by a few species with 

a large number of genomes, so we also analysed the data at the species level to control for this. 

For each species, we grouped the genomes with mobilizable plasmids into those with and 

without a conjugative plasmid. We found that 37% of species (17/46) had a majority of 

genomes which also carried a conjugative plasmid, while 61% (28/46) of species had a majority 

of genomes which did not carry a conjugative plasmid. One species, Campylobacter coli, had 

only two genomes which carried a mobilizable plasmid, one of which carried a conjugative 

plasmid and the other did not. 

This suggests that mobilizable plasmids frequently, and potentially more often than not, occur 

without a conjugative plasmid. This frequent absence of transferability for mobilizable 

plasmids is likely to lead to a lower transfer rate compared to conjugative plasmids. This 

supports the use of ‘mobility type’ as a proxy for transfer rate, specifically that mobilizable 

plasmids will transfer at a lower rate than conjugative plasmids, on average. However, the 

variation in transfer rates within plasmids of the same mobility type is likely to be large, and 

mobilization via mechanisms other than conjugation, such as phage transfer, is possible2–5. 

Quantitative estimates of plasmid transfer rates would help to address these added 

complications6, and further examine any potential effect of plasmid mobility on the kinds of 

genes plasmids carry.  

Mobilizable plasmids do not code for more extracellular proteins when they 

co-occur with conjugative plasmids. 

We also examined whether mobilizable plasmids which co-occurred with conjugative plasmids 

had a greater % of genes that coded for extracellular proteins than those without a conjugative 

plasmid. This would be expected under the cooperation hypothesis, which suggests that 
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plasmid mobility is the key driver of whether a cooperative gene should be located on plasmids. 

We compared genomes with mobilizable plasmids within each species, considering only 

species which had at least one genome both with and without a conjugative plasmid. We found 

that for 43% (15/36) of species, mobilizable plasmids that co-occurred with a conjugative 

plasmid(s) had a greater % of genes coding for extracellular proteins than those without, while 

for 40% (14/36) of species, mobilizable plasmids that co-occurred with a conjugative 

plasmid(s) had a lower % of genes coding for extracellular than those without a conjugative 

plasmid. The remaining 17% (6/36) of species had no extracellular proteins on any of their 

mobilizable plasmids, and so the % for both was 0.  

We also analysed this data using a MCMCglmm analysis to control for phylogeny, and found 

that there was no significant difference between the proportion of genes coding for extracellular 

proteins for mobilizable plasmids that co-occurred with conjugative plasmid(s) compared to 

those that did not co-occur with conjugative plasmids (Table S2, Rows 38 & 39). This suggests 

that co-occurence with a conjugative plasmid has little impact on whether mobilizable plasmids 

carry genes for extracellular proteins. 

Number of environments. 

We used recently published data which assigned bacterial species to living in one or more of 

five broad environments: host, soil, sediment, wastewater and water7–9. Of species in our 

analysis, 36 had been assigned to at least one of these environments. We found no significant 

correlation between the number of environments a species was found in and how likely genes 

coding for extracellular proteins were to be on plasmids (Figure S9) (MCMCglmm; Table S2, 

row 34). We also found no significant correlation when we supplemented the published 

environmental data with information from the literature, so that all species in our dataset were 

included in the analysis (Extended Data Figure 6a; Supp X) (MCMCglmm; Table S2, row 35). 

Garcia-Garcera and Rocha (2020) found that the proportion of a species’ genome which coded 

for extracellular proteins increased with the number of environments a species was found in8. 

This is a slightly different, but related question. When we asked the same question with our 

data, we found a non-significant pattern, but in the same direction: the number of five broad 

environments in which each species was found was positively correlated with the proportion 

of genes coding for extracellular proteins across the genome increased (Fig S10) 
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(MCMCglmm; Table S2, row 36). Garcia-Garcera and Rocha analysed data for over 1000 

bacterial species, and so had greater statistical power to obtain a significant result. They also 

used MCMCglmm to control for phylogeny. In addition, this relationship could be relatively 

weak because the five environments are very broad and there is likely to be significant 

variability within these environments.  

Core vs accessory genes. 

Bacterial genes are often split up into ‘core’ genes, found in all genomes of a species, and 

‘accessory’ genes, found in only a subset of a species’ genomes10. Species which encounter 

more variable environments are expected to have relatively more accessory genes compared to 

core genes in their genomes11. Consequently, the proportion of each species’ genomes 

composed of ‘core’ genes could be used as a proxy of environmental variability, by assuming 

that species which encounter more variable environments will have a smaller proportion of 

core genes. We used data from PanX12 to calculate the proportion of each species’ genomes 

which were core. We found no significant correlation between the proportion of each species’ 

genomes which are core genes and the likelihood that genes coding for extracellular proteins 

are on plasmids (Extneded Data Figure 6b) (MCMCglmm; Table S2, row 37).  

Effect sizes, variance explained and significance. 

The percentage of variance explained that is considered biologically significant is subjective 

and can depend upon the kind of data you are examining, and the field of research. In many 

areas of evolution and ecology, 5-10% can be a reasonable baseline, but in some areas 1% 

could be argued for1,13. For example, when including all analyses both significant and non-

significant in the field of behavioural ecology, the average variance explained is approximately 

4%, and so a value greater than 4% would be above background noise14. In particularly 

successful areas, such as the field of sex allocation, where a relatively good fit between theory 

and data can be expected, the percentage variance explained can average 28% across studies 

within species, and be as high as 93%15,16.  
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S2 – Supplementary Tables 

Table S1. Summary of location of genes encoding each subcellular localisation across species. 

For schematic of these localisations see Figure S1. Cytoplasmic, cytoplasmic membrane and extracellular protein values are the mean number per 

genome calculated across all genomes of a species, and then the means across all species. Periplasmic and outer membrane values are the mean 

calculated across only Gram-negative species, while cell wall values are the mean calculated across only Gram-positive species. Percentages are 

out of all genes with a known localisation, except for unknown protein percentages which are of all proteins.  
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Table S2. MCMCglmm analyses 
We ran all MCMCglmm models with uninformative priors (V=1, nu=0.002). 

Note: Unless otherwise stated, we arcsine square root transformed all proportion data. 

Model description Sample size Posterior mean 

95% Credible 

Interval pMCMC 

R2 value (if 

calculated) 

Location of extracellular proteins within bacterial genomes 

1a Difference in plasmid and chromosome 

extracellular proportions ~ 1. 

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes 0.004 -0.063 to 0.057 0.87 (NS) Phylogeny = 0.17. 

Number of 

genomes per 

species = 0.47 

1b Difference in plasmid and chromosome 

extracellular proportions ~ 1. 

Random effects: number of genomes per 

species. 

1632 genomes 0.007 -0.021 to 0.034 0.644 (NS) 

2 Ratio of plasmid and chromosome extracellular 

proportions ~ 1. 

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes 1.017 0.695 to 1.348 N/A (1 is within 95% CI, 

so ratio is not 

significantly different to 

1). 

3 Each genome assigned 1 if plasmid > 

chromosome proportion, and 0 if plasmid < 

chromosome proportion. 

1632 genomes 17.82 -69.90 to 128.97 0.558 (NS) 
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Model uses categorical family response 

variable. Assigned value ~ 1. (This asks 

whether more 0s or 1s in the data).  

Random effects: phylogeny + number of 

genomes per species. 

4 Difference in plasmid and chromosome 

extracellular proportions ~ 1. Proportion data 

un-transformed before calculating difference. 

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes 0.017 -0.021 to 0.057 0.332 Phylogeny = 0.34. 

Number of 

genomes per 

species = 0.46. 

Location of other protein classes within bacterial genomes 

5 Difference in plasmid and chromosome 

cytoplasmic proportions ~ 1. 

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes 0.090 -0.008 to 0.209 0.074 (NS) 

6 Difference in plasmid and chromosome 

cytoplasmic membrane proportions ~ 1. 

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes -0.129 -0.295 to 0.012 0.088 (NS) 

7 Difference in plasmid and chromosome 

periplasmic proportions ~ 1. 

Random effects: phylogeny + number of 

genomes per species. 

1027 genomes (only 

Gram-negative 

species) 

-0.048 -0.183 to 0.127 0.482 (NS) 
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8 Difference in plasmid and chromosome outer 

membrane proportions ~ 1. 

Random effects: phylogeny + number of 

genomes per species. 

1027 genomes (only 

Gram-negative 

species) 

-0.075 -0.192 to 0.040 0.158 (NS) 

9 Difference in plasmid and chromosome cell 

wall proportions ~ 1. 

Random effects: phylogeny + number of 

genomes per species. 

605 genomes (only 

Gram-positive  

species) 

-0.028 -0.120 to 0.052 0.418 (NS) 

10 Difference in plasmid and chromosome 

unknown localisation proportions ~ 1. 

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes 0.156 0.089 to 0.224 0.002 (**) 

Plasmid mobility and extracellular proteins 

11 Slope value of mean plasmid extracellular 

proportion vs mobility ~ 1.  

Random effect: phylogeny.  

40 slopes (one for 

each species with all 

three plasmid 

mobilities) 

0.006 -0.040 to 0.052 0.73 (NS) Phylogeny =  0.33. 

12 Mean plasmid extracellular proportion ~ 

plasmid mobility. (Mobility as a factor with 

three levels) 

Random effect = phylogeny. 

138 (mean for each 

plasmid mobility, so 

most species (40) 

have three data 

points) 

Conjugative compared to 

non-mobilizable = 0.013.  

Mobilizable compared to 

non-mobilizable = -0.019. 

Conjugative compared to 

non-mobilizable = -0.023 

to 0.055.  

Mobilizable compared to 

non-mobilizable = -0.060 

to 0.016. 

Conjugative compared to 

non-mobilizable = 0.514 

(NS). 

Mobilizable compared to 

non-mobilizable = 0.354 

(NS). 

13 Mean plasmid extracellular proportion ~ 

plasmid mobility. (Here, non-mobiilzable = 1, 

138 (mean for each 

plasmid mobility, so 

Intercept = 0.098. 

Slope = 0.006. 

Intercept = 0.001 to 0.183. 

Slope = -0.012 to 0.028. 

Intercept = 0.042 (*) 

Slope = 0.546 (NS) 
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mobilizable = 2, conjugative = 3, so mobility is 

numeric and model is a regression).  

most species (40) 

have three data 

points) 

14 Plasmid extracellular proportion ~ plasmid 

mobility. (Mobility as a factor with three 

levels) 

Random effects = phylogeny + number of 

plasmids per species. 

3522 (one for each 

plasmid with a 

mobility prediction) 

Conjugative compared to 

non-mobilizable = 0.015. 

Mobilizable compared to 

non-mobilizable = -0.033. 

Conjugative compared to 

non-mobilizable = 0.004 to 

0.026.  

Mobilizable compared to 

non-mobilizable = -0.044 

to -0.023. 

Conjugative compared to 

non-mobilizable = 0.008 

(**). 

Mobilizable compared to 

non-mobilizable = 

<0.001 (***). 

Plasmid mobility = 

0.015. 

Phylogeny = 0.13. 

Number of 

plasmids per 

species = 0.29.  

15 Plasmid extracellular proportion ~ plasmid 

mobility. (Here, non-mobiilzable = 1, 

mobilizable = 2, conjugative = 3, so mobility is 

numeric and model is a regression). 

3522 (one for each 

plasmid with a 

mobility prediction) 

Intercept = 0.102. 

Slope = 0.006. 

Intercept = 0.046 to 0.170. 

Slope = -0.0002 to 0.011.  

Intercept = 0.008 (**) 

Slope = 0.056 (NS). 

16 Mean difference in plasmid and chromosome 

extracellular proportions ~ mean proportion of 

plasmids which are conjugative. 

Random effect = phylogeny. 

51 (mean difference 

and conjugative 

proportion for each 

species) 

Intercept = -0.0003. 

Slope = -0.001. 

Intercept = -0.075 to 

0.076. 

Slope = -0.084 to 0.064. 

Intercept = 0.996 (NS). 

Slope = 0.988 (NS). 

17 Mean difference in plasmid and chromosome 

extracellular proportions ~ mean proportion of 

plasmids which are conjugative or mobilizable. 

Random effect = phylogeny. 

51 (mean difference 

and conjugative/ 

mobilizable 

proportion for each 

species) 

Intercept = -0.016. 

Slope = 0.017. 

Intercept = -0.125 to 

0.079. 

Slope = -0.076 to 0.101. 

Intercept = 0.78 (NS). 

Slope = 0.668 (NS). 

18 Mean plasmid extracellular proportion ~ mean 

proportion of plasmids which are conjugative.  

Random effect = phylogeny. 

51 (mean 

extracellular 

proportion and 

Intercept = 0.133. 

Slope = -0.006. 

Intercept = 0.061 to 0.205. 

Slope = -0.087 to 0.065. 

Intercept = 0.008 (**). 

Slope = 0.91 (NS). 
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conjugative 

proportion for each 

species) 

19 Mean plasmid extracellular proportion ~ mean 

proportion of plasmids which are conjugative 

or mobilizable.  

Random effect = phylogeny. 

51 (mean 

extracellular 

proportion and 

conjugative/ 

mobilizable 

proportion for each 

species) 

Intercept = 0.109. 

Slope = 0.024. 

Intercept = 0.004 to 0.221. 

Slope = -0.069 to 0.109. 

Intercept = 0.05 (*). 

Slope = 0.578 (NS). 

20 Mean difference in non-mobilizable plasmid 

and chromosome extracellular proportions ~ 1. 

Random effect = phylogeny. 

48 (mean difference 

for each species, 3 

species had no 

genomes with a non-

mobilizable 

plasmid(s)) 

0.016 -0.085 to 0.054 0.638 (NS) 

21 Mean difference in conjugative/mobilizable 

plasmid and chromosome extracellular 

proportions ~ 1. 

Random effect = phylogeny. 

48 (mean difference 

for each species, 3 

species had no 

genomes with a 

mobilizable/ 

conjugative 

plasmid(s)) 

-0.041 -0.117 to 0.051 0.292 (NS) 

22 Mean difference in conjugative plasmid and 

chromosome extracellular proportions ~ 1. 

44 (mean difference 

for each species, 7 

0.004 -0.078 to 0.102 0.924 (NS) 
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Random effect = phylogeny. species had no 

genomes with a 

conjugative 

plasmid(s)) 

Host-range of pathogens 

23 Difference in plasmid and chromosome 

extracellular proportions ~ pathogenicity/host 

range (factor with three levels: non-pathogen, 

narrow host-range pathogen, and broad host-

range pathogen).  

Random effects: phylogeny + number of 

genomes per species. 

701 genomes (all 

genomes from 25 

species) 

Non-pathogen compared to 

broad host-range pathogen 

= -0.161. 

Narrow host-range 

pathogen compared to 

broad host-range pathogen 

= -0.222.  

Non-pathogen compared to 

broad host-range pathogen 

= -0.252 to -0.067.  

Narrow host-range 

pathogen compared to 

broad host-range pathogen 

= -0.322 to -0.123.  

Non-pathogen compared 

to broad host-range 

pathogen = <0.001 (***). 

Narrow host-range 

pathogen compared to 

broad host-range 

pathogen = <0.001 (***) 

Pathogenicity/ host-

range = 0.35. 

Phylogeny = 0.11. 

Number of 

genomes per 

species = 0.28. 

24 Difference in plasmid and chromosome 

extracellular proportions ~ pathogenicity 

(factor with two levels: non-pathogen and 

pathogen).  

Random effects: phylogeny + number of 

genomes per species. 

701 genomes (all 

genomes from 25 

species) 

Pathogen compared to 

non-pathogen = 0.106. 

Pathogen compared to 

non-pathogen = -0.22 to 

0.218. 

Pathogen compared to 

non-pathogen = 0.092 

(NS) 

25 Difference in plasmid and chromosome 

extracellular proportions ~ pathogenicity/host-

range (factor with two levels: non-pathogen and 

narrow host-range pathogen).  

389 genomes (all 

genomes from 15 

species) 

Non-pathogen compared to 

narrow host-range 

pathogen = 0.031. 

Non-pathogen compared to 

narrow host-range 

pathogen = -0.065 to 

0.127. 

Non-pathogen compared 

to narrow host-range 

pathogen = 0.482 (NS). 

Pathogenicity of extracellular proteins 
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26 Difference in plasmid and chromosome 

pathogenic extracellular proportions ~ host 

range. Only in broad and narrow host-range 

pathogens.  

Random effects: phylogeny + number of 

genomes per species. 

474 genomes 

(genomes from 15 

species) 

Narrow host-range 

compared to broad host-

range = -0.209. 

Narrow host-range 

compared to broad host-

range = -0.350 to -0.086. 

Narrow host-range 

compared to broad host-

range = 0.012 (*). 

27 Difference in plasmid and chromosome non-

pathogenic extracellular proportions ~ host-

range. Only in broad and narrow host-range 

pathogens.  

Random effects: phylogeny + number of 

genomes per species. 

474 genomes 

(genomes from 15 

species) 

Narrow host-range 

compared to broad host-

range = -0.034. 

Narrow host-range 

compared to broad host-

range = -0.108 to 0.035. 

Narrow host-range 

compared to broad host-

range = 0.296 (NS). 

28 Difference in plasmid and chromosome 

pathogenic extracellular proportions ~ human 

pathogenicity (factor with two levels: human or 

non-human). Only in broad and narrow host-

range pathogens. 

474 genomes 

(genomes from 15 

species) 

Non-human compared to 

human = 0.012. 

Non-human compared to 

human = -0.156 to 0.187. 

Non-human compared to 

human = 0.838 (NS). 

29 Difference in plasmid and chromosome non-

pathogenic extracellular proportions ~ human 

pathogenicity. Only in broad and narrow host-

range pathogens. 

474 genomes 

(genomes from 15 

species) 

Non-human compared to 

human = -0.008. 

Non-human compared to 

human = -0.074 to 0.059. 

Non-human compared to 

human = 0.812 (NS). 

30 Difference in plasmid and chromosome 

pathogenic extracellular proportions ~ host-

range + human pathogenicity. Only in broad 

and narrow host-range pathogens. 

474 genomes 

(genomes from 15 

species) 

Host-range = -0.212. 

Human pathogenicity 

= -0.021. 

Host-range = -0.366 to 

-0.77.

Human pathogenicity =

-0.157 to 0.105.

Host-range = 0.012 (*). 

Human pathogenicity = 

0.740 (NS). 
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Pathogenic extracellular proteins and plasmid mobility 

31 Slope value of mean plasmid pathogenic 

extracellular proportion vs mobility ~ 1. Only 

broad host-range pathogens with plasmids of all 

three moiblities). 

Random effect: phylogeny. 

7 (a slope for each 

broad host-range 

pathogen species with 

plasmids of all three 

mobilities) 

-0.020 -0.224 to 0.185 0.774 (NS) 

32 Mean plasmid pathogenic extracellular 

proportion ~ plasmid mobility. (Mobility as a 

factor with three levels) All broad host-range 

pathogen species. 

Random effect: phylogeny. 

26 (mean for each 

plasmid mobility; 

seven have 3 data 

points, three have 1 

or 2). 

Mobilizable compared to 

non-mobilizable = 0.0001. 

Conjugative compared to 

non-mobilizable = -0.049. 

Mobilizable compared to 

non-mobilizable = -0.179 

to 0.139. 

Conjugative compared to 

non-mobilizable = -0.212 

to 0.099. 

Mobilizable compared to 

non-mobilizable = 0.974. 

(NS) 

Conjugative compared to 

non-mobilizable = 0.528 

(NS). 

33 Mean plasmid pathogenic extracellular 

proportion ~ plasmid mobility. (Mobility as a 

factor with three levels) All narrow host-range 

pathogen species. 

Random effect: phylogeny. 

11 (mean for each 

plasmid mobility; two 

have 3 data points, 

three have 1 or 2). 

Mobilizable compared to 

non-mobilizable = 0.003. 

Conjugative compared to 

non-mobilizable = 0.121. 

Mobilizable compared to 

non-mobilizable = -0.128 

to 0.118. 

Conjugative compared to 

non-mobilizable = -0.020 

to 0.260. 

Mobilizable compared to 

non-mobilizable = 0.972 

(NS). 

Conjugative compared to 

non-mobilizable = 0.076 

(NS). 

Number of five broad environments 

34 Difference in plasmid and chromosome 

extracellular proportions ~ number of 

environments.  

1360 genomes (all 

genomes from 36 

species with data on 

Intercept = -0.026. 

Slope = 0.013. 

Intercept = -0.098 to 

0.057. 

Slope = -0.015 to 0.042. 

Intercept = 0.498 (NS). 

Slope = 0.350 (NS). 
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Random effects: phylogeny + number of 

genomes per species. 

number of 

environments) 

35 Difference in plasmid and chromosome 

extracellular proportions ~ number of 

environments (supplemented with literature). 

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes Intercept = 0.017. 

Slope = -0.006. 

Intercept = -0.055 to 

0.115. 

Slope = -0.036 to 0.016. 

Intercept = 0.562 (NS). 

Slope = 0.492 (NS). 

36 Genome extracellular proportion ~ number of 

environments (supplemented with literature).  

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes Intercept = 0.138. 

Slope = 0.001. 

Intercept = 0.102 to 0.181. 

Slope = -0.004 to 0.007. 

Intercept = <0.001 (***). 

Slope = 0.596 (NS). 

Core vs accessory genome 

37 Difference in plasmid and chromosome 

extracellular proportion ~ core gene proportion. 

Random effects: phylogeny + number of 

genomes per species. 

1632 genomes Intercept = -0.075. 

Slope = -0.084. 

Intercept = -0.041 to 

0.205. 

Slope = -0.218 to 0.034. 

Intercept = 0.228 (NS). 

Slope = 0.170 (NS). 

Gene content of mobilizable plasmids present with and without conjugative plasmids 

38 Proportion of genes coding extracellular 

proteins for mobilizable plasmid(s) in genome 

~ whether conjugative plasmid also present in 

genome.  

Random effects: phylogeny. 

46 species (those 

which had >= 1 

genome with a 

mobilizable plasmid) 

Without conjugative 

compared to conjugative = 

0.002. 

Without conjugative 

compared to conjugative = 

-0.032 to 0.038.

Without conjugative 

compared to conjugative 

= 0.912 (NS). 

39 Mean difference in extracellular proportion of 

mobilizable plasmids for genomes with vs 

without conjugative plasmids ~ 1.  

35 species (those 

which had >=1 

genome with a 

Intercept = 0.003. Intercept = -0.066 to 

0.061. 

Intercept = 0.922 (NS). 
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Random effects: phylogeny. mobilizable plasmid 

both with and without 

a conjugative 

plasmid. 

Table S3. Measures of Bacterial Lifestyle and Environmental Variability 

Below is a table of literature references used to categorise species’: (i) pathogenicity; (ii) host-range (if pathogenic and not opportunistic/other); 

(iii) presence in five broad environments.

Species Gram-

stain 

Pathogenicity Host-

range 

Environments (original Garcia-

Garcera & Rocha1 data) 

Environments (supplemented with 

literature) 

Literature 

references 

Acinetobacter baumannii Negative Opportunistic/  other Water, wastewater, soil,  host Water, wastewater, sediment, soil,  host 2–5

Acinetobacter pittii Negative Opportunistic/  other Water, wastewater, sediment, soil,  host 5,6

Bacillus anthracis Positive Pathogen Broad Water, soil Water, soil, host 7,8

Bacillus cereus Positive Opportunistic/ other Water, wastewater, soil Water, wastewater, soil, host 9,10

Bacillus subtilis Positive Non-pathogen Soil, host Soil, host 11,12

Bacillus thuringiensis Positive Pathogen Broad Water, soil Water, soil, host 13,14

Bacillus velezensis Positive Non-pathogen Water, soil, host 15,16

Buchnera aphidicola Negative Non-pathogen Host 17

Campylobacter coli Negative Opportunistic/ other Host Host 18

Campylobacter jejuni Negative Opportunistic/ other Host Host 18

Chlamydia psittaci Negative Pathogen Broad Host, sediment Host 19,20

Chlamydia trachomatis Negative Pathogen Narrow Host, sediment Host 21,22
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Citrobacter freundii Negative Opportunistic/ other Water, wastewater, sediment, soil,  host 23

Clostridium botulinum Positive Opportunistic/ other Water, wastewater, sediment, soil,  host Water, wastewater, sediment, soil,  host 24,25

Enterobacter cloacae Negative Opportunistic/ other Host Water, wastewater, sediment, soil,  host 26,27

Enterobacter hormaechei Negative Opportunistic/ other Water, wastewater, sediment, soil,  host 27,28

Enterococcus faecalis Positive Opportunistic/ other Host Host 29

Enterococcus faecium Positive Opportunistic/ other Host Host 29

Escherichia coli Negative Opportunistic/ other Water, wastewater, soil, host Water, wastewater, soil, host 30,31

Helicobacter pylori Negative Pathogen Narrow Host 32,33

Klebsiella aerogenes Negative Opportunistic/ other Soil, host Soil, host 27,34

Klebsiella oxytoca Negative Opportunistic/ other Water, wastewater, soil, host 35

Klebsiella pneumoniae Negative Opportunistic/ other Soil, host Water, wastewater, soil, host 35

Lactobacillus brevis Positive Non-pathogen Host Host, wastewater 36,37

Lactobacillus paracasei Positive Non-pathogen Host Host, wastewater 37

Lactobacillus plantarum Positive Non-pathogen Soil, Host Soil, host, wastewater 37

Lactobacillus sakei Positive Non-pathogen Host Host, wastewater 37

Lactococcus lactis Positive Opportunistic/ other Host Host 38,39

Legionella pneumophila Negative Opportunistic/ other Water, sediment, soil Water, sediment, soil, host 40,41

Leuconostoc 

mesenteroides 

Positive Opportunistic/ other Host Host 42

Listeria monocytogenes Positive Opportunistic/ other Wastewater, soil Wastewater, soil, host 43

Neisseria gonorrhoeae Negative Pathogen Narrow Host Host 44

Phaeobacter inhibens Negative Opportunistic/ other Host, water 45

Piscirickettsia salmonis Negative Pathogen Narrow Host 46

Proteus mirabilis Negative Opportunistic/ other Host Water, wastewater, soil, host 47
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Pseudomonas aeruginosa Negative Opportunistic/ other Water, wastewater, soil Water, wastewater, sediment, soil, host 48,49

Pseudomonas syringae Negative Pathogen Broad Water, soil, host Water, soil, host 50–52

Ralstonia solanacearum Negative Pathogen Broad Water, soil Water, wastewater, soil, host 53,54

Rhizobium 

leguminosarum 

Negative Non-pathogen Soil Soil, host 55

Rhizobium phaseoli Negative Non-pathogen Soil, host 56

Salmonella enterica Negative Pathogen Broad Host Host, wastewater 57

Serratia marcescens Negative Opportunistic/ other Water, wastewater, sediment, soil, host 58,59

Sinorhizobium meliloti Negative Non-pathogen Soil, host Soil, host 60

Staphylococcus aureus Positive Opportunistic/ other Sediment, host Host 61,62

Staphylococcus 

epidermidis 

Positive Opportunistic/ other Soil, host Host 63

Vibrio parahaemolyticus Negative Opportunistic/ other Water, host 64

Xanthomonas citri Negative Pathogen Narrow Soil, host Soil, host 65–67

Xylella fastidiosa Negative Pathogen Broad Water, sediment, soil Water, sediment, soil, host 68

Yersinia enterocolitica Negative Pathogen Broad Water, wastewater, soil, host 69,70

Yersinia pestis Negative Pathogen Broad Host, soil 71

Yersinia 

pseudotuberculosis 

Negative Pathogen Broad Host, soil 72,73
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S3 – Supplementary Figures for Genomic Analyses 

Figure S1. Phylogeny of all 51 species in our dataset. 

Based on published 16S RNA maximum likelihood tree67 and supplemented with additional 

published trees from the literature. Class is indicated by colour and corresponding labels.  
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Fig S2. Proportion of proteins predicted as extracellular for plasmids and chromosomes. 

Each species has two proportions: the blue dot is the mean proportion of plasmid proteins 

predicted by PSORTb to be extracellular across all plasmids in that species, while the red dot 

is the mean proportion of plasmid proteins predicted to be extracellular across all chromosomes 
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in that species. It is clear that these proportions vary substantially across species, and this is 

particularly true for plasmids. Proportion data is arcsine square root transformed.  

Fig S3. Extracellular proteins are not consistently overrepresented on plasmids of all 

three mobilities (non-mobilizable, mobilizable, conjugative)  

The graphs are identical to Figure 3, but with only certain plasmids included in each. The left-

hand graph shows the difference between chromosome and non-mobilizable plasmid 

proportion of genes encoding extracellular proteins. The middle graph shows the same 

difference but for conjugative and mobilizable plasmids together. The right-hand graph shows 

the difference with only conjugative plasmids. 
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Figure S4. No difference in the mean % of genes coding for extracellular proteins across 

the three mobility types. 

Dots indicate the mean % of genes coding for extracellular proteins of all plasmids of each 

mobility level for each species. All species data points are shown, including those which do 

not carry plasmids of all three mobility levels. Red bars indicate the mean across species for 

each mobility level. 

●●● ●●●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

● ●●● ●●

●

●
●●●

●

●

●

●
●

● ●
●●

●
●

●

●
●●

●

●

●

●●
●

●

●

●
●●

●

●
●

●●

●

●●●
●

●
●

●●

●

●

●

●
●

●
●●

●
●

●

●

● ●●

●

●

●

●

●●●
●

●●

●

●
● ●

●
●

●●

●

●
●

●

●

●

●
●

● ●
●

●
●●● ●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

− − −
0

10

20

Non−mobilizable Mobilizable Conjugative

Plasmid Mobility

% Genes 
coding for 

extracellular 
proteins

219



S3 

Figure S5. No effect of a species’ plasmid mobility and % plasmid genes coding for 

extracellular proteins. 

Dots indicate the mean for each species. The x-axis is the % of a species’ plasmids which are 

conjugative/ mobilizable, and the y-axis indicates the % of a species’ plasmid genes which 

code for extracellular proteins. There is no significant correlation (S3; Table S2, row 19). 
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Figure S6. Co-occurrence of mobilizable plasmids with conjugative plasmids.  

Each panel shows data for one of the 46 species which had at least one genome with at least 

one mobilizable plasmid. Each dot corresponds to a genome which had at least one mobilizable 
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plasmid. The y-axis shows the % of genes coding for extracellular proteins for each genomes’ 

mobilizable plasmid(s). In the cases where two or more mobilizable plasmids were in the same 

genome, we calculated their mean % and plotted this, so that each genome is only plotted once. 

Genomes which also carry a conjugative plasmid are plotted on the left of each panel, and 

coloured red. Genomes which do not carry a conjugative plasmid are on the right of each panel, 

and coloured green. The black bars indicate the mean of each of these two categories. Overall, 

species are highly variable in both the number of genomes with mobilizable plasmids that co-

occur with conjugative plasmids, and the % of genes that code for extracellular proteins of their 

mobilizable plasmids. It is clear that, across species, the means of red dots are not consistently 

greater than the means of blue dots with respect to the y-axis. 
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Fig S7. Pathogenic extracellular proteins are not more likely to be carried by higher 

mobility plasmids in broad host-range pathogen species. 

Each panel shows data for one of the 7 broad host-range pathogen species which carried 

plasmids of all three mobilities. Dots in each panel indicate the mean % of genes coding for 

pathogenic extracellular proteins of all plasmids of each mobility level. The blue lines are the 

linear regression of these three points. Overall, there is no consistent trend for genes that code 

for extracellular proteins to be on more mobile plasmids. 

●

●

●

●
●

●

●

●
●

●

●

●

●
●

●

●
●

●

●
●

●

N M C

N M C

0

10

20

0

10

20

0

10

20

0

10

20

Non−Mobilizable (N) Mobilizable (M) Conjugative (C)

% Genes 
coding for 
pathogenic 
extracellular 

proteins

223



S3 

Figure S8. Pathogenic extracellular proteins are not more likely to be carried by more 

mobile plasmids in both broad and narrow host-range pathogen species 

Dots indicate the mean % of genes coding for extracellular proteins of all plasmids of each 

mobility level for each species. All pathogen species data points are shown, including those 

which do not carry plasmids of all three mobility levels. Red bars indicate the mean across 

species for each mobility level. 
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S3 

Figure S9. No significant correlation between the number of five broad environments a 

species is found in and how overrepresented or underrepresented extracellular proteins 

are on plasmids. 

The x-axis shows the original published data of the number of five broad environments a 

species is found in, with 36 of the species in our dataset represented in the dataset. The y-axis 

shows the difference in the proportion of genes on plasmids and chromosomes coding for 

extracellular proteins. Each dot is the mean for all genomes in a species. Species in blue are 

those with extracellular proteins overrepresented on plasmids, while species in red are those 

with extracellular proteins overrepresented on chromosomes. 
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S3 

Figure S10. Positive but non-significant correlation between the number of five broad 

environments a species is found in and the proportion of the genome which encodes 

extracellular proteins. 

The x-axis shows the original published data of the number of five broad environments a 

species is found in, with 36 of the species in our dataset represented in the dataset. The y-axis 

shows the proportion of all genes in the genome which code for extracellular proteins. The blue 

line is the linear regression. 
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