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Chapter 1 Introduction 

This thesis investigates the advancement of Acoustic emission (AE) monitoring 

techniques and analysis methods that could be applied in the field of Structural 

Health Monitoring (SHM), with an emphasis on the use of advanced AE 

techniques to detect and locate damage and their application on the monitoring 

of corrosion and Stress corrosion cracking (SCC) in complex metallic structures. 

The work was divided into three main areas of research, which are an 

investigation into using FE (Finite Element) generated delta-T mapping to locate 

experimental AE signals on complex structures, source location of AE signals 

generated by corrosion and an experimental investigation into SCC damage 

locations on a metallic specimen. 

1.1  Background 

Corrosion damage is one of the most commonly seen and costly problems worldwide. 

According to a study conducted by Koch et al. [1], the estimated global cost of corrosion was 

2.5 trillion dollars, or 3.4% of the global GDP in 2013. In addition to the huge economic loss, 

structural failures caused by corrosion damage can lead to serious individual safety and 

environmental consequences. For example, in April 1992, 215 people were killed and another 

1500 people were injured due to the sewer explosion in Guadalajara, Mexico. The huge 

economic loss was estimated at 75 million dollars. The accident was due to the leakage of 

corroded gasoline into a nearby sewage main [2]. The sinking of the Erika (a tanker) on 12th 

of December, 1999 was another accident caused by corrosion. Around 19,000 tonnes of 

heavy oil were spilled, which resulted in devastating pollution to the maritime environment. 
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In this disaster, a large loss in revenue from tourism and fishing industries was felt by the 

local people [2].  

Stress corrosion cracking (SCC) is one type of localised corrosion and has been a major cause 

of the premature failures of various structures and components in various industries, such as 

the oil, gas, and nuclear sectors [3,4]. The failure caused by SCC mechanisms, which 

adversely affects structural integrity, cannot be easily predicted and controlled. Without 

appropriate remedial measures, structural integrity is likely to be compromised with potential 

to cause catastrophic damage, leading to loss of lives and capital. In power and chemical 

plants, for instance, in order to eliminate unplanned shutdowns and reduce inspection and 

maintenance costs, there is a need for a proactive monitoring approach to assess the existing 

structural conditions for safe operation. As a method of monitoring structural performance 

and identifying damage at an early stage, Structural Health Monitoring (SHM) systems are 

gaining significant interest and have seen increased application. Recent industrial studies 

suggest that detecting damage at an early stage can reduce costs and increase the life 

expectancy of a structure [5]. Therefore, a practical and cost-efficient SHM method that can 

identify micro and macro defects at an early stage and continually assess the structural health 

is desirable to ensure that critical structural components can operate safely and efficiently 

throughout the expected service life.  

To infuse continued confidence in the structural integrity, Non-Destructive Evaluation (NDE) 

inspections are performed periodically, which forms the basis of a SHM system. NDE 

techniques such as ultrasonic and X-ray methods have been proven to be very effective for 

detecting a considerable number of defects in materials and have been widely utilised in 

industry [6]. Despite its merits, there appears to be some possible negative consequences of 

periodic NDE-based inspections. In order to perform NDE, many components need to be 

removed from testing equipment and refitted thereafter, thus requiring a long period of time. 

Since for the in-service equipment, it is not feasible to remove components, the equipment 

cannot be used during NDE inspection periods, resulting in a loss in revenue. Moreover, 

areas of difficult access and complex geometry are particularly difficult to be examined by 

NDE techniques. Thus, a revision of the traditional SHM system is desirable, with a 

transition from lengthy periodic NDE inspection and maintenance to an autonomous SHM 



3 

 

system in which the structural integrity of the target equipment is continuously monitored in-

service. The phenomenon of Acoustic Emission (AE), which is one type of NDE methods, 

lends itself well to such a system. AE is defined as the transient elastic energy released by a 

material when it experiences a change of deformation in its structure [7]. As a passive 

technique, AE only detects active defects.  

1.2 Aim and objectives 

AE techniques have been successfully applied in monitoring corrosion and SCC [8–13]. 

However, according to a systematic literature review carried out by the author, a relatively 

small proportion of the effort has been devoted to studies of source localisation of this 

damage in metallic structures, especially in complex metallic structures in engineering 

applications [14]. Thus, this research aims to improve the monitoring techniques and analysis 

methods required for the AE monitoring of corrosion and SCC. The key objectives of this 

study were: 

• To better understand the advanced AE damage location technique, delta-T mapping, 

and to optimise this technique using FE method for the location of AE activity on 

specimens with complex geometries  

• To carry out experimental investigations into identification of different source 

mechanisms during SCC 

• To demonstrate a method of discrimination between AE signals arising from 

corrosion and SCC 

• To verify that AE signals from SCC can be identified and located in metallic 

specimens with additional complexity 

• To improve the ability of AE to detect and locate corrosion damage in complex 

structures 
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1.3 Research methodology  

The FE method, which is a computer-based numerical technique, developed by engineers in 

the mid-1950s, is becoming increasingly popular because of fine discretization, efficient and 

reliable algorithms and fast computing systems. Moreover, the FE method allows for easy 

modelling of complex geometries of structures with anisotropic materials properties. Hence, 

the FE method as well as the experimental approach were used in this study to optimise delta-

T mapping. To achieve the intended aim and objectives of this work on monitoring corrosion 

and SCC, experimental approaches were used.   

1.4 Contribution to the knowledge 

This thesis investigates the advancement of AE monitoring techniques and analysis methods 

that could be applied in the field of SHM, with an emphasis on the use of advanced AE 

techniques to detect and locate damage, and their application on the monitoring of corrosion 

and SCC in complex metallic structures. The key areas of contribution are highlighted below; 

• A numerical delta-T mapping technique was developed by generating the training 

data using FE method. It was demonstrated that this technique decreased the time and 

man-power required for manually collecting and processing the training data whilst 

keeping a reasonable degree of source location accuracy.  

• Based on the multiple methods which were developed and demonstrated for the 

detection of the A0 mode arrival, the delta-T mapping technique was developed and 

applied to detect and locate corrosion damage in a complex structure.  

• A thorough experimental investigation of AE monitoring of SCC was conducted, 

from which three stages of SCC damage development were identified. Real AE 

source identification was achieved in SCC tests with successful discriminations 

between corrosion and SCC damage. 
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1.5 Novelty statement 

The novelty in this work is as follows; 

• This is the first study in which FE method was used to collect data to train delta-T 

maps. 

• Although AE monitoring of corrosion has been studied extensively, there is no work 

carried out on identification of first arriving mode when monitoring corrosion in a 

metallic specimen. This is the first study in which A0 was identified to be the first 

arriving mode.  

• Although time arrival estimation methods were well established for determining onset 

time of an AE signal with high signal-to-noise, no comprehensive work was dedicated 

to arrival time estimation of AE signals from corrosion, which are characterised by 

low signal-to-noise. Therefore, it is sensible to propose a novel method called window 

AIC method to accurately estimate arrival time of AE signals with low signal-to-

noise.  

• Because of the demonstration for the detection of the A0 mode arrival, it is sensible to 

update delta-T mapping technique accordingly. The updated delta-T mapping 

technique is based on the A0 mode arrival rather than the S0 mode arrival. It was used 

to detect and locate the corrosion damage in a complex structure for the first time.  

• A novel and thorough experimental investigation of AE monitoring of SCC was 

conducted, from which three stages of SCC damage development were identified. 

1.6 Thesis organisation 

This thesis is presented in seven chapters. Chapter One provides background information to 

the development of a SHM system for use on monitoring damage including corrosion and 

SCC. The potential for the use of AE techniques as a tool of SHM is discussed and the aim 

and objectives of this study have been declared.  

Chapter Two covers literature reviews and theories relevant to this work. Theories of AE 

wave propagation, wave attenuation and source location are provided, along with the theory 



6 

 

of modal acoustic emission and wavelet transform. A comprehensive review on modelling 

AE with the FE method, monitoring corrosion and SCC with AE techniques are also 

included.  

Within Chapter Three, full details of experimental equipment, procedures and techniques 

utilised throughout of this body of work are discussed.  

Chapter Four covers an investigation into using FE generated delta-T mapping to locate 

experimental AE signals on a complex structure. A FE method for simulation of an artificial 

AE source is first investigated on a simple steel plate and validated by experimental results. 

This method is then applied on a more complex geometry plate to train a delta-T map for 

localization of experimental H-N sources. The results show that the FE generated delta-T 

map decreases the time and effort required for manually collecting and processing the 

training data, whilst keeping a reasonable degree of source location accuracy. 

Chapter Five discusses source location of AE signals generated by corrosion. A novel arrival 

time estimation technique is presented to determine the arrival time of low signal-to-noise AE 

signals from corrosion. Furthermore, corrosion damage locations on a simple metallic plate 

are discussed. By identifying the correct arrival wave mode (i.e. A0 mode), additional 

improvements to the technique presented in Chapter Four are discussed. The technique is 

then applied for the planar location of AE signals on a complex plate and results are 

presented. 

 Chapter Six includes the details of an experimental investigation into SCC damage locations 

on a metallic specimen. The reliability of AE technique to detect and identify different 

damage mechanisms (i.e. corrosion and SCC) are discussed. Additionally, based on AE 

signal parameters, clustering algorithms are used to identify and characterise signals from 

different source mechanisms.  

Chapter Seven summarises the findings in this thesis and discusses the implications of these 

findings for future work. 
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Chapter 2 Background Theory and Literature 

Review 

This chapter presents relevant background information and theory on wave propagation, 

wave attenuation, modal analysis, wavelet transform analysis and AE source location 

techniques. A short history of AE is also included. Additionally, a structured literature review 

on Finite Element (FE) modelling of AE and monitoring corrosion and SCC with AE 

techniques is reported.  

2.1 Acoustic emission 

2.1.1 Introduction 

AE is defined as the transient elastic energy released by a material when it experiences a 

change of deformation in its structure [7]. As a natural physical phenomenon, AE can be 

observed in wide-ranging materials, structures and processes. AE detected during the 

movement of a few dislocations in metals under stress is the smallest-scale [7]. The detection 

frequency range of AE is in the ultrasonic range, which is approximately from 10 kHz to 1 

MHz [15]. However, it is suggested that the frequency of common AE signals lies between 

100 kHz to 300 kHz [7]. Although there are differences in the set-up and hardware between 

AE systems, the process of obtaining AE data usually consists of the following six sequential 

steps [16] as illustrated in Figure 2.1.  

 

Figure 2.1– Principles of AE monitoring [16] 
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Firstly, the AE waves are generated at a source after the rapid release of elastic energy. 

Secondly, these waves cause surface displacements and arrive at the piezo-electric sensors 

which are mounted on the structure. Thirdly, the resulting tiny displacements of the surface 

are detected and converted into a small voltage by the sensors at various locations. Fourthly, 

this small voltage is amplified by a pre-amplifier to a strong and useable voltage. Fifthly, this 

strong voltage or the electrical signal is subsequently recorded and processed by the AE 

acquisition system. Finally, as the acquisition system is controlled and initialized by the 

system front-end run on an external computer, the acquisition data can be stored, displayed 

and analyzed in real time on the computer. 

Many traditional Non-destructive Testing (NDT) methods, such as ultrasound and X-ray, are 

defined as active monitoring techniques because a known input source is required, while AE 

is classed as a passive technique. The thing which makes AE method different from 

traditional active NDT method is that the elastic waves which AE detects are generated from 

the structure itself during deformation. In other words, a known input source is not needed in 

AE technique. However, the requirement for AE testing is that the structure under 

investigation must be under loading to activate the AE source because the elastic waves will 

not be released from unstressed or non-active defects and therefore cannot be detected. 

2.1.2 A short history of AE 

Before the application of the AE technique was brought into the public eye in its present form 

by Kaiser in 1950 when he published his pioneering work of comprehensive study on AE as 

part of his PhD research [17], the phenomenon of AE has been observed for hundreds of 

years [18]. The ‘tin cry’ has been heard by tinsmiths since 1917. This ‘cry’ sound is 

generated due to plastic deformations of the materials as metals deform in twinning. Later, 

AE was firstly mentioned in material research by two French metallurgists Portevin and Le 

Chatelier [19]. They noted that audible noise was emitted from the specimen during a Luder’s 

line formation on the specimen. Subsequently, this phenomenon was also found in other 

metals. Later on, for a better understanding of fracture of the Earth’s Crust, a well-planned 

AE experiment was performed in 1933 [20]. In the experiment, the stress waves generated 

due to wood deformation were monitored by a phonograph pick-up with a steel needle [21]. 



10 

 

In 1936, Forster and Scheil [22] successfully transformed the mechanical vibrations into 

electrical voltages in AE experiments by using purpose built instrumentation, which made it 

possible to monitor AE caused by martensitic transformations.  

The year 1950 is often quoted as the beginning of AE history [7] because the first 

comprehensive investigation of AE phenomenon was published by Kaiser [17]. Tensile tests 

on metallic materials were performed with transducers, amplifiers and oscilloscopes 

employed to record AE. His most significant discovery is the observation of the ‘Kaiser 

effect’, which is a phenomenon defined as the absence of AE activity until previously applied 

stress on the specimen is exceeded. This effect has been widely and successfully applied to 

assess the stresses which structures have experienced in operation [23]. In 1961, the 

terminology of AE was firstly used in history by Schofield [24] after he re-examined Kaiser’s 

work and published his pioneering work.  

Until the mid-1950s, the frequency limit for AE monitoring is around 60 kHz, which is quite 

close to the generally established audio frequency range (20 Hz to 20 kHz). The presence of 

noise would reduce the AE signal and therefore the practical applications of AE techniques 

were greatly restricted. In 1964, the frequency limit of the AE sensor was substantially 

extended well above the audio range and up to 1 MHz by Dunegan et al. [25]. Due to this 

improvement, the applications of the AE technique grew rapidly in a variety of areas from 

basic materials research to NDT.  

In 1940s, the geologists in Russia adopted the AE technique as a standard mining practice to 

identify impending mine collapse [26]. However, due to lack of information interchange 

between materials engineers and geologists, this technique was not used in the areas of SHM 

until Green et al. [27] published their work on testing rocket-motor casings with AE in 1964. 

After that, owing to relatively simplified instrumentation and inherent high sensitivity of AE 

techniques, AE applications went into the course of rapid development. Among these 

applications, crack growth monitoring is considered to be very essential. It has been found by 

Dunegan et al. [28] that AE waves produced in flawed steel pressure vessels are much earlier 

than those in unflawed steel pressure vessels. Hence, early stage crack propagation can be 

diagnosed and the failure stress can be predicted with acceptable error to avoid catastrophic 

failures of structures and economic losses.  
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Nowadays, AE techniques have application in almost all industries. Owing to the advances of 

modern computing with increasingly high processing speed and huge storage ability, 

acquisition and signal processing with high data sampling rates required for AE monitoring 

can be achieved. Full waveforms can also be captured throughout the AE tests and used to 

provide more useful information on AE wave propagation.  

2.1.3 Hsu-Nielson source 

Before starting an AE test, it is of vitally importance to check the sensitivity of a sensor after 

it has been mounted to a surface. The most commonly used method to do so is the pencil lead 

break (PLB) source, or the Hsu-Nielson (H-N) source, which is named due to the work 

conducted by Hsu and Breckenridge [29] and Nielsen [30]. The applicability of several AE 

sources were investigated by them in order to calibrate AE sensors. Their work showed that 

the H-N source is a practical and repeatable way for AE sensor calibration. According to its 

name, this type of source can be easily understood as the breaking of the lead of a mechanical 

pencil. The principle is that the force applied on the surface by a pencil lead tip results in a 

surface displacement, and after the pencil lead breaks, the rapid change of surface 

displacement and the release of the accumulated stress in the surface will lead to the 

generation of acoustic waves. The H-N source is a well-established and widely used artificial 

source of AE because of its repeatability and accessibility [31].  

A typical 2H lead with a 0.3 mm or 0.5 mm diameter and a length of 2 mm to 3 mm is 

utilised in H-N sources. It is required that the lead is broken at a repeatable angle to reduce 

the risk of spurious signals. The guide ring ‘Nielson Shoe’ attached to the end of a pencil, as 

shown in Figure 2.2, can facilitate a repeatable angle. 
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Figure 2.2–The Nielsen shoe on  H-N source [29]. 

The standard procedures agreed by the European Working Group on Acoustic Emission 

(EWGAE) in October 1980 [32] for performing H-N sources consist of following steps; 

1. Press the lead feed button continually until the lead protrudes. 

2. Level the end of the lead with the end of the guide tube. 

3. Press the lead feed button six times (This depends on the pencil) to protrude a 3 mm length 

lead. 

4. Guide the pencil obliquely towards the surface of tested structure until the guide ring 

touches the surface. 

5. Pivot the pencil on the contact point towards a steeper position until a lead break occurs. 

When an H-N source is generated at a distance of 25mm from the central axis of properly 

mounted AE sensor, a hit of 98 to 100 dB amplitude will be picked up by the AE sensor and 

recorded by the acquisition system. Therefore, the AE sensor sensitivity after sensor 

mounting can be assessed by generating an H-N source close to the AE sensor. This method 

has been used in this research to verify the correct mounting of AE sensors. AE sensors will 

be removed and re-mounted if hits with amplitude below 98 dB are recorded during sensor 

sensitivity check.    
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2.1.4 Wave propagation mode 

The wave propagation between an AE source and an AE sensor can alter the shape and size 

of an AE signal significantly. Therefore, it is important to have a good understanding of the 

wave propagation process. As some safety-critical equipment, e.g., pipes and pressure vessels 

can be regarded as a plate, the focus of this study is on classical plate wave propagation [33].  

Wave propagation in a solid is a complicated problem. The detailed accounts of this problem 

can be found in the work of Rindorf [34] and Gorman and Prosser [35]. In an infinite solid 

medium, there are two possible types of elastic waves; longitudinal (pressure) and transverse 

(shear) waves. Longitudinal waves show localised compression and rarefaction and their 

particle motion is parallel to the direction of wave travel. In contrast, particles in transverse 

waves move at right angles to the propagation direction [36]. An example of the motion of 

longitudinal and transverse waves are shown in Figure 2.3. 

 

With the introduction of a surface, the combination of longitudinal and transverse waves give 

rise to Rayleigh waves, which travel along the surface of thick materials. The particle motion 

in Rayleigh waves is elliptical [37].  

When two parallel surfaces are introduced in a medium, as in a plate, Lamb waves are formed 

as a combination of the longitudinal and transverse waves. There are two types of Lamb 

  

(a) (b) 

Figure 2.3– Two modes of bulk waves which exist in an infinite solid; (a) longitudinal wave and (b) transverse 

wave. 
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waves, i.e., the symmetric and the anti-symmetric Lamb wave, which independently 

propagate along the surface. The characteristic equation for symmetric wave modes [38] is: 

tan⁡(𝑞ℎ)

tan⁡(𝑝ℎ)
=

−4𝑘2𝑝𝑞

(𝑞2 − 𝑘2)2
 (2.1)  

And for anti-symmetric wave modes:  

tan⁡(𝑞ℎ)

tan⁡(𝑝ℎ)
=
−(𝑞2 − 𝑘2)2

4𝑘2𝑝𝑞
 (2.2)  

in which: 

𝑝2 = (
𝜔2

𝑐𝐿2
− 𝑘2) 

⁡⁡𝑞2 = (
𝜔2

𝑐𝑇2
− 𝑘2) 

(2.3)  

𝑘            Wave number 

𝜔            Circular frequency 

ℎ            Plate half-thickness 

 𝑐𝐿          Longitudinal wave velocity 

𝑐𝑇           Transverse wave velocity 

By calculating the solution of Equation (2.1) and (2.2), the precise form of particle motion in 

symmetric and anti-symmetric modes can be found. A family of waves, whose motion is 

symmetrical about the median plane of the plate was produced by Equation (2.1), while a 

family of waves whose motion is anti-symmetric about the median plane was produced by 

Equation (2.2) [39]. Among all the members in the two families of Lamb waves, two major 

Lamb wave modes are symmetrical zero-order (S0, or extensional) and antisymmetric zero-

order (A0, or flexural) modes. It is possible for the higher order waves to develop with correct 
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geometric conditions. However higher order modes tend to have lower amplitude and carry 

considerably less energy than zero-order modes. Therefore, they are not widely used in AE 

monitoring [40]. 

 A simplified graphic of propagation of S0 and A0 Lamb wave modes is shown in Figure 2.4. 

The movements of particles which are represented schematically by the ellipses are mainly 

parallel to the plate for S0 mode and perpendicular to the plate for the A0 mode [33].  

 

Figure 2.4– Propagation of S0 (a) and A0 (b) Lamb wave modes. 

The behaviour of a Lamb wave is very complex because the velocities of the wave modes 

show a strong dependency on the frequency content and the plate thickness. For a specific 

geometry, the velocity of a wave is dependent on its frequency. This phenomenon is known 

as the dispersion [34]. With a known plate thickness, the relationship between the wave 

velocity and the frequency of each mode can be described by a set of curves known as the 

dispersion curves [41]. The dispersion linked with each wave mode can be observed in these 

curves. 

In this study, the dispersion curves of Lamb waves in a thin plate were calculated, drawn and 

exported using a program called Vallen Dispersion[42]. The velocities of all the possible 

wave modes against their frequency content in a plate were calculated based on longitudinal 

and transversal velocities and the plate thickness. Figure 2.5 shows an example of calculated 

dispersion curves for steel (thickness=3 mm). In the diagram, each individual curve 
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represents the group velocity curve of a specific mode in a frequency range from 0 to 3 MHz 

(horizontally). As seen in the diagram, the propagation velocities of different frequency 

components of each mode vary, and there might be multiple Lamb wave modes at a given 

frequency component. 

 

Figure 2.5– Dispersion curves for steel (thickness=3 mm) calculated by Vallen Dispersion 

2.1.5 Wave attenuation 

The loss of amplitude occurs when AE waves propagate within a medium. This phenomenon 

is a part of wave propagation and known as wave attenuation [43]. As the AE signals 

recorded from experiments are significantly influenced by the wave attenuation, it is 

necessary to have a good understanding of wave attenuation before processing and analysing 

AE signals.  

According to Rindorf [34] and Pollock [44], four main factors contributing to wave 

attenuation are geometric spreading, energy absorption, wave dispersion and dissipation of 

acoustic energy into adjacent media. The details of these causes are given below. 

Geometric spreading is a large contributor to wave attenuation and leads to a considerable 

amplitude decrease. When a wave is spreading out in all directions, the energy of the wave 

are redistributed over a larger and larger wave-front. This redistribution of energy at the 

wave-front results in a reduced amplitude of wave. For a bulk wave which exists in an 
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infinite solid, the amplitude of a signal decreases in inverse proportion to the distance of 

propagation. For wave propagation in two-dimensional plate-like structures, such as Lamb 

wave, the amplitude of a signal decreases in inverse proportion to the square root of the 

distance of propagation [43]. 

The energy absorption, which is the conversion of the elastic and kinetic wave energy to 

thermal energy through multiple material-dependant mechanisms, may affect the wave 

attenuation. The energy absorption has a much greater effect on the wave propagation in non-

metallic materials such as composite than that in metals. This absorption mechanism usually 

depends on the frequency of a signal; a wave with higher frequencies experiences greater 

attenuation than that with lower frequencies.  

Attenuation occurs due to dissipation of energy into surrounding media. Wherever a wave 

incident on a boundary between two different, some of energy crosses the boundary and is 

lost. 

Attenuation may be affected by wave dispersion when Lamb waves propagate in a plate like 

structural component. As described in Section 2.1.4, the wave dispersion is the phenomena 

whereby the energy of a wave will spread out as the wave propagates, resulting a longer 

wave-front and a reduced peak amplitude. The rate of wave attenuation caused by dispersion 

are associated with the bandwidth of a signal and gradient of the dispersion curve. 

2.1.6 AE modes 

AE signals can be normally characterised as continuous or burst. The type of emission 

recorded is related to the source mechanism. A distinction between the two types was firstly 

given by Kaiser [17] in his pioneering work on AE. 

2.1.6.1 Continuous emission 

For continuous emission, waves are continually captured with no stop [45]. As shown in 

Figure 2.6, there are fluctuations in the amplitude of continuous waves, but no visually 

obvious features can be observed. Continuous emission is produced when mechanisms such 

as surface friction, fluid flow and machine vibrations occur and typically have the feature of 
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low energy. However, a very likely source of a continuous emission is the mechanical noise 

from the environment. The conditions of operating machines, such as bearings and gears, can 

be continually monitored for continuous emission, while the source location are very difficult 

to determine.  

 

Figure 2.6– An example of a continuous emission recorded from a corrosion test  

2.1.6.2 Burst emissions 

Compared with a continuous emission, signal characteristics of an example of a burst 

emission, shown in Figure 2.7, are very different. A burst emission appear like damped 

oscillation with clear start and end points. They have definite peaks with notably larger 

amplitude than the background noise and hence they are less likely to be hidden within the 

noise level than a continuous emission. The duration of such burst signal is usually less than a 

few hundredths of a second. In general, the source of a burst emission are transient damage 

degradation processes, such as crack propagation and corrosion.  

Burst type events are believed to be more suitable to be used in most techniques of AE [46]. 

Therefore, some commonly used parameter which are used to describe a burst type emission 

are addressed in the following Section 2.1.7.  
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Figure 2.7– An example of a burst emission recorded from H-N sources 

2.1.7 AE signal features 

Amplitude, duration, rise time, Measured Area under the Rectified Signal Envelope 

(MARSE) energy, and threshold-crossing count are five major features extracted from a 

single typical burst AE wave [47]. 

Amplitude (A) 

Amplitude is the maximum voltage in a waveform and is measured in decibels (dB).  

Duration (D) 

Duration refers to the time period between the first and last threshold crossings.  

Rise time (R) 

Rise time is the time interval between the rising edge of the first count and the signal peak. 

MARSE energy (E) 

MARSE is defined as the measure area under the envelope of the linear time voltage signal.  
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Threshold-crossing count (N) 

Threshold-crossing count is defined as the number of times the signal rises and exceeds the 

threshold.  

Besides above-mentioned parameters, there are some other useful parameters such as 

absolute energy and average signal level. Other parameters like average frequency (equals to 

counts divided by duration), initiation frequency and reverberation frequency [47] can be 

used to show the characterisation of the frequency of different parts of the single AE hit. The 

average frequency over the entire duration of an AE hit can be reflected by the value of the 

average frequency.  

2.2 Modal acoustic emission 

In conventional AE analysis, researchers mainly utilise simple signal measurement 

parameters such as amplitude, counts and energy, and largely ignore the application of plate 

wave theory to the analysis of AE signals. As a supplement to the conventional technique, the 

dispersive behaviour of Lamb wave propagation can be exploited to give rise to an enhanced 

understanding of the arrival of multiple symmetric and asymmetric Lamb wave modes, which 

is known as Modal Acoustic Emission (MAE) or plate wave AE.  

 The relationship between the S0 and A0 modes, which can be determined by performing 

MAE, has led to a method to determine the source orientation. In 1991, Gorman [36] 

performed H-N sources on both an aluminium and a composite plate and firstly demonstrated 

how to recognise two basic modes, i.e. S0 and A0 wave modes in AE signals. It was observed 

that the frequency contents and dispersion characteristics of the S0 mode were significantly 

different from those of the A0 mode. Further to this, a more in-depth study was undertaken by 

Gorman and Prosser [35]. Slots were machined into the aluminium plate at the respective 

angles and H-N sources were conducted at these slots to investigate the influence of the AE 

source orientation angle on amplitudes of S0 and A0 wave modes. A relationship was found to 

exist between amplitudes of both modes and orientation angles of AE sources based on the 

analytical results. Later, the amplitude of the S0 and A0 modes were further examined by 
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Carter [48]. H-N sources were performed in an 8mm steel I-beam. The ratio of the S0 mode 

amplitude over the A0 mode amplitude, or the Measured Amplitude Ratio (MAR) was 

calculate by Carter [48] using the Equation (2.4).  

𝑀𝐴𝑅⁡%⁡ = Amplitude⁡(S0)/Amplitude⁡(A0) ∗ 100 (2.4)  

The results indicated that the H-N sources with different orientations in a steel I-beam can be 

discriminated by analysing the MAR of signals. Similarly, Pullin et al.[49] found that MAR 

of AE signals can be used to discriminate between H-N sources in plane and normal to the 

sensor face plane. Based on the analytical results of the MAR of signals recorded in a four 

point bending test indicated that the AE source in the test was out of plane to the sensor.  

Another use of MAE is the determination of the source to sensor distance by finding temporal 

separation between S0 and A0 modes and their velocities as shown in Equation (2.5), which is 

called single sensor modal analysis (SSMA). An early application using this method can be 

found in [50] where a method of manual SSMA was utilised by Sachse and Sancar. As 

mentioned by Gorman [36]  that the frequency contents and dispersion characteristics of the 

S0 mode were significantly different from those of the A0 mode, band-pass filtering 

techniques were used by Maji et al. [51], Dunegan [52] and Holford and Carter [53] to 

separate S0 and A0 modes, thus calculating the source to sensor distance using SSMA 

method. Later, SSMA method was examined on AE signals generated from a fatigue crack 

source by Pullin et al. [49]. Results showed that the estimation of a fatigue crack source to a 

sensor distance using SSMA was reasonably accurate. 

𝐷 = ∆t ∗ ⁡(𝐶S0 ∗ 𝐶A0)/(𝐶S0 − 𝐶A0) (2.5)  

where: 

𝐷  The source to sensor distance 

∆t  Arrival time differences between S0 and A0 modes 

𝐶S0  Velocity of the S0 mode 
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𝐶A0  Velocity of the A0 mode 

However, it should be noted that there are some limitations with the use of MAE. Since AE 

signals might be substantially affected by multiple wave propagation effects such as 

reflections, attenuation, mode conversions or dispersion, it can be very difficult to recognize 

two fundamental Lamb wave modes in AE signals, thus resulting in huge errors in estimation 

of the arrival time difference between S0 and A0 modes [54]. 

2.3 Wavelet transform 

A wavelet transform is formulated on the same mathematical principles as the Fourier 

transform and displays time-frequency distributions of a signal. Unlike Fourier transform 

which only displays global frequency spectra over an entire signal without time information, 

a wavelet transform gives both local spectral details and temporal information [55].  

The Continuous Wavelet Transform (CWT) is a linear transformation that decomposes 

signals through a set of dilated and translated parent wavelets by continuous convolution of 

the signal and shifting and scaling a parent wavelet. The CWT of function⁡𝑓(𝑡)⁡can be written 

as: 

𝑊𝑇(𝑎, 𝑏) =
1

√|𝑎|
∫ 𝑓(𝑡)𝜓∗
∞

−∞

(
𝑡 − 𝑏

𝑎
) 𝑑𝑡 (2.6)  

where: 

𝜓∗(𝑡)  The complex conjugation of the mother wavelet 𝜓(𝑡)  

𝑎  The scale of the mother wavelet 

𝑏  The shift of the mother wavelet 

The analysis function for CWT is defined as: 
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𝜓𝑎,𝑏(t) =
1

√|𝑎|
𝜓(
𝑡 − 𝑏

𝑎
) (2.7)  

𝜓𝑎,𝑏(t)⁡ is generated by dilatations and translation of a mother wavelet 𝜓(𝑡) . It is centered at 

𝑏 in time domain with a support width proportional to⁡𝑏. Requirement for the mother wavelet 

is to satisfy the following admissibility condition;  

∫
|𝜓̂(𝜔)|2

|𝜔|
𝑑𝜔 < ∞

∞

−∞

 (2.8)  

The Gabor function was chosen as the mother wavelet in this study because a higher time and 

frequency resolution can be provided by Gabor function compared with any other wavelets 

[56]. This function is defined as:  

𝜙𝑔(𝑡) =
1

√𝜋
4 √

𝜔0

𝛾
⁡exp⁡[−

(𝜔0/𝛾)
2

2
𝑡2]exp⁡(𝑖𝜔0𝑡) (2.9)  

The Fourier transform of Gabor function is defined as: 

𝜙̂𝑔(𝜔) =
√2𝜋

√𝜋
4 √

𝛾

𝜔0
⁡exp⁡[−

(𝛾/𝜔0)
2

2
(𝜔 − 𝜔0)

2] (2.10)  

where: 

⁡𝜔0  Positive constants 

𝛾  Positive constants 

The ‘AGU-Vallen Wavelet’ software was employed to carry out all the wavelet transform 

analysis in this thesis. It is a freeware program developed by Vallen Systeme GmbH and 

Aoyama Gakuin University. Colour plots of the wavelet transform coefficient in time-

frequency domain are produced by the software after the wavelet transform analysis. A 

typical two-dimensional wavelet transform diagram is given in Figure 2.8. Unlike a fast 

Fourier transform (FFT), the wavelet transform coefficients against time and frequency can 
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be viewed simultaneously in this diagram. The horizontal axis of the diagram is a measure of 

time and the vertical axis stands for the frequency range. The colour contour represents the 

wavelet transform coefficients of the signals with the highest coefficient region in red and 

smallest coefficient region in pink. 

  

Figure 2.8– A typical two-dimensional wavelet transform diagram calculated by wavelet software 

A wavelet coefficient plot shows the strength of the signal at a certain signal frequency. An 

example is presented in Figure 2.9, where the 150 kHz frequency is shown. The vertical axis 

of the plot stands for the wavelet coefficient value and the horizontal axis is the time domain 

of the signal.  

  

Figure 2.9– An example of a wavelet coefficient plot with 150 kHz frequency  
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By overlapping the calculated dispersion curves in Section 2.1.4 with wavelet transform 

diagram, the oncoming wave modes can be clearly distinguished. An example of a wavelet 

transform diagram overlaid by a dispersion curve was shown in Figure 2.10. 

 

Figure 2.10– An example of a wavelet transform diagram overlaid by a dispersion curve 

For identification of the arrival time, consider two harmonic waves of the same unit 

amplitude and with slightly different frequencies ⁡𝜔1 and ⁡𝜔2 traveling in X-direction [56]; 

𝑢(𝑥, 𝑡) = 𝑒−𝑖(𝑘1𝑥−⁡𝜔1𝑡) + 𝑒−𝑖(𝑘2𝑥−⁡𝜔2𝑡) (2.11)  

where: 

𝑘𝑖  The wave numbers corresponding to the frequency 𝜔𝑖 

Introducing: 

(𝑘1 + 𝑘2)/2 = 𝑘𝑐  

⁡⁡(𝑘1 − 𝑘2)/2 = Δ𝑘 

(2.12)  

(𝜔1 + 𝜔2)/2 = 𝜔𝑐 (2.13)  
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⁡⁡(𝜔1 −𝜔2)/2 = Δ𝜔 

Equation (2.11) becomes: 

𝑢(𝑥, 𝑡) = 2 cos(Δ𝑘𝑥 − Δ𝜔𝑡) 𝑒−𝑖(𝑘𝑐𝑥−⁡𝜔𝑐𝑡) (2.14)  

As seen in Equation (2.14), the resulting wave consists of two parts i.e. the carrier (the 

exponential term⁡𝑒−𝑖(𝑘𝑐𝑥−⁡𝜔𝑐𝑡)) and the modulation (the cosine term⁡⁡cos(Δ𝑘𝑥 − Δ𝜔𝑡)). The 

former travels with the phase velocity⁡𝑐𝑝 = 𝜔𝑐/𝑘𝑐, whilst the latter propagate with group 

velocity 𝑐𝑔 = 𝑑𝜔/𝑑 in the limit Δ𝑘 →0. Substituting Equation (2.14) in Equation (2.6) using 

the Gabor wavelet (Equation (2.9)), the WT magnitude of ⁡𝑢(𝑥, 𝑡)⁡can be written as: 

|𝑊𝑇𝑢(𝑥, 𝑎, 𝑏)| = √𝑎 {[𝜓̂𝑔(𝑎𝜔1)]
2

+ [𝜓̂𝑔(𝑎𝜔2)]
2
+ 2𝜓̂𝑔(𝑎𝜔1)𝜓̂𝑔(𝑎𝜔2)cos(2Δ𝑘𝑥 − 2Δ𝜔𝑏)}

1/2

 

(2.15)  

If Δ𝜔 is sufficiently small such that⁡𝜓̂𝑔(𝑎𝜔1) ≈ 𝜓̂𝑔(𝑎𝜔2) ≈ 𝜓̂𝑔(𝑎𝜔𝑐), Equation (2.14) can 

be written as: 

|𝑊𝑇𝑢(𝑥, 𝑎, 𝑏)| = √2𝑎|𝜓̂𝑔(𝑎𝜔1)|[1 + cos(2Δ𝑘𝑥 − 2Δ𝜔𝑏)]1/2 (2.16)  

Equation (2.16) shows the largest value of the WT magnitude locates at 𝑎 = 𝜔0/𝜔𝑔 and⁡𝑏 =

(
∆𝑘

∆𝜔
) 𝑥 = 𝑥/𝑐𝑔. This location on the (𝑎, b) plane can be used to identify the arrival time of 

the group velocity 𝑐𝑔 at the frequency 𝜔𝑐 = 𝜔0/𝑎 i.e. 𝑓 = 1/𝑎 . 

2.4 Arrival time determination 

2.4.1 Introduction 

One of the critical aspects of AE-based monitoring is the determination of the arrival time of 

the AE signals. Accurate determination of arrival time of signals plays a key role in the data 
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analysis and results interpretation. In this section, several commonly utilized methods for 

estimating AE arrival times of AE signals were discussed below. 

2.4.2 Akaike Information Criterion (AIC) 

AIC was a statistical method, which was developed by Akaike [57] to select statistical model 

in 1974. A decade later, AIC calculation was further developed by Maeda [58] to be applied 

to a raw transient signal for automatic determination of the onset time. In 2005, two auto-

pickers which were based on Hinkley criterion [59] and AIC respectively were adopted and 

studied by Kurz et al. [60] in order to achieve reliable and automatic onset detection. It was 

concluded that a considerably better result was achieved by AIC picker than Hinkley picker. 

The following form of AIC was developed by Maeda [58].  

𝐴𝐼𝐶𝑡 = 𝑡 log10(𝑉𝑎𝑟(𝑥[1; 𝑡])) + (𝑇 − 𝑡 − 1) log10(𝑉𝑎𝑟(𝑥[𝑡; 𝑇])) (2.17)  

where: 

𝑉𝑎𝑟(𝑥) The variance of 𝑥 

𝑥[1; 𝑡]  𝑥  data from time 0 to 𝑡  

𝑇  The end of data set 

𝑥[𝑡; 𝑇]  𝑥  data from time 𝑡 to 𝑇 

The signal is divided into two part in this function; the first one is from time 0 to time 𝑡 and 

the second one is from time 𝑡 to time 𝑇.  For a specific time 𝑡, the variances of the first part 

of and second part of the segmented signal are calculated to measure the similarity in entropy 

between two parts. By increasing the value of time 𝑡 gradually, the value of 𝐴𝐼𝐶𝑡 through the 

entire signal can be calculated. In an AE waveform, the region of noise before the signal 

onset has the feature of very little structure which results in high entropy. In contrast to the 

noise, the region of signal shows substantially higher structure which leads to low entropy. 

Therefore, the minimum value of 𝐴𝐼𝐶𝑡, i.e. minimum similarity in entropy will be observed 

when the time 𝑡 equals to the arrival time of the signal. 
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The AIC method has several advantages over other arrival time determination methods, 

including its ability to handle non-Gaussian noise and its flexibility in dealing with waveform 

distortions. However, it can be computationally intensive and requires careful selection of the 

candidate arrival times. 

2.4.3 Cross-correlation Method 

The cross-correlation method is usually utilized to measure the extent of similarity or 

correlation between two signals [61]. In AE testing, cross-correlation is typically performed 

on the waveform data acquired from multiple sensors. Due to differences in distance and 

location to the AE source between sensors, the arrival times of AE signals recorded from the 

same source can vary slightly. By applying cross-correlation method on the waveform data 

from each sensor, the time delay between the AE signal at each sensor can be determined.  

For discretized AE signals, the correlation between the measured signal 𝑥(𝑛) and a reference 

signal 𝑦(𝑛) with the same 𝑁 samples length can be expressed by the following equations. 

𝑟𝑥𝑦(𝑙) =
1

𝑁
∑ 𝑥(𝑛) ∙ 𝑦(𝑛 + 𝑙)

∞

𝑛=−∞

, 𝑙 = 0,±1,±2…𝑁 − 1 (2.18)  

where: 

𝑙  index 𝑙 is considered to be the time lag 

The time delay between two signals corresponds to the maximum value of 𝑟𝑥𝑦.  

The cross-correlation method is widely used in AE testing because of its robustness and 

reliability. It only requires basic mathematical operations, thus being simple to implement. 

However, the accuracy of the predicted arrival time relies on the selected reference signal in 

the cross-correlation analysis. In addition, another disadvantage of using cross-correlation 

method is that it can be sensitive to noise or other types of interference, which can lead to 

inaccuracy arrival time of signals. 
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2.4.4 Wavelet Transform (WT) 

The WT is a mathematical tool that has been widely used for the analysis and processing of 

AE signals. In particular, the WT has been used for the determination of the arrival time of 

AE signals. This is discussed in detail in Chapter 4.  

2.5  AE source location 

2.5.1 Introduction 

During AE testing, elastic waves emitted from a source propagates through the structure and 

arrives at each sensor. If this signal crosses a predetermined threshold, the AE system will 

record this time. As the arrival time at each sensor is recorded, AE sources can be located. 

Source localisation is an essential tool in AE analysis. If locations of AE events are known, 

grouping of events can be used to identify hot spots and filter bad data. Source localisation is 

also considered to be one of the key problems in the AE monitoring as the precision of source 

location will greatly influence the application of AE monitoring. Since a location algorithm 

will affect the accuracy of AE location, it should be selected carefully to meet monitoring 

requirements and improve the location accuracy.  

In the 20th century, various classical source localization methods were proposed, including 

iterative method (e.g. Geiger method [62], Thueber method [63] and simplex method [64]) 

and non-iterative method (e.g. Inglada method [65], US Bureau of Mines method [66,67] ). In 

these classical methods, it is assumed that AE waves travel in a straight line from AE source 

to sensors and the wave velocity is constant in each direction, creating a circular wave front 

However, due to the nature of composites, the velocity of the S0 mode is known to be greater 

in the direction of fibres than in off-fibre directions [68]. Thus, Paget et al. [69] developed a 

method of considering the wave front as elliptical, i.e. higher velocities in one direction than 

another, which was shown to work well in composites. 

 Much effort have been devoted to improve source localization accuracy. A novel analytical 

method for the three-dimensional (3D) location of AE sources under a cube monitoring 
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network with five sensors was proposed by Dong et al. [70]. Equations for localizing AE 

sources were established and a set of analytical solutions were obtained. Since the proposed 

method is non-iterative and only requires simple mathematical calculations, convergence 

problems are eliminated and the live application of this method on the measurement system is 

possible. The results showed that the proposed solution can achieve high accuracy in source 

location. However, the issue with this method is that it requires a known wave velocity, 

which makes it challenging to use in scenarios involving anisotropic materials. In such cases, 

where velocities are not constant and difficult to measure, the method's effectiveness is 

compromised. Therefore, to address this issue, analytical solutions were optimized by Dong 

et al. [71] using five sensors and multiple networks. A notable advantage of this updated 

method was that the pre-measured velocity was not required. Later, WT and cross-time 

frequency spectrum were combined by Mostafapour et al. [72] to identify the source of AE in 

plate-like structures. A signal packet with a frequency range of 0.125-0.25 MHz was selected 

using wavelet packet decomposition. Afterwards, cross-time frequency spectrum was 

calculated using the short-time Fourier transform of the cross-correlation between selected 

signal packets. The time delay corresponded to the peak value of cross-time frequency 

spectrum. Subsequently, the corresponding frequency at this peak was extracted. Finally, the 

group velocity of wave velocity at the resulting frequency was determined using the 

dispersion curve. The proposed algorithm was tested using an artificial AE source (such as 

PLB) and the location results show a high degree of precision.  

With the development of the AE technique, more AE source location methods were proposed 

by researchers. Since AE source location is very difficult in complex structures, much effort 

has been devoted to the development of source localisation in complex structures. To localise 

AE sources in structures where a direct propagation path is blocked, a correlation operator 

was proposed by Ing et al. [73] and Park et al. [74] to measures the similarity between two 

AE events using the concept of time-reversal. The correlation between a real AE event and a 

set of artificial AE sources was assessed and the artificial AE source that returned the highest 

similarity corresponded to the location of the real source. Later, delta-T source location was 

proposed by Baxter [40]. The technique requires the structure to be mapped by performing 

the Hsu-Nielsen (H-N) sources [31] and evaluating the difference of arrival times at the 

sensor pairs to estimate the source location. Real test data can then be located using these 
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maps. This technique has been shown to improve AE source location accuracy in complex 

structures [75–79].  

In 2012, an approach similar to time-reversal was implemented by Ciampa and Meo [80] for 

AE source localisation in complex geometries. By ensuring a diffused wavefield, it is 

possible localize an impact event with only a single sensor. Similarly, a single-sensor 

approach was also used by Ebrahimkhanlou and Salamone [81].  In this approach, deep 

neural networks were trained to map a recorded AE waveform to a source location. Although 

the results were promising, the neural network's outputs were limited to providing 

deterministic source location estimates, and therefore did not provide a metric to quantify the 

level of confidence in the predictions. Later, Hensman et al. [82] utilised Gaussian process 

regression, which is Bayesian non-parametric method, to describe all source location 

parameters as posterior probability density functions. The locations of AE sources were 

predicted by directly learning an inverse mapping from the difference in time-of-flight to the 

source's location. In each prediction, it was associated with a level of uncertainty. Following 

that, Jones et al. [83] extended the use of Gaussian process regression and a new approach 

was proposed for identifying the location of AE sources in complex structures. In contrast to 

the method proposed by Hensman et al. [82], it involved a forward-model solution, where the 

source coordinates are mapped to difference-in-time-of-arrival values. With a difference in 

time-of-flight measurement, the likelihood of source locations across the structure's surface 

were assessed and a mapping in which the predicted source locations were associated with a 

level of probability was generated.  Recently, A* Location Method (ALM) was proposed by 

Hu and Dong [84]. In ALM, a grid node model representing the specimen shape is built using 

node matrix with digits 0 or 1. The travel path of an AE wave between a source and a sensor, 

which is the shortest, is found in the grid node model using A* search algorithm. The pencil 

lead test results indicate that the location error on complex structure with circular or square 

holes can be reduced effectively by using ALM.  

For delta-T method, there is no need to take the influence of geometry and wave velocity on 

source location into account, while it will be quite costly in terms of time and labour as both 

methods require considerable amount of training and calculation. This means that both 
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methods might be only suitable for examining key areas of interest. When it comes to 

monitoring the global structure, the classical method will be a better choice. 

2.5.2 Time of Arrival technique 

The traditional and most commonly used source localisation method within the field of AE is 

the Time of Arrival (TOA) technique. This most established technique has been built into all 

commercially available AE systems as default source location method. A more detailed 

explanation of this technique can be found in the work by Miller and Mclntire [43] and 

Rindorf [34].  

2.5.2.1 One-dimensional source location 

An example of linear source location shown in Figure 2.11 is used to introduce the one-

dimensional TOA location methodology in a simple way. An array of three sensors is 

instrumented along the beam. AE waves emitted from AE source propagate in both 

directions. The zonal location is considered to be the most basic way to locate the AE source. 

In this method, the order in which AE waves reach each sensor is examined. As presented in 

Figure 2.11 a, the first sensor hit is sensor 2 and therefore the expected range of source 

location is from the midpoint of sensor 1 and 2 to the midpoint of sensor 2 and 3. If the 

second sensor hit is considered, a source location area with higher accuracy can be defined. 

As shown in Figure 2.11 b, the second sensor hit is sensor 1 and therefore the source location 

area can be further refined and reduced to the range from the midpoint of sensor 1 and 2 to 

sensor 2. A more accurate source location can be determined with known time arrival 

differences between sensors. As shown in Figure 2.11 c, if the sensor 2 is the first hit sensor 

and sensor 1 is the second, the time difference between sensor 1 and sensor 2 can be written 

as the following equation; 

∆𝑡 = (𝑑2 − 𝑑1)/𝐶AE (2.19)  

where: 

𝐶AE  Calculated wave velocity 
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∆𝑡  Time difference between sensors 

𝑑1  Distances from the source to first hit sensor 

𝑑2  Distances from the source to second hit sensor 

 

Figure 2.11– TOA linear source location; a) zonal location for first hit at sensor 2, b) zonal location for first hit 

at sensor 2 and second hit at sensor 1, c) hit sequence and arrival time difference measurement. 

2.5.2.2 Two-dimensional source location 

The same technique can be expanded to two-dimensional source location. As shown in the 

Figure 2.12, two sensors (sensor 1 and sensor 2) are located⁡𝑑 apart and placed on an infinite 

plate. Based on the assumptions that the propagation speed of a stress wave generated from 

an event is constant in all directions, the following equations can be found [43]; 

 

Figure 2.12– Two-dimensional source location with two sensors  

∆𝑡𝐶𝐴𝐸 = 𝑑2 − 𝑑1 (2.20)  
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And   

z = 𝑑1 sin 𝜃 (2.21)  

z2 = 𝑑2
2 − (𝑑 − 𝑑1 cos 𝜃)

2 (2.22)  

Then   

𝑑1
2sin2𝜃 = 𝑑2

2 − (𝑑 − 𝑑1 cos 𝜃)
2 (2.23)  

𝑑1
2 = 𝑑2

2 − 𝑑2 + 2𝑑 ∙ 𝑑1 cos 𝜃 (2.24)  

Substituting 𝑑2 from Equation (2.20) into Equation (2.24) gives: 

𝑑1 =
1

2
∙ (

𝑑2 − ∆𝑡2𝐶𝐴𝐸
2

∆𝑡𝐶AE + 𝑑 cos 𝜃
) (2.25)  

 

  

Using the given hit sequence and arrival time difference from two sensors, this equation for a 

hyperbola (Hyperbola 1-2 in Figure 2.13) describes all the potential locations of the source. 

However, the information is not sufficient to provide one definitive position. The source 

location with higher accuracy can be reached with a third sensor (sensor 3 in Figure 2.13). A 

second (1-3) and third hyperbolas (2-3) can be effectively created as shown in Figure 2.13. A 

more accurate position of the source is given by the intersection of the three hyperbolas. The 

number of hyperbola will be increased by adding further sensors into the sensor array and 

therefore the accuracy of source location will be improved. 

 

Figure 2.13– Two-dimensional source location with three sensors  
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Although TOA location technique is a traditional and widely used source location method, 

the likely source of errors cannot be ignored. The potential errors [41] associated with TOA 

are summarized and listed as following. A thorough explanation of possible sources of error 

in this technique can be found in the work by Miller and Mclntire [43] and Rindorf [34].  

• Triggering errors. In AE instrumentation, if the amplitude of a signal crosses a pre-set 

threshold, the arrival timing will be triggered and an AE hit will be recorded. Then the arrival 

time differences between sensors can be calculated. Typically, the triggering of timing 

measurement is dependent on the arrival of the extensional mode. Due to wave attenuation, 

extensional components may have a lower amplitude than pre-set threshold after travelling a 

considerable distance. This can cause a triggering of different temporal points of the signal. 

These inaccurate triggering can result in erroneous arrival time differences between sensors 

and hence incorrect location results. This error can also be found when using AE techniques 

to record signals with low signal-to-noise ratio. In these AE applications, in order to exclude 

the background noise, the pre-set threshold is defined with a sufficiently large value. 

However, the amplitude of the extensional mode components may fail to cross the high 

threshold at correct point of a signal or even fail to trigger a recording.  

• Effect of dispersion. Because of the effect of wave dispersion, the waveform of a signal 

changes during wave propagation within the structure. These alterations can result in an AE 

hit detected at different phase points in its arrival.  

• The assumption of constant wave velocity and direct wave path. The main assumptions 

made for TOA techniques are uniform wave speed in the test structure and straight wave path 

between the AE source and sensor. However, due to the inhomogeneity of some materials 

such as composites, wave velocities may vary in different directions. Furthermore, the 

complexity of the real life structures means that a direct wave path may be very difficult to be 

achieved during AE monitoring. The wave propagation route from the source to the sensor 

can be influenced by geometric features including stiffeners, holes and thickness change. The 

irregular wave speeds or indirect wave paths mean that hyperbola equation which describes 

the possible source locations is no longer correct and hence source locations are not accurate.  
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2.5.3  Delta-T Mapping technique 

As discussed above, the main assumptions made for traditional TOA source location 

techniques are constant wave speed in the test structure and straight wave paths between an 

AE source and sensors. However, due to the inhomogeneity of some materials such as 

composites, wave velocities may vary in different directions. Furthermore, the complexity of 

the real structures means that a direct wave path may be very difficult to be achieved during 

AE monitoring.  

Therefore, in order to overcome the aforementioned two major assumptions, a methodology 

called delta-T mapping source location technique was developed by Baxter et al. [75]. Due to 

the good performance of this technique, it has been adopted in further lab-based studies by 

Eaton et al. [68], Pearson et al. [76] and Grigg et al. [77]. According to a detailed description 

of delta-T mapping technique found in Baxter et al. [75], the five procedural steps of 

implementing this technique are shown in Figure 2.14 and provided below; 

 

Figure 2.14– Five procedural steps of implementing delta-T technique [75] 

• Determine area of interest. Though delta-T mapping technique can offer the ability to 

provide complete coverage of an entire structure, it is the best to utilize this technique over an 

area with special interest such as damage susceptible area because ahead of the start of the 
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testing, the data collection process on the test structure required by delta-T mapping is time 

consuming. FE modelling can be used to identify those areas of interest due to high stress. 

• Construct a map System. After an area of interest is defined, a training grid is placed on this 

area. The AE events within this area can be located. The location accuracy can be improved 

with the increasingly high resolution of the grid, while the grid resolution should not be 

smaller than one wavelength because this is the minimum location resolution [75]. As the 

reference used in delta-T mapping technique is the training grid rather than sensor locations 

used in traditional TOA method, there is no need to place AE sensors within the grid and 

know the sensor positions.  

• Collect arrival time data. The generation of artificial AE sources (nominally H-N sources) at 

each node of the grids can provide data for each sensor. To reduce erroneous data and 

provide a reliable average result, five sources at each node are considered to be adequate 

according to practical work [75]. It is acceptable to have some missing data points due to 

holes on the area because those points can be interpolated from adjacent nodes.  

• Calculate delta-T map. The arrival time difference or delta-T can be calculated for each 

sensor pair using the time arrival information recorded at each sensor after the generation of 

an H-N source. If four sensors (1, 2, 3 and 4) are used in the tests, there will be six sensor 

pairs (i.e., 1-2, 1-3, 1-4, 2-3, 2-4 and 3-4). A delta-T map can be generated from one sensor 

pair. The information stored at each node of a delta-T map includes node coordinates and 

average delta-T. The delta-T map can be plotted as contours of equal delta-t. The density of a 

map can be increased through interpolation.  

• Locate real AE events. The time arrival difference between each sensor pair from a real AE 

event can be calculated and used to identity a line with same and equal delta T in 

corresponding map. This line represents all possible real AE event locations in each map. 

Theoretically, by overlaying all the resulting maps, the intersections of all lines should 

converge into one point. However, in practice, it is a different situation due to marginal error 

at each step. Therefore, all intersection points of lines are calculated and a cluster analysis is 

applied to find the convergence point which is also the most likely location of a real AE 

event.  
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As factors including complex geometric features and damaged regions can be taken into 

consideration within mapping area and detailed accurate wave speed data are not required, 

this technique has shown its advantage on source location in aerospace structure and 

composite materials. However, the disadvantages of this technique are listed as following; 

1. As the training grid data are collected manually, this process is lengthy and time 

consuming. Furthermore, the chances of human error are introduced; for example, not 

performing the PLB on top of the exact grid point and failing to remove the erroneous 

training data.  

2. Traditional threshold crossing approach, which is used in this technique in order to 

determine the arrival of waves at each sensor, is considered to be unreliable in determination 

of the time arrival of an AE event.  

3. Since H-N sources are generated to provide AE data, there is a high risk of foreign object 

debris from broken pencil leads, which is a major problem in some sectors.  

These disadvantages of this technique limit its performance and lead to reduced accuracy of 

source locations. 

2.6 Background theory on corrosion and stress corrosion 

cracking 

Corrosion of steel is an electrochemical process, which leads to a degradation in the material 

properties. Steel structures exposed to extreme environments, such as marine and highly 

polluted industrial settings, are particularly vulnerable to corrosion. Among the widely 

differing forms of corrosion, this study focuses on uniform corrosion and SCC which are 

shown in Figure 2.15. 
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Figure 2.15– Two forms of corrosion; (a) uniform corrosion and (b) SCC 

Uniform corrosion is one of the most common forms of corrosion that occur on mild steel. It 

is widely understood through the reaction of iron (𝐹𝑒) when exposed to water and oxygen 

mild steel is exposed to water and oxygen [85], as shown in Figure 2.16.  

 

Figure 2.16– Uniform corrosion of mild steel [85] 

The process initiates when iron is oxidized at the anodic sites, leading to the formation of 

ferrous ions (𝐹𝑒2+), as shown in Equation (2.26), and the release of electrons which travel to 

the cathodic site via an electronic path within the metal. In the cathodic site, these electrons 

react with water and oxygen to create hydroxide ions (𝑂𝐻− ), as shown in Equation (2.27). If 

the solution is acidic without oxygen, the reduction of hydrogen ions (𝐻+) will generate 

hydrogen gas (𝐻2) (Equation (2.28)). 

𝐹𝑒 → 𝐹𝑒2+ + 2𝑒− (2.26)  

𝑂2 + 2𝐻2𝑂 + 4𝑒− → 4𝑂𝐻− (2.27)  

2𝐻+ + 2𝑒− → 𝐻2 (2.28)  
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After that, the resulting 𝑂𝐻− will combine with 𝐹𝑒2+ to produce iron hydroxide, 𝐹𝑒(𝑂𝐻)2 

(as shown in Equation (2.29)) at the cathodic site. This substance is a solid residue of 

corrosion and an incomplete form of rust. A further hydration and oxidation reactions of this 

substance will lead to the formation of a complete corrosion product, which is a complex 

mixture commonly referred to as ferric oxide (𝐹𝑒2𝑂3) (Equation (2.30)). 

𝐹𝑒2+ + 2𝑂𝐻− → 𝐹𝑒(𝑂𝐻)2 (2.29)  

𝑂2 + 4𝐹𝑒(𝑂𝐻)2 → 2𝐹𝑒2𝑂3 + 4𝐻2𝑂 (2.30)  

SCC is a complicated process that results from a combination of mechanical factors, 

metallurgical effects, and environmental characteristics. The concept of the "stress corrosion 

spectrum" was firstly introduced by Parkins [86] to evaluate the SCC mechanism. This 

spectrum takes into account the influence of both electrochemical and mechanical factors, 

which can vary over time as the SCC damage mechanism evolves [87]. 

Typically, SCC originates from localized corrosion or mechanical flaws such as pitting, 

intergranular attack, scratches, or inherent defects [87]. As time progresses, these defects 

progress into short cracks that grow slowly until they reach a critical length, ultimately 

resulting in component failure.  

2.7 Literature review 

As discussed in Chapter 1, this research aims to optimise an advanced AE damage location 

technique, delta-T mapping using the Finite Element (FE) method and improve the AE 

techniques and analysis methods required for monitoring corrosion and SCC. Thus, a 

comprehensive literature review exploring FE modelling of AE and monitoring corrosion and 

SCC with AE techniques was conducted. 

2.7.1 FE Modelling of AE 

The FE method, which was developed by engineers in the mid-1950s, has been popular 

because of fine discretization, efficient and reliable algorithms and fast computing systems. 
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Numerous studies [87–92]  conducted for simulation of AE signals in both steel and carbon-

fibre reinforced plastics (CFRP) can be found.  

In 1994, a 2-D (two-dimensional) dynamic finite element method (DFEM) was developed 

and validated by Gary and Hamstad [87] to predict AE waveforms in thin plates. Good 

agreement between predictions from the FE model and experimental measurements was 

found. The influence of different variables including the mesh size, source rise time and 

sensor aperture were investigated. Based on the 2-D DFEM, a 3-D DFEM used for predicting 

far-filed AE displacement fields was developed by Hamstad et al. [88].  The out-of-plane 

displacements in the 3-D model were firstly compared with those in 2-D models and good 

agreement were found. After that, the 3-D FE models were validated by laboratory 

experiment data which were collected by performing in-plane and out-of-plane H-N sources 

on a 1.32 m × 0.78 m × 0.254 m plate. It was concluded that in order to simulate the Rayleigh 

waves properly and accurately, it is necessary to increase the mesh density away from the 

source.  

In the above-mentioned work on simulation of AE using 2-D and 3-D DFEM, only a surface 

monopole AE source had been studied. However, AE source configurations such as buried 

dipole sources should be taken into consideration as they are more realistic and more 

complicated as well. In 1998, Hamstad et al. [93,94] extended the DFEM method to predict 

the AE waveforms generated from buried transient dipole, which was modelled by applying 

two closely spaced and simultaneous body forces along opposite directions. FE predictions 

were shown to be in good agreement with published results. A function of the minimum 

wavelength was proposed to calculate the maximum source and mesh size in point sources. 

Until that time, only direct AE signal arrivals were predicted with the DFEM method, and a 

reflected AE waveform, which is an important part of signals, had not been investigated. 

Prosser et al. [95] then used 3-D DFEM to predict AE waveforms including direct signal 

arrivals and reflection components in finite plates.  H-N sources on both the surface and the 

edge of the thin plate were modelled for the experimental confirmation. The reflected AE 

waveforms, which were predicted by the FE method, were shown to have high accuracy. It 

was also concluded that A0 (zero order anti-symmetric Lamb mode) will be preferentially 

generated with surface lead breaks while S0 (zero order symmetric Lamb mode) will be 
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preferentially generated with H-N sources on the edge near the mid-plane of the plate. In 

addition to DFEM, Mindlin Plate Theory (MPT) was also used by Prosser et al. [96] to 

predict AE waveforms in thin plate. Predictions from MPT were compared with those from 

DEFM.  Though some discrepancies did exist, AE signals predicted by MPT were in good 

agreement with those by DFEM. At shorter times, before the reflections, the discrepancies in 

the waveforms were due to the approximate nature of the MPT. At longer times, after the 

reflections, the discrepancies were a result of different reflections which were caused by 

differences in the boundary conditions used in DFEM and MPT.  

Later, a FE model in which a piezoelectric transducer was simulated was developed by Hill et 

al. [97] using commercial FE software PAFEC-FE. A step force was used in the model to 

excite AE waves. The effect of varied source types and positions was evaluated in the work.  

In contrast to source models in which a force-time curve is defined as the source function and 

the directivity of source couples and their positioning are assumed, a new microscopic source 

model was presented by Sause and Horn [22] to simulate the excitation of macroscopic plate 

waves resulting from failures. AE waves generated by matrix cracking, fibre breakage and 

fibre matrix interface failure in carbon fibre reinforced plastic (CFRP) specimens were 

investigated using the Structural Mechanics Module of commercial FE software Comsol 

Multiphysics. Simulated signals were shown to be in systematic agreement with experimental 

data collected from four-point bending experiments of CFRP structures. Following that, the 

influence of microscopic elastic properties and varied geometries of AE sources on simulated 

AE waves were investigated by Sause and Horn [23] using FE modelling approach. The AE 

wave simulated on the anisotropic, homogeneous model was compared with that on an 

anisotropic, microscopically inhomogeneous model. The results indicated that microscopic 

elastic properties of the AE source have a considerable impact on the formation of distinct 

Lamb wave modes. Later, the studies were extended by Sause [24] in evaluating the influence 

of internal discontinuities on signal propagation in CFRP plates. It was shown that internal 

damage had a significant effect on the AE source localisation because the damage resulted in 

distortions of wave patterns and had a significant effect on the initial arrival time of different 

wave modes.  
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Afterwards, a new model using the cohesive zone modelling (CZM) approach was introduced 

by Sause et al. [98]. The cohesive-like interface included in the model is determined 

according to the experimental measurements. Through a multi-scale and multi-physics 

approach, the initiation and propagation of cracks, signal propagation process and the 

detection process of an AE sensor were considered. Signals generated using the modelling 

approach had been validated against the data collected from micromechanical experiments. In 

addition to CZM, Extended Finite Element Method (XFEM) was used by Cuadra et al. [99] 

to simulate the excitation of AE wave due to the onset of crack. In 3D FEM models, the 

fracture mechanics were linked to AE by an integrated computational approach. Fracture 

mechanics parameters in the CZM and XFEM models were defined according to the 

experimental measurements. Computational results obtained from the two models were 

compared and analysed to investigate the wave initiation and propagation near and far from 

the crack tip. The effect of geometry and material properties on the wave characteristics were 

also investigated. It was observed that a shift of the peak frequency of the modelled 

waveforms was shown to be a function of distance from the crack source, which can be used 

as a guide when selecting the sensor type.  

In addition to aforementioned methods of simulating AE sources, some simplified methods 

[100–102] can also be found. A method in which nodes were released to generate AE waves 

were proposed by Lee et al. [102]. The process contains static and dynamic analyses. As 

shown in Figure 2.17 a), the FE static analysis, in which the tensile stress was applied to the 

un-cracked specimen, was firstly performed with the commercial FE code ABAQUS. The 

boundary condition of the crack surface was defined as symmetric. Following that, the stress 

field calculated in the static analysis was imported as a predefined filed in the dynamic 

analysis (Figure 2.17 (b)). The symmetry boundary conditions on crack surface was removed. 

Therefore, nodes on crack surface was released and AE waves were generated at the same 

time. The disadvantage of this method is that it cannot be applied on unsymmetrical FE 

models. 
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Figure 2.17– Basic procedure of first method; (a) static analysis and (b) dynamic analysis 

Later, a similar method was proposed by Tang [101]. In this method, material properties of 

steel (Material 1 in Table 2.1) were assigned to the model firstly as shown in Figure 2.18 a). 

Subsequently, as shown in Figure 2.18 b), the material properties of Material 2 in Table 2.1 

were assigned to elements at the crack instantaneously. The stiffness (Young’s Modulus) of 

these elements were reduced to nearly zero, which means these elements were artificially 

deleted, thus producing AE waves. 

Table 2.1 – Material properties 

 Temperature (°C) Young's Modulus (GPa) Poisson's Ratio Density (Kg/m3) 

Material 1 20 207 0.3 7830 

Material 2 0 ~0 0.3 7830 
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Figure 2.18–Simulating crack growth by reducing Young’s Modulus to ~0; (a) material properties of Material 1 

were assigned to the model and (b) material properties of Material 2 were assigned to elements at the crack 

Recently, a localisation technique utilizing FE simulation in conjunction with Artificial 

Neural Networks (ANN) was proposed as an efficient approach for source location in 

complex structures by Cheng et al. [92]. In this technique, AE waves induced from H-N 

sources were simulated using excitation signals modulated as tone bursts with the central 

frequency of 150 kHz at the FE model. The onset time of signals were collected using FE 

simulation results. Based on that, the ANN models were trained. To test the performance of 

this technique, H-N sources were performed on a steel-concrete composite girder. It was 

shown that AE source locations were predicted with satisfactory accuracy on a steel-concrete 

composite girder. 

To summarize, FE modelling is a commonly employed technique for predicting the 

generation and propagation of AE waves in materials. Various types of AE sources, such as 

crack growth, matrix cracking, or fibre breakage were simulated in FE models and the impact 

of different factors such as material properties and loading conditions on AE behaviour had 

been studied. More recently, FE modelling has been utilized to generate training data for AE 

source localizations. 

2.7.2 Monitoring corrosion with AE techniques 

In 1992, to quantify AE data with pitting corrosion, AE technique was utilised by Jones and 

Friesel [103] to detect and investigate the pit initiation and growth on low-carbon type 304 
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stainless steel. Tests were conducted in 0.05% and 5.5% NaCl solution acidified to pH=1. A 

significant number of AE signals were recorded during pitting corrosion. Though the exact 

AE generation sources were not delineated, the authors [103] speculated that the rupture of an 

oxide or salt cap covering the pits might be a possible AE source. They mentioned that if the 

guess was correct, mainly large pits, which were only a small percent of the pits, were 

acoustically active. This could be a problem for monitoring pitting corrosion using AE 

techniques since the majority of pits cannot be detected. Therefore, to explore this topic 

further, the AE response of pitting corrosion on 316L austenitic stainless steel was 

investigated by Mazille et al. [104] in laboratory experiments. Tests were carried out in 3% 

Nacl solution with pH=2.  Results showed that AE events occurring during the pitting 

corrosion process were easily detected and the AE activity was in a good correlation with the 

pitting rate during the tests. Though the exact process responsible for the AE generation 

during pitting corrosion was still not identified clearly, results of the study demonstrated that 

AE technique is as a useful tool for detecting and monitoring the occurrence of pitting 

corrosion.  

Since the influence of the polarization procedure and the material sensitivity towards pitting 

corrosion on AE response of pitting corrosion were not clear, the experimental work was 

conducted by to explore this topic further by Fregonese et al. [105]. Two types of 316L 

austenitic stainless steels with different sensitivity towards pitting and two polarization 

procedures (i.e. under potentiostatic or galvanostatic polarization conditions) were adopted to 

initiate corrosion pits in a 3% NaCl solution (acidified to pH=2). Results showed that the 

time delay (which was defined as a short time period before a significant AE activity) and AE 

hit rate when pits propagated were highly related to the material sensitivity towards pitting 

and the polarization procedure. AE features including rise time and counts number were 

higher during pit propagation compared to pit initiation, while no obvious change on the 

amplitudes of AE signals was observed throughout the pitting corrosion tests. Considering 

different characteristics of AE signals during pitting initiation and propagation, it was of great 

importance to study the AE responses at different steps of pitting corrosion separately. Thus, 

following that, the research was extended by Fregonese et al. [106]. Pit initiation and 

propagation on 316L austenitic stainless steel were investigated separately using AE 

technique. The results showed that the pit initiation process was not highly acoustically 
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emissive, while significant number of AE signals were recorded when pits propagated. It was 

found that the increase AE signals from pit initiation to propagation corresponded to the 

recording of resonant signals, which were predominant when pits grew in the form of 

occluded cells and developed with a sufficient rate. It was very likely that these resonant 

signals were attributed to the evolution of hydrogen bubbles. Moreover, a drastic change of 

AE features, e.g. rise time and counts number, was observed when the corrosion mechanism 

changed from pitting corrosion to uniform corrosion, which indicated that it was very 

promising to use AE technique to detect the change of the corrosion mechanism.  

Later, experimental work was conducted by Kim et al. [107] to examine the capability of AE 

techniques to detect and monitor crevice corrosion on 304 L austenitic stainless steel. During 

the experiment, the initiation, propagation and repassivation of crevice corrosion were 

controlled by adding hydrogen peroxide and hydrochloric acid and changing the applied 

torque of crevice assembly. Results showed that corrosion potential of the specimen, AE 

activity and AE hit rate were closely correlated with the weight loss and the area of affected 

metallic surfaces during crevice corrosion. Fluctuations of AE parameters including rise time, 

counts number, duration and cumulative energy were overserved when crevice corrosion 

propagated. It was concluded that one of possible AE sources was the bubble formation from 

cathodic reactions within the crevice. 

In 2003, both potentiodynamic method and AE technique were employed by Darowicki et al. 

[108] to study the pitting corrosion on 304L stainless steel, in 3% sodium chloride solution 

with pH =2. It was found that potentials of pitting corrosion seemed not to correlate to AE 

activity and the occurrence of AE events during polarization was random. Hence, they 

concluded that the AE activity during pitting corrosion process on stainless steel were 

attributed to formation of hydrogen bubbles rather than pitting corrosion. Later, experimental 

work were carried out by Jomdecha et al. [109] to characterise and locate four different types 

of corrosion, i.e., uniform, pitting, crevice corrosion and SCC. It was found that the 

correlations analysis based on AE parameters such as amplitude and counts can be utilised to 

distinguish between different types of corrosion. For uniform corrosion, a significant number 

of AE hits were observed in the first 4 hours, but they decreased rapidly afterwards. In the 

case of pitting and crevice corrosion, high AE hits with a broad range of amplitudes were 
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detected. Initially, the count rate was low but increased quickly in later stages. For SCC, large 

number of AEs hit with a wide range of amplitudes were recorded at the beginning of the 

process. However, they decreased exponentially with time. In addition, AE sources arising 

from different corrosion mechanisms were successfully located by the AE system.  

Later, Jirarungsatian and Prateepasen [110] performed some experiments to investigate 

characteristics of AE sources in uniform and pitting corrosion process. The AE activity and 

electrochemical characteristics were recorded during pitting corrosion tests on 304 stainless 

steel and uniform corrosion tests on A36 mild steel. Three AE sources, i.e., gas bubbles 

activation, passive film rupture and pitting propagation were identified in the pitting 

corrosion tests. In uniform corrosion tests, two AE sources associated with gas bubbles 

activation and uniform corrosion were identified. Results showed that AE parameters such as 

duration and average frequency were useful for discriminating between pitting and uniform 

corrosion.  

Since there are still a number of unclarified points regarding characteristics of AE signals and 

AE sources during pitting corrosion, experimental work on AE monitoring of pitting 

corrosion of 304 stainless steel in varied solutions with different pH values and Cl 

concentrations was conducted by Xu et al. [111]. It was found that AE signals in the context 

of pitting corrosion can be classified into two groups (Type 1 and 2) and signals in Type 2 

had higher AE parameters such as rise time, count number, duration and amplitude than those 

in Type 1. Moreover, it appeared that duration and amplitude were more useful for 

discriminating between different pitting corrosion stages than other AE parameters such as 

rise time and count number. It was also found that the hydrogen bubble evolution was one of 

AE sources during the pitting corrosion.  

Although there had been many investigations on AE monitoring of pitting corrosion as 

discussed above, the AE activity during pitting corrosion on vertically positioned stainless 

steel wat not fully studied. Hence, an investigation of AE behaviour during pitting corrosion 

tests on vertically positioned 304 stainless steel specimens was carried out by Wu et al. [112]. 

Based on the absolute energy of AE signals, two clusters were identified, i.e., a low-energy 

cluster with mainly continuous signals and a high-energy cluster with mainly burst signals. It 



49 

 

was found that the low-energy cluster was attributed to hydrogen-bubble evolution inside the 

pits and the high-energy cluster was attributed to the pit cover rupture.  

Later, in 2016, a novel approach based on wavelets and Random Forests was proposed by 

Morizet et al. [113] to classify and characterise AE signals submerged by environment noise. 

This approach was firstly validated on synthetic data and a software code RF-CAM was 

developed accordingly by the authors. Then, the real corrosion data related to noise and 

crevice corrosion conditions were collected and analysed by RF-CAM. It was concluded that 

the proposed approach can be applied on ground truth data with a high efficiency and is very 

promising on the application to real data. 

In 2019, further experimental work was carried out by Tang et al. [114] to identify AE 

sources associated with different corrosion mechanisms. In addition to AE technique, the 

open circuit potential measurement and an optical microscope were utilised for an in-situ 

monitoring of the corrosion on the carbon steel. A good correlation between open circuit 

potential measurement and AE evolution was shown. Moreover, a novel method in which the 

waveform graphics were imported into Matlab and a 2D pattern recognition algorithm was 

executed to assess the similarities among the various graphics was proposed to classify 

different types of corrosion damage, i.e. the localized corrosion and uniform corrosion, 

occurring within a structure. The results showed that the graphics of uniform corrosion 

exhibited low similarity with those of localized corrosion, which indicated this method can 

distinguish localized corrosion from uniform corrosion. 

Later, a knowledge gaps regarding the AE activity during the pitting corrosion of open 

morphology was identified by Wu and Kim [115]. To fill the gap, a simple and effective 

method was proposed and utilised to control the evolution of pits uncovered by lacy covers or 

corrosion products on a 304 stainless steel specimen. The emitted AE signals during open-

morphological pitting corrosion were recorded and discussed. Results showed that the AE 

activity were not attributed to hydrogen bubble evolution in this study and possible 

mechanisms for AE generation could be the salt film rupture at pit head and the corrosion 

products deposition at pit tail.  
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To eliminate the intervention of different pits on the electrode and better understand the AE 

sources mechanism during the corrosion, a specific experimental setup that only allows a 

single pit evolution was presented by Wu et al. [116]. AE techniques along with optical 

microscopy and potentiodynamic polarization were applied to monitor the pit initiation and 

propagation on both 304 stainless steel and 17-4 precipitation hardened stainless steel.  

Dozens of AE signals were recorded during pitting on 17-4 precipitation hardened stainless 

steel, while a limited number of AE signals were recorded on 304 stainless steel. It was 

concluded that hydrogen bubbles inside the pit and the perturbation of electrolyte around the 

pit can be considered as direct AE sources. 

Recently, a novel approach based on ensemble empirical mode decomposition and linear 

discriminant analysis was proposed by Chai et al. [9]  to identify different types of AE 

sources during corrosion. To test the approach, the signals emitted from the induced 

intergranular corrosion on 316LN stainless steel during corrosion were continuously 

monitored with an AE system. Three different types of AE signals associated with three 

damage modes, i.e., environmental noise, intergranular corrosion and crack initiation and 

propagation were identified using the proposed approach. Results indicated that it was 

feasible to use the AE characteristic parameters which were based on the energy percentage 

of the intrinsic mode functions to characterize the evolution of damage during corrosion.  

A short time ago, AE and electrochemical testing technology were combined to investigate 

corrosion mechanism on a Q235B steel specimen by Qiu et al. [10]. During metal dissolution, 

AE signals were recorded and energy conversion value of anode metal was calculated. Since 

there is a positive correlation between AE activity and the corrosion rate which reflects the 

corrosion severity, a quantitative characterization formula based on the characteristics of AE 

signals such as AE counts rate, amplitude, hits and absolute energy was established to 

measure the corrosion rate, thus evaluating the severity of Q235B steel corrosion status. 

Overall, monitoring corrosion with AE techniques has been widely studied in the literature. 

Studies have shown that AE monitoring can be effective in detecting and monitoring pitting 

corrosion, crevice corrosion and uniform corrosion. It has been demonstrated that it is 

feasible to identify different types of corrosion, predict corrosion rates, and estimate 
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remaining service life. Other studies have focused on improving the accuracy and sensitivity 

of corrosion detection. 

2.7.3 Monitoring SCC with AE techniques 

AE sources during SCC and corresponding source mechanism for SCC phenomena were 

investigated by Shaikh et al. [117] using AE signal analysis. A compact tension test was 

carried out by Shaikh et al. [117] in accordance with ASTM E399 [118]. During the test, a 

specimen made from AISI type 316LN stainless steel was subjected to a constant load and 

immersed in a 45% MgCl2 solution at a temperature of 140 °C. A continuous AE activity was 

seen at the beginning of the test until a dramatic increase in AE counts and energy was 

observed, which was attributed to the SCC initiation. It was found that the cracking mode 

during SCC initiation and propagation stage was ascertained to be transgranular mode and the 

majority of AE activities were generated by plastic deformation ahead of the crack tip during 

SCC propagation stage.  Following that, the characterization of AE signals recorded during 

SCC propagation was investigated by Lapitz et al. [119]. Slow strain rate tensile tests (SSRT) 

were performed on α-brass specimens, which were under potentiostatic control and exposed 

to 1 mol/L NaNO2 solution and Mattsson’s solution. Test results showed that the number of 

AE signals emitted from transgranular SCC propagation was much more than that from 

intergranular SCC propagation, while AE parameters including mean amplitude and rise time 

of AE signals generated from these two types of SCC were similar. Following that, to 

investigate the effect of materials on the AE signals measured for SCC propagation, SSRT 

was performed by Alvarez et al. [120] on a different material, i.e. AISI 304 stainless steel. 

The specimen was exposed to a 1.0 mol/L NaCl and 1.0 mol/L HCl solution. Similar to test 

results on brass [119], a much higher AE signal activity was observed during intergranular 

SCC propagation compared to that during transgranular SCC propagation. Likewise, mean 

amplitude and rise time of AE signals emitted from these two types of SCC were similar.  

Later, Du et al. [121] investigated the capability of electrochemical noise (EN) and AE 

techniques to detect and characterise the SCC phenomenon, with special interest in the 

process of corrosion. 304 stainless steel specimen were tested in acidic NaCl solution (1.5 

mol/L H2SO4 + 0.5 mol/L NaCl) under slow strain rate. EN and AE were monitored 
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continuously during the test. The characteristics of AE signals emanating from varied sources 

(pitting, cracking and bubble breaking up) were compared. Results showed that AE signal 

generated from different sources exhibited considerably different characteristics. Moreover, it 

was found that EN and AE techniques led to very similar results. Hence, it was suggested that 

a combination of AE and EN techniques can improve the reliability of the monitoring system 

during on-site testing.  

Afterwards, Xu et al.  [122] carried out a constant tensile load test. The AISI 304 stainless 

steel specimen was subjected to a high temperature aqueous environment and AE was utilised 

to monitor the SCC initiation and propagation through the entire testing period. It was found 

that with the increase of stress intensity factor, an increase in the cumulative AE hits was 

observed. Two different types of AE signals were successfully distinguished by the AE 

analysis: low amplitude and high amplitude signals; the former was found to correspond to 

the mechanisms of plastic deformation and the latter was attributed to crack propagation. 

Following that, the research was extended by Xu et al. [123] to study the AE behaviours 

during intergranular corrosion (IGC), intergranular stress corrosion cracking (IGSCC) and 

transgranular stress corrosion cracking (TGSCC). Results showed that, compared with 

IGSCC and TGSCC, the AE activity throughout the IGC process was relatively low and AE 

signals were characterized by a relatively low amplitude. It was found that the AE activity 

detected during IGSCC process was generated from plastic deformation, while that detected 

during TGSCC was generated from both plastic deformation and crack propagation. 

To eliminate the intervention of different SCC cracks on a specimen and better understand 

the AE sources mechanism during the SCC phenomenon, a chloride droplet SCC test was 

improved and conducted by Wu et al. [86] to trigger single SCC crack on a stainless steel 

specimen. A droplet of 1.0 % NaCl solution was placed in the middle of the specimens using 

a microliter syringe and a high level of humidity was maintained to hinder the fluid 

evaporation. AE measurements, electron backscattered diffraction (EBSD) and optical 

microscopy observation were used to investigate the initiation and propagation of SCC. Three 

stages, i.e. pitting corrosion evolution, slow crack propagation and rapid crack propagation 

were identified in the SCC phenomenon.  An unsupervised clustering analysis based on k-

means algorithms was performed and results showed that AE signals were distributed into 
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two clusters, i.e. low-frequency and high-frequency AE cluster; the former was believed to be 

generated from plastic deformation and the latter corresponded to crack propagation. 

Afterwards, the correlation between SCC behaviours on the storage tank bottom steel and AE 

behaviours was investigated by Bi et al. [11]. A three-point bending test was carried out on a 

v-notched plate specimen cut from storage tank bottom plates. During the test, the stress was 

applied on the specimen using a hydraulic jack and the v-notch tip was in contact with a 3.0% 

sodium chloride solution to induce SCC. Throughout the test, AE in combination with 

electrochemical techniques were utilised to monitor the SCC initiation and propagation. 

Results indicated that the main AE sources during SCC were microcrack creeping, 

macrocrack propagation and pitting corrosion. It was found that, compared to AE signals 

generated from microcracks, signals from macrocracks were characterised by larger AE 

counts and higher energies. 

Recently, experimental work was carried out by Soltangharaei et al. [12] to identify the AE 

signal signatures during SCC propagation. During the test, a notch on a stainless-steel 

specimen was exposed to a 1% Potassium Tetrathionate solution and an almost uniform 

tensile stress was applied along the notch. An unsupervised clustering analysis was 

performed based on Features derived from the collected AE signals. The clustering results 

showed that the AE signal signatures attributed to SCC initiation and propagation were 

successfully identified. Furthermore, a method based on linear regression was proposed for 

identification and quantification of SCC damage with AE techniques.  

Overall, AE techniques have been shown to be effective in detecting and monitoring the 

onset and progression of SCC in different materials. The use of AE techniques for estimating 

the rate of crack growth had also been investigated. Some work was found on using the AE 

method for detecting and characterizing SCC. In addition, some studies suggested that AE 

techniques can be a valuable tool for identifying different AE sources during SCC. 
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2.8 Conclusions 

This chapter provides theoretical and background knowledge on AE techniques. In addition, a 

structured literature review on FE modelling of AE and monitoring corrosion and SCC with 

AE techniques is presented. According to the literature review, AE methods have been 

extensively studied and used to detect and monitor corrosion and SCC related issues due to 

its high sensitivity. Despite the advancements in AE techniques, detecting unknown corrosion 

and SCC damage sources on complex and large specimens remains challenging. Overcoming 

these challenges is crucial in advancing the real-world applications of AE techniques for 

monitoring SCC and corrosion on in-service structures. Hence, this study seeks to fill this 

research gap. Since the delta-T mapping technique has been shown to predict AE source 

location with good accuracy in complex structures, it is regarded to be a suitable method for 

AE source location of corrosion and SCC damage in complicated geometric structures. To 

automate the delta-T mapping technique, FE method, which is a widely used numerical 

simulation technique for solving complex engineering problems was used in this study to 

produce simulated data required for delta-T mapping, and the arrival time of simulated 

signals was estimated using the AIC method. Additionally, as little research has been done on 

identifying corrosion signals during SCC, the clustering method was employed in this study 

to differentiate between signals from two sources. 
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Chapter 3 Experimental Techniques 

3.1 Data acquisition and timing parameters 

A fully digital, four channel computerised AMSY-6 system consisting of parallel 

measurement channels was used during this research to perform AE data acquisition. It was 

manufactured by Vallen Systeme GmbH, Wolfratshausen, Germany. Generally, AE sources 

including material failure, leakage, partial discharge, friction, wear and particle impact can be 

detected, measured and located with this system.  

As shown in Figure 3.1, a measurement channel is made up of an AE sensor that converts the 

displacement of elastic waves into an electrical signal, a preamplifier that amplifies the weak 

signal from the AE sensor into a stronger signal and an acoustic signal processor which is one 

of the channels of ASIP-2 in Figure 3.1. 

 

Figure 3.1– Block diagram of AMSY-6 system [124] 

An ASIP-2 can perform 18bit analog-to-digital conversion at a 40MHz sampling rate, which 

means that high resolution data can be provided. The merit of the ASIP-2 is its high 
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sensitivity because the system noise is very low. An ASIP-2 must be plugged into a chassis. 

The chassis is connected to a personal computer via an USB interface. The acquisition data 

can be stored, displayed and analysed in real time on the computer [124].  

Additionally, the AMSY-6 system can record up to four parametric channels. Thus, 

environmental conditions such as strain, temperature, humidity, wind speed, etc. can be 

measured and parameters such as load and displacement from a test machine in a fatigue test 

can be logged using parametric channels (PaX shown in Figure 3.1).   

The acquisition set up is controlled through the Vallen AE Suite software, which consists of 

the acquisition system, which controls the measurement hardware and analysis software, 

which displays and analyses the acquired data. A thorough review of the acquisition setup 

should be conducted in order to select the most appropriate values for a particular AE 

monitoring application. Amongst the acquisition setup, it is of great importance to select 

timing parameters includes Duration Discrimination Time (DDT) and Rearm Time (RAT). 

DDT defines the length of time during which there is no threshold crossing in order to 

determine the end of a hit.  As shown in Figure 3.2, during hit based AE testing, a signal is 

recorded by an acquisition system once the amplitude of this signal crosses the user defined 

threshold. If this amplitude falls below the threshold, the DDT timer will be started. Within 

the duration of the DDT, if a threshold crossing occurs, the DDT timer will be reset. If there 

is no threshold crossing, the time of the last threshold crossing will be stored by the channel. 

The hit duration is the time difference between the first and the last threshold crossing. The 

waveform and all the AE features of a hit are saved to the computer’s hard drive. The DDT 

setting is used to prevent the merging of individual hits which are recorded in the same 

channel.  
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Figure 3.2– Illustration of DDT and RAT [124] 

RAT specifies the time period that acquisition system will wait for before being ready to 

record again. Similar to DDT, if the amplitude of a signal falls below the threshold, the RAT 

timer will be started. Within the duration of the RAT, if a threshold crossing occurs, the RAT 

timer will be reset; if not, a new hit will be recorded.  

It is crucial to choose an appropriate RAT value during an AE testing. If a RAT is set to be 

too low, the late arriving reflections will be logged. Consequently, multiple hits rather than 

one hit from a single wave will be recorded. Conversely, if a RAT is set too high, the system 

may miss the incoming AE signals which occur shortly after the recorded hit. Recommended 

threshold, DDT and RAT values for general-purpose testing [124] are presented in Table 3.1.  

Table 3.1 – Recommended values for general-purpose testing from Vallen Systeme GmbH [124] 

Materials Threshold (dB) DDT (µs) RAT (μs) 

Metals 30-40 400-2000 1000-4000 

Fibre-reinforced plastic 30-40 150-1000 300-2000 

3.2 Transducers 

Piezoelectric transducers are the most commonly used in AE monitoring. The mechanical 

movement of the specimen surface can be detected by the piezoelectric element and 

converted into an electrical response. The architecture of a typical AE piezoelectric sensor is 

shown in Figure 3.3. The piezo element sits against the wear plate. Typically, there is an 

electrode on each face of piezo element within an AE sensor. One of the electrodes is linked 

to an electric ground and the other one is connected to a signal lead. Molding materials which 
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have vibration-damping property can be found behind the piezo element.  With these 

damping materials, reflections back to the piezo element can be minimized and signals 

around the piezo’s natural resonance can be suppressed. An integrated mechanical package is 

provided by the case which also acts as a shield to reduce electromagnetic interference [125]. 

 

Figure 3.3– Structure of a typical piezoelectric transducer [126] 

There are two categories of piezoelectric sensors produced for use in a wide range of 

industries: resonant and wideband. For resonant sensors, their sensitivity is the highest at 

certain frequency, i.e., sensors’ resonant frequency. An example of the frequency response of 

a resonant sensor is shown in Figure 3.4. The resonant sensor is a VS150-RIC sensor 

manufactured by Vallen Systeme GmbH, Wolfratshausen, Germany. This sensor is 

characterized by a resonant frequency of 150 kHz. The output signal with frequencies close 

to 150 kHz produced a larger amplitude than that of signal with the other frequencies. Due to 

this feature, in a given AE application, consideration should be made to match the frequency 

response of resonant sensors with expected frequency content from AE source, the material 

and the structure. Hence, comparison of these AE parameters should only be made between 

AE applications utilising similar resonant sensors. In spite of these considerations, resonant 

sensors remain more commonly used in the field than wideband sensors due to their low cost 

and good sensitivity to signals from the preferred frequency range [124].  
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Figure 3.4–The frequency response of a VS150-RIC sensor [124]. 

For wideband sensors, they show a relatively flat response in wide frequency spectrum. An 

example of the frequency response of a wideband sensor, which is a VS900-RIC sensor 

manufactured by Vallen Systeme GmbH, Wolfratshausen, Germany, is presented in Figure 

3.5. A good response in both standard and high frequency ranges is achieved on this sensor. 

Typically, the level of damping on the piezoelectric element of a wideband sensor is 

increased. Hence the sensitivity of the sensors is reduced.  

 

Figure 3.5– The frequency response of a VS900-RIC sensor [124]. 

3.3 AE preamplifier 

A small voltage will be generated by a piezoelectric element when a sensor picks up an AE 

wave. A preamplifier is used to amplify this small voltage to a strong and useable voltage 

before transmitting to the measurement circuitry. As part of a measurement channel, a 
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preamplifier has the merit of enabling a long cable transmission of an output signal, which 

means that the acquisition system can be placed several hundred meters far away from the 

testing structure when long distance monitoring is required. Commercially available 

preamplifiers with different gains range from 20 dB to 60 dB can be chosen depending on the 

application. For some specific applications, using a preamplifier with the highest gain might 

not be the best choice. A high gain can improve small signal resolution, while may lead to 

saturation of strong signals and losses of signals. Hence, with regard to strong AE sources 

such as crack propagation in a metallic vessel, a gain of 34 dB is adequate. With respect to 

weak AE sources such as corrosion, a gain of 46 dB might be a better choice.  

Commercially available preamplifiers can either be integral or external preamplifiers. An 

integral preamplifier is completely enclosed in the case of an AE sensor as part of the sensor, 

while an external preamplifier has its own housing and is connected to an AE sensor with a 

cable. In general, compared with external preamplifiers, the integral preamplifiers are 

considered to be more cost effective because the number of cables used during a test is 

reduced and the risk of mixed-up connections is minimized. The permanent installation of AE 

sensors as an essential industry application is possible with integrated preamplifiers [1].  

3.4 Couplants 

In most AE tests, a sensor must be placed on the surface of a test object, the exception being 

if a non-contact sensor with higher cost is used. A couplant is typically used between the 

sensors and surface, which improves the transmission of AE wave between the measurement 

surface and a sensor [127].  

Without applying a couplant, the air at the structure-to-sensor interface is introduced because 

of the microstructure and surface roughness of the two attaching surface. The acoustic 

impedances of the test specimen (usually steel) and sensor surface (usually piezo-ceramic) 

are around 5 orders of magnitude higher than that of the air, which substantially decreases the 

transmission of wave energy between two surfaces [128]. A thin layer of couplant material 

with higher acoustic impedance can replace the air gap and produce better transmission.  
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When selecting a couplant material for an AE test, there are a number of factors which need 

to be taken into consideration. These factors include coulpant stability within the test 

duration, sensor removal and reapplication, test environment, vibration sources, etc. There are 

various types of couplants can be used including liquid, gel, grease and bonding agent.  

The liquid and gel have the characteristics of low viscosity and good wetting ability 

compared with grease and bonding agent, which means that air bubbles can be easily 

expelled from the contacting interface. Therefore, the air at the structure-to-sensor interface 

will be less. Results showed that, for all liquid and gel couplants used in AE tests, the 

minimum thickness which is 5 to 6 μm of the couplant layer can be produced and an optimal 

energy transmission can be achieved [129]. However, because of the low viscosity of liquid 

and gel, couplants tend to dry up quickly over time and to drip when a sensor is vertically 

mounted. Therefore, liquid and gel couplants are not appropriate for long-term tests of ones 

with vertically mounted sensors.  

Compared with liquid and gel, the viscosity of grease based couplants is much higher. 

Therefore, grease based couplants are less likely to drip and dry up with time, which means 

that they are more suitable for rough surfaces and long-term monitoring. However, due to 

high viscosity of grease, it is hard to remove the air at the structure-to-sensor interface. A 

mounting fixture can be used to force all the trapped air bubbles. Furthermore, compared with 

ultrasound gel, poorer sensitivity was found at higher frequencies with silicone grease [128]. 

And this signal loss at high frequency will be substantially higher with the increase of the 

thickness of the couplant layer. Therefore, special attention need to be paid on the thickness 

of the grease couplants [129]. 

Different from liquid, gel or grease based couplings, bonding agents can be used without a 

mounting fixture. They can be found in AE applications where absolute coupling and sensor 

stability are relatively important. In AE testing, many types of bonding agents can be applied, 

two of which, cyanoacrylate and silicon rubber compounds, are most commonly used.  

Moreover, because of the strong and stable bond between AE sensors and measuring 

structures, better transmission of shear motions can be provided with bonding agent. A thin 

and bubble free layer of this type of coupling can be achieved and provide a permanent bond 

between AE transducers and measuring surface. During AE tests, this thin layer couplings 
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can display high resistance to bond failure under situation of surface movement. Furthermore, 

silicone rubber compound can be applied on rough surfaces. Compared with cyanoacrylate, it 

is much easier to be removed from the test structures or AE transducers, which means that 

silicone rubber compound is less likely to cause damage to the structures or delicate AE 

sensors.  

It is necessary to mount the AE sensor correctly to the surface as it helps achieve high 

sensitivity and good repeatability of signals. Poor coupling between sensors and testing 

structures can result in low sensitivity, which causes failure to detect low-amplitude AE 

signals and unreliable AE detection. Measures to prepare the surface of the testing structure 

should be done to make the surface smooth and clean before mounting the AE sensors. AE 

recordings with unreliable coupling may lead to misjudgement of actual status of monitored 

structure. The application of AE monitoring cannot be successful without the means of 

effectively mounting sensors.  

According to the ASTM guidelines [31], two requirements must be fulfilled to correctly 

mount an AE sensor. Firstly, the movement of sensors must be restrained. Secondly, the 

constant and adequate acoustical coupling between the sensor and measurement surface must 

be provided. There are generally two categories of mounting methods; compression mounts 

and bonding. Through the use of the compression mount, the force is applied to ensure 

intimate contact between the sensor and tested structure. It is strongly advised to use the 

compression mounts together with the couplant to achieve the optimum transmission of 

acoustic energy between sensor and tested structure. Typical and well-tested compression 

mount methods are listed below. 

• Electrical tape – Sufficient mounting pressure can be provided when adhering electrical tape 

to the surface of the structure and top of a sensor, as shown in Figure 3.6. However, the 

limitation is that it can only be used on small size specimens.  
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Figure 3.6– Electrical tape mounting  [130] 

• Magnetic clamps – There are two types of magnetic clamps (small and large) which can be 

chosen for different material inspection situations. For the large magnetic clamp, as shown in 

Figure 3.7 a), the magnets secure the clamp and the spring provides a repeatable mounting 

force on the sensor. For the small magnetic clamp, which is well suited for use on miniature 

sensors as shown in Figure 3.7 b), a mounting force is applied to the sensor through a foam 

tab. In terms of nonmagnetic materials, such as carbon fibre composites or aluminium, the 

magnetic clamps can still be used with slight modification. In order to provide a clamping 

force to the surface, small steel tabs bonded to the surface of the specimen (Figure 3.8 a) ) or 

another magnet positioned on the opposite surface (Figure 3.8 b) )  can be utilised.  

 

Figure 3.7– Magnetic clamps (a) for large sensor and (b) for small sensor [130] 
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Figure 3.8– Magnetic clamps for nonmagnetic specimen using (a) steel tabs and (b) two magnetic clamps [130] 

• Self-adhesive tabs and cable ties –As shown in Figure 3.9, self-adhesive tabs are boned to a 

specimen either side of the sensor. The position of the sensor is secured by looping and 

tightening the cable tie over the top of the sensor. The mounting force applied on the sensor 

can be regulated by the foam between the cable tie and the sensor.  

 

Figure 3.9– Self-adhesive tab and zip tie sensor mounting [131] 

A sensor can also be mounted to a structure using an adhesive couplant such as cyanoacrylate 

or silicone sealant. When using an adhesive, appropriate pressure must be applied to the 

sensor before the adhesive is set to achieve intimate contact between the sensor and 

measurement surface, and there is no need to utilise additional couplant because the adhesive 

itself is one type of couplants. In some cases, compression mounts are not suitable to be used 

because of geometrical obstructions on tested structure, while bonding a sensor with an 

adhesive provides an alternative. Compared with compression mounts, the fixation resulted 

by bonding a sensor is more permanent, which means that bonding a sensor is a better 

solution for long-term monitoring. However, an adhesive couplant may cause damage to the 

sensor and the specimens upon removal. Therefore, it is rarely used in research applications.  
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3.5 Conclusions 

In this study, a four-channel computerised AMSY-6 system manufactured by Vallen Systeme 

GmbH was used throughout the laboratory tests. Data acquisition and timing parameters 

including DDT and RAT were used in AE waveform measurement. Values of these 

parameters were determined according to the recommended suitable values in the Vallen 

AMSY-6 manual [124] and those found in the open literature. A value of 0.8 ms was used for 

both RAT and DDT. For the threshold, since the H-N sources are characterised by high 

amplitude, a larger threshold, 45 dB, was used for testing with H-N sources, while a threshold 

of 30 dB was used for low-amplitude AE sources such as corrosion and SCC.  

The sensors used in this study were resonant VS150-RIC sensors manufactured Vallen 

Systeme, which have a resonance frequency equalling to 150 kHz and a bandwidth of 100-

450 kHz and resonant Nano-30 sensors manufactured by Mistras Group Inc., which have a 

resonance of 300 kHz with operating range of 125-750 kHz. 

According to the literature review, the commonly used type of sensor in metallic applications 

for monitoring corrosion and SCC has been the sensor which is nominally resonant at 150 

kHz. Therefore, VS150-RIC sensor was selected. In addition, one sensor from Mistras Group 

Inc. was selected for trial, since it is responsive at a wide range of frequencies. Compared to 

VS150-RIC, the smaller size of the Nano-30 means that a more precise prediction of time of 

arrival can be made. 

In this study, ultrasonic gel, which was found to give satisfactory coupling, and magnetic 

clamps have been used to couple the VS150-RIC sensors to the surface of the ferromagnetic 

specimens for the whole duration of test. A constant pressure for optimal coupling between 

the specimen surface and the sensor was provided by the magnetic holder. Additionally, The 

Nano-30 sensor was adhered on the surfaces of the specimens using a bonding agent, loctite 

595 transparent sealant, which provided a mechanical fixture and acted as an acoustic 

couplant between the specimens and the sensors. 
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Chapter 4 Acoustic Emission Source Location 

Using Finite Element Generated Delta-T Mapping 

4.1 Introduction 

Ageing-induced cracks, human-caused hazards and natural disasters such as earthquakes or 

hurricanes can result in the deterioration of in-service metallic structures and the loss of 

structural integrity in the oil and gas industry [132]. Without appropriate remedial measures, 

structural integrity is likely to deteriorate with the potential to cause catastrophic damage 

with the risk of loss of lives and capital. In order to eliminate unplanned shutdowns and 

reduce inspection and maintenance costs, there is a need for a proactive monitoring approach 

to assess existing structural conditions and facilitate safe operation. As a method of 

monitoring the structural behaviour, evaluating structural performance and identifying 

damage at an early stage, SHM systems such as those which include strain and vibration 

monitoring are gaining significant interest and increased application. Recent industrial studies 

suggest that detecting damage at early stage can reduce costs and increase the life expectancy 

of a structure [5]. Therefore, a practical and cost-efficient SHM method that can identify 

micro and nano defects at an early stage and continually assess the structural health is 

desirable to ensure structures operate safely and efficiently throughout the service life. 

Adaptation of Non Destructive Evaluation (NDE) techniques for SHM is gathering 

significant interest because of the ability to provide quantitative information on defects based 

on measured physical parameters [133]. Inspection of large-scale complex structures using 

NDE techniques such as X-ray and ultrasonic techniques can be laborious and expensive. 

However, if the damage location can be identified accurately in advance through one of the 

NDE techniques, such as AE measurement, only the specific area of concern would require 

inspection. AE is defined as the transient elastic energy released by a material when it 

experiences a change of deformation in its structure [7]. As a passive technique, only active 

defects can be detected by AE testing.  
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Difficulties were reported by Baxter et al. [75] and Pearson et al. [76] in applying the most 

commonly used source-locating method within the field of AE, the Time of Arrival (TOA) 

technique, for locating active defects in complex structures. The main assumptions of a 

constant wave speed and unobstructed wave paths between the AE source and the sensor in 

the TOA technique are not easily met due to inhomogeneity of some materials such as 

composites and the complexity of the real structures that contain features such as welds, holes 

and thickness. In order to overcome these difficulties, the delta-T mapping technique was 

developed by Baxter et al. [75]. This has been shown to improve AE source location accuracy 

in complex structures. In this technique, a training grid is placed on an area of special 

interest. The generation of a well-established and widely used artificial source of AE, Hsu-

Nielsen (H-N) source [31], at each node of the grid can provide arrival time data of waves for 

each sensor. The difference in the arrival time of waves (or delta-T) for each sensor pair can 

be found at each point; this data can be used to generate maps. Once real test data has been 

collected, the actual delta-Ts can be used to identity a line with same and equal delta T in 

corresponding map. By overlaying all the resulting maps, the intersections of all lines should 

converge into one point, which is the most likely location of a real AE event. Due to the good 

performance of this technique, it has been adopted in many lab-based studies by Eaton et al. 

[68], Pearson et al. [76] and Grigg et al. [77]. Details of the delta-T mapping technique can be 

found in [75]. However, there is a disadvantage of this technique in that the manual collection 

and processing of the training data requires significant time and human input. This lengthy 

and time-consuming process has prevented this technique from broad applications on large 

complex structures. 

To overcome these problems, simulated data were collected by Marks [134] from a Local 

Interaction Simulation Approach (LISA) model to train the delta-T map and to locate real 

damage events on a plane of a complex structure. Results of fatigue crack events location 

using simulated training data were compared to those of the experimental training data. 

Similarity in the accuracy of the two results demonstrated the potential for using modelling 

data to locate real AE events. The commercially available package based on LISA, 

cuLISA3D, has high computational efficiency and thus has a short runtime (for example, 

running a 370 mm × 200 mm × 3 mm model takes approximately 3 minutes [134] ). 

However, as reported by Marks [10], there are some disadvantages with cuLISA3D. Firstly, 
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the user was not allowed to define irregular mesh sizes in the model. Secondly, anisotropic 

materials such as composites cannot be modelled. Furthermore, it is very difficult to run 

multi-scale, multi-physics models in cuLISA3D.  

Though using the FE method to generate data for training of delta-T maps has not been seen 

reported in open literature following an extensive search, it can be applied on monitoring 

active defects in complex structures as an accurate, low-cost and time-efficient approach. As 

a widely used numerical simulation technique for solving complex engineering problems, FE 

method was used in this study to produce simulated data required for delta-T mapping. 

In this chapter, considerable efforts have been devoted to automating the delta-T mapping 

technique using FE method for the location of AE activities on specimens with complex 

geometries. A numerical method for simulation of an H-N source was validated and applied 

on a complex plate to train a delta-T map for localization of experimental H-N sources. 

Results of the present investigation indicated that the FE generated delta-T map reduces the 

time and effort required for manually collection and processing of the training data, whilst 

keeps a reasonable degree of accuracy for source locations 

4.2 Numerical method for simulating H-N sources and its 

validation 

In this section, a numerical method in which a monopole point force pulse acts in the out-of-

plane direction was used to model an H-N source. Before applying this approach to a 

complex plate model, it was used to simulate an H-N source on a simple plate. And the FE 

model were validated by experimental results. 

4.2.1 Numerical method for simulating H-N sources 

Using the break of a pencil lead to generate acoustic waves, an H-N source [29,30,135] 

creates a step-function from a maximum compressive contact force to zero value in a very 

short period of time [46]. A broadband range of frequencies is excited by the step-function 

force, which has been used for the primary sensor calibration in codes and standards [136]. A 
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commonly used step-function, the ‘cosine bell’ function, which was proposed by Hamstad 

[90], was selected to simulate the time-dependent deflection on the surface of the plate 

caused by an H-N source. The 'cosine bell' force pulse is described by Equation (4.1). The 

’cosine bell’ function is shown in Figure 4.1. 

𝐹(𝑡) = {

⁡0⁡𝑁⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ , 𝑡 ≤ 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡

0.5 − 0.5 × cos (
𝜋 × 𝑡

𝑇
)⁡𝑁 , 0 < 𝑡 < 𝑇⁡⁡⁡⁡⁡⁡⁡⁡

1⁡𝑁⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ ⁡, 𝑡 > 𝑇⁡(𝑇 = 1.5⁡𝜇𝑠)

 (4.1)  

 

Figure 4.1– ‘Cosine bell’ source characteristics 

As the actual load during an H-N source is unknown, the magnitude of the force is assumed 

to be 1 N according to literature [96]. With respect to the force development on the surface, 

as shown in Figure 4.1, the force pulse ramps up from 0 N to 1 N over a time duration of 1.5 

µs, with a temporal resolution of 0.1 µs and then stays constant in the modelling.  

4.2.2 FE model for simulating an H-N source on a simple plate 

To test the effectiveness of the numerical method described in Section 4.2.1, a simple plate 

model was created using a commercial code ABAQUS (Dassault Systèmes Simulia Corp., 

Providence, RI, USA). This model has a width of 300 mm in the X direction, a length of 625 

mm in the Y direction and a thickness of 3 mm in the Z direction. The steel plate has a 
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density value of 7850 kg/m3, Young’s modulus of 210 GPa, and Poisson’s ratio of 0.3. A 

schematic layout of sensors and the simulated H-N source is shown in Figure 4.2.  

 

Figure 4.2– A schematic layout of the sensors and H-N source (units: mm) 

The point force pulse described in Section 4.2.1 was excited at the location of the simulated 

H-N source. For simplicity and saving of  computing time [92], it was decided not to model 

sensors but only the out-of-plane displacement because the focus of the work was to model 

the delta-T mapping process. A single node was the basis of the output signal; displacements 

in Z direction (out-of-plane) over time of all nodes at locations of the sensors were used for 

the analysis. The central 500mm section of the specimen plate was considered as the test area 

in the investigation for the purpose of minimizing the influence of edge reflections on the 

recorded waves. A coordinate system was introduced and the origin was placed at the bottom 

left corner of the test area. Coordinates relative to the origin of four sensors and the H-N 

source are summarized in Table 4.1. The four outermost nodes at the bottom surface of the 

plate (Z= 0 mm) were fixed in X, Y, Z directions (Ux=Uy=Uz=0) to prevent rigid body 

motion. 
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Table 4.1 – Coordinates of sensors and H-N source (units: mm). 

 X coordinate Y coordinate 

Sensor 1 35 465 

Sensor 2 265 465 

Sensor 3 35 35 

Sensor 4 265 35 

H-N source 150 400 

Convergence of the numerical results is strictly dependent upon the temporal and the spatial 

resolution used in the FE model. To avoid numerical instability and to enhance wave 

propagation accuracy, the shortest wavelength of simulated elastic waves needs to be 

resolved by the mesh resolution [137–139].  

According to the wavelength formula, the relationship between the wavelength⁡𝜆 and the 

frequency⁡𝑓 is described by the following simple equation: 

𝜆 = 𝜐/𝑓 (4.2)  

where⁡𝜐 is the wave velocity.  

The VS150-RIC sensor (Vallen Systeme GmbH, Germany) used in experiments has a 

resonant frequency of 150 kHz and a frequency bandwidth of 100-450 kHz. As shown in 

Figure 3.4, there is a drop off around 500 kHz, making it challenging for the VS150-RIC to 

detect signals above this frequency [140,141]. Hence, the maximum frequency of the wave 

was set as 500 kHz. Assuming the longitudinal and shear wave velocities in steel are 5940 

m/s and 3220 m/s, respectively [142], the smallest wavelength, thereby the maximum mesh 

size for 500 kHz was calculated to be 6.44 mm. As reported by Le Gall et al. [91], at least 5 

nodes per wavelength are needed to simulate AE waves accurately with frequencies in the 

range of 500 kHz. Therefore, the mesh resolution of 1 mm, which gives 6 nodes per 

wavelength, was used for the simulations for both the accuracy and computational efficiency. 

The mesh convergence test also showed that 1 mm was sufficient as the mesh resolution for 

accurate simulation of elastic wave propagation. The general purpose 8-node linear brick 

element, C3D8R, provided by ABAQUS was used. The FE model and mesh are shown in 

Figure 4.3. 
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Figure 4.3– FE model and mesh in ABAQUS 

Choosing an appropriate time integration step is also critical to achieve numerical stability 

and resolve the high frequency components accurately. An equation shows the relationship 

between the time increment Δt and the maximum of frequency 𝑓𝑚𝑎𝑥 was recommended by 

Moser et al. [143] and is expressed as: 

Δt < 1/(20𝑓𝑚𝑎𝑥) (4.3)  

Given that the highest frequency of interest is 500 kHz, a maximum time integration step of 

0.1 μs was calculated. In order to save computational time while maintaining a sufficient 

temporal resolution, a time integration step was set as 0.01 μs in accordance to the reference 

[89], giving the time increment equalled to a sampling rate of 100 MHz, which did not 

correspond to the sample rate in experimental tests (5 MHz). However, it should be noted that 

both sampling rates used in the modelling and experiments are sufficient to resolve the 

signals’ highest frequency content of interest (500 kHz). Therefore, errors caused by different 

sampling rates were marginal on time estimations between experiments and modelling. 
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4.2.3 Experimental verification of FE model for simulating an H-N source 

on a simple plate 

In parallel, experimental testing of H-N sources on a simple mild steel plate was performed to 

validate the FE model. Dimensions of the plate were 625 mm × 300 mm × 3 mm, same as 

those of the FE model in Section 4.2.2. The setup of the experiment is shown in Figure 4.4. In 

order to easily specify the locations of AE sensors and H-N sources on the plate, a grid with 

10 mm spacing was drawn on the central 500mm section of the specimen. A coordinate 

system identical to that of FE model was introduced. The coordinates relative to the origin of 

the four sensors and the H-N source are the same as those presented in Table 4.1.  

AE waveforms were measured by four VS150-RIC sensors, which were acoustically coupled 

using ultrasound gel. Pressure force was applied on each of the sensor using magnetic 

clamps. The integral pre-amplifiers with 34 dB gain were used for signals from the sensors 

and the outputs of the transducers were connected to a Vallen 4-channel AMSY-6 System. 

Signals were acquired with the settings shown in Table 4.2. The amplitude of recorded noise 

was around 25 dB. Therefore, a 45 dB amplitude threshold was set. 

 

Figure 4.4–AE sensors mounted on 10×10 mm spaced grid specimen and connected to the AE systems. 

Table 4.2 – AE acquisition settings. 

Threshold 

(dB) 

Sample Length 

(ms) 

Sample Rate 

(MHz) 

Pre-Trigger 

(ms) 

Rearm time 

(ms) 

Duration 

discrimination time  

(ms)  

45 1.6 5 0.1 0.8 0.8 
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Experiments were carried out in the lab at TWI Ltd., Cambridge, UK. Bubble wrap was used 

to acoustically de-couple the sample from the workbench surface. Before starting the 

experiment, an H-N source was generated close to each AE sensor to assess sensor sensitivity 

and coupling between the sensors and testing plate. Hits with amplitude above 98 dB were 

recorded at each sensor, which verified the coupling. A total of three H-N sources using 0.5 

mm 2H type pencil were performed to reduce erroneous data and provide a reliable average 

result. Recorded signal amplitudes showed virtually constant in the range of 80 dB to 100 dB 

with discrepancies of only a couple of dB for each sensor. Signals by the three H-N sources 

(H-N 1-1, H-N 1-2 and H-N 1-3) were presented in Figure 4.5 for each of the four sensors. A 

high consistency of signals at each sensor can be observed. 

Because the four sensors were positioned symmetrically about the central axes of the plate 

and the H-N source is located on the central of the mild steel plate, which can be considered 

as isotropic and homogeneous, it was observed that the difference between the arrival time of 

the signals at Sensor 1 and Sensor 2 was very small, same as at Sensor 3 and Sensor 4. For 

simplicity, only results from Sensor 1 and Sensor 3 are displayed and discussed in the 

following sections. 

  

(a)  sensor 1 

 

(b)  sensor 2 
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Figure 4.5–Signals recorded from H-N 1-1, 1-2 and 1-3 at (a) sensor 1, (b) sensor 2, (c) sensor 3 and (d) sensor 

4. 

4.2.3.1 Modal analysis 

As discussed in Section 2.1.3, when two surfaces are introduced in a medium (i.e., a plate-

like structure), the longitudinal and transverse waves couple at the surfaces and form new 

surface waves known as Lamb waves. Two major Lamb waves are S0 and A0 modes. Given 

the dispersive properties of elastic waves in flat plates, each wave mode with different 

frequencies has varied phases and group velocities, resulting in overlapping of some modes. 

As discussed in Section 2.3, WT is one of the most useful analysis tools for transient signals. 

It can be used to plot a time-domain graph showing the magnitude of the frequency spectrum 

of the signal. Hence, the amplitude of the AE waveform in both time and frequency domains 

can be viewed simultaneously. By overlapping the calculated dispersion curves with WT, the 

oncoming wave modes can be clearly distinguished. 

Numerical and experimental signals at Sensors 1 and 3 are presented with WT diagrams 

processed using a Gabor wavelet in Figure 4.6 and Figure 4.7, respectively. Dispersion 

curves for Lamb wave propagation in a 3 mm steel plate has been superimposed onto the WT 

diagrams. These have been shifted manually to achieve a best fit between the arrival of the 

fastest S0 mode in the dispersion curve with the arrival of S0 mode on the WT color plot. 

  

(c)  sensor 3 (d) sensor 4 
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The movements of particles are mainly parallel to the plate for S0 mode and perpendicular to 

the plate for the A0 mode [36]. When an H-N source is conducted in plane to the sensor face, 

a large portion of the resulting displacement is normal to the plane of the plate giving rise to 

the A0 mode, while there is still a small portion of displacement which is tangential to the 

plate because of Poisson effect, giving rise to the S0 mode. Consequently, the A0 mode has 

substantially larger out-of-plane amplitudes than the S0 mode [49]. WT for each signal were 

then analyzed under two time periods before and after A0 arrival. 

As can be seen in Figure 4.6 and Figure 4.7, S0 and A0 are discernible within both 

experimental and numerical signals even though S0 and A0 components were not well 

separated in Sensor 1 signals. S0 components have a faster velocity than the A0 components 

[144]. It is shown that the arrival of the low amplitude S0 component was followed by the 

high amplitude A0 component. The first-arrival wave were attributed to the S0 mode with low 

amplitude, followed by the A0 mode with very high amplitude.  

It can be seen that experimental and numerical WT diagram show a reasonably good 

agreement. The discrepancy in magnitude between the experimental and numerical WT 

magnitude at Sensor 1 can be explained by the fact that the frequency response of actual 

sensors was not simulated in the FE modelling.  
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(a) 

 

(b) 

 

  

(c) (d) 

Figure 4.6–The signal at sensor 1 and corresponding WT diagram with superimposed dispersion curves; the 

experimental signal from (a) -30 to 10 µs, (b) -30 to 40 µs and the numerical signal from (c) -30 to 10 µs, (d) -

30 to 40 µs (scale was changed to make the S0 visible). 
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4.2.3.2 Velocity calculation  

As discussed in Section 2.3,  the arrival time can be predicted by considering the peak WT 

magnitudes at a known frequency [41- 43]. The maximum magnitude of WT in the time-

frequency domain corresponds to the arrival time of the wave mode at the particular 

frequency traveling at the group velocity. Hence, the arrival times of specific frequency 

component can be determined. The frequency component of 200 kHz was used in the WT 

analysis to determine the arrival time of mode waves because both S0 and A0 modes can be 

  

(a) 

 

(b) 

 

  

(c) (d) 

Figure 4.7–The signal at sensor 3 and corresponding WT diagram with superimposed dispersion curves; the 

experimental signal from (a) -30 to 30 µs , (b) -30 to 80 µs and the numerical signal from (c) -30 to 30 µs, (d) -

30 to 80 µs (scale was changed to make the S0 visible) 



79 

 

observed at this frequency according to the spectral analysis of captured signals, and the peak 

wavelet coefficients of both S0 and A0 modes are very clear at this frequency. The arrival time 

of S0 and A0 modes at 200 kHz was determined based on the peaks of the WT coefficients at 

200 kHz shown in Figure 4.8 and Figure 4.9.  

 

  

(a) 

 

(b) 

 

  

(c) (d) 

Figure 4.8– WT coefficient at 200 kHz of the signal at sensor 1; (a) the peak during S0 arrival and (b) the peak 

during A0 arrival in the experimental signal and (c) the peak during S0 arrival and (d) the peak during A0 arrival 

in the numerical signal (scale was changed to make the peak during S0 arrival visible) 
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Using the following equation, the speed of S0 and A0 modes can be determined,  

𝐶 =
𝐷3 − 𝐷1
𝑡3 − 𝑡1

 (4.4)  

where: 

𝐶  velocity of the wave mode 

𝐷3  distance between the H-N source and sensor 3 

𝐷1  distance between the H-N source and sensor 1 

  

(a) 

 

(b) 

 

  

(c) (d) 

Figure 4.9– WT coefficient at 200 kHz of the signal at sensor 3; (a) the peak during S0 arrival and (b) the peak 

during A0 arrival in the experimental signal and (c) the peak during S0 arrival and (d) the peak during A0 arrival 

in the numerical signal (scale was changed to make the peak during S0 arrival visible) 
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𝑡3  arrival time of the wave mode recorded at sensor 3 

𝑡1  arrival time of the wave mode recorded at sensor 1 

The velocities of S0 and A0 can also be predicted by classical plate theory. The results are 

summarized in Table 4.3. It can be seen that the discrepancy between experimental and 

numerical velocities of S0 and A0 is small. Numerical predictions are in good agreement with 

measured velocities. A reasonably good agreement can also be observed between 

experimentally measured velocities and theoretically predicted ones. The small discrepancies 

may be due to the resonant sensors used in the tests as they have higher sensitivity in 

particular frequency ranges and hence do not show a true reflection of the signal. 

Table 4.3 – The theoretical, numerical and experimental velocities of S0 and A0 modes at 200 kHz (units: mm). 

 Velocity of the S0 mode Velocity of the A0 mode 

Theoretical 5.200 2.961 

Numerical  5.381 2.861 

Experimental 5.309 2.848 

Discrepancy* 1.356% 0.456% 

         *Discrepancy= (Numerical -Experimental)/Experimental 

4.2.3.3 Arrival time estimation 

Determination of arrival time of signals is crucial for localization of AE source. As discussed 

in Section 4.2.3.2, the arrival time can be predicted by considering the peak WT magnitudes 

at a known frequency. In addition to WT analysis, arrival time estimation methods including 

threshold crossing and AIC which were discussed in Chapter 2 were used in this study.  

Because of many of the factors involved, such as the assumptions on the magnitude of the 

force, the time duration of an H-N source, and a simplified sensor model, etc., accurate 

prediction of AE signals’ amplitudes in FE modelling were not achieved and is not of interest 

in this work. Moreover, as displacement was measured in the FE model while voltage was 

measured in the experiment, consequently, it is impossible to have the same threshold level 

for both experimental and numerical signals in the threshold crossing method. Therefore, this 

method was only used to estimate the arrival time of experimental signals. However, AIC and 
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WT analyses were used on both experimental and numerical signals. For simplicity, the delta-

T for Sensors 1 and 3 was calculated. Results are summarized in Table 4.4. 

Table 4.4 – Delta-T for sensor 1 and sensor 3 in the experiment and FE modelling (units: µs). 

 Threshold crossing AIC WT analysis 

Experiment 48.4  46.8 47.2 

FE modelling - 46.74 46.57 

Difference - 0.06 0.63 

The estimated delta-T produced by the threshold crossing, AIC and WT analyses in the 

experiment showed very little difference. Compared with delta-T determined by AIC, 

threshold crossing and WT analyses showed a discrepancy of 1.6 µs and 0.4 µs respectively. 

Simulation predictions are well in agreement with experimental observations. For the delta-T 

estimated by AIC, a discrepancy of 0.06 µs was noted between experiment and FE modelling 

results. Good agreement was also demonstrated between delta-T in the experiment predicted 

by WT analysis and that of modelling, with a discrepancy of 0.63 µs. Moreover, for the 

simulation results, delta-T given by WT analysis was very similar to that given by AIC.  

Overall, experimental and numerical WT diagrams show a reasonably good agreement. And 

the FE method is seen to give accurate results for velocities of S0 and A0. A high level of 

accuracy of the delta-T from FE modelling is found. It can thus be concluded that the 

numerical method for simulation of an H-N source on a simple plate was validated. This 

makes it potentially a useful tool for predicting arrival times of AE waveforms on a complex 

plate model. For estimations of the arrival time, results show that AIC is a viable option for 

estimating the onset of signals. As the accuracy of threshold crossing depends on the pre-set 

threshold level and the arrival time determined by WT analysis is the time at a single 

frequency, AIC was used to estimate arrival time of signals in numerical and experimental 

delta-T techniques. 

4.3 Experimental and numerical delta-T mapping training on 

complex plate 

Experimental delta-T maps were generated on a complex plate for the localization of 

experimental AE events. In parallel, using the numerical method validated in Section 4.2, H-



83 

 

N sources were simulated on a complex plate model. Information including arrival times of 

signals at each sensor was collected to build numerical delta-T maps. Localization results 

produced by numerical and experimental delta-T mapping were compared. 

4.3.1 Experimental delta-T mapping training on complex plate 

The delta-T mapping technique requires the structure to be mapped and the training maps are 

created by performing H-N sources. Following the procedural steps of implementing delta-t 

mapping technique [75] which are presented in Section 2.4.3, an experimental delta-T map 

was built.  

A mild steel plate with four holes, thus termed a ‘complex plate’ to differentiate with the 

simple plate which has no holes, was used for experimental delta-T mapping training. The 

dimensions of the specimen with coordinates of the centers of four holes and radiuses are 

shown in Figure 4.10.  

 

Figure 4.10–Schematic layout of the sensors and H-N sources on complex plate model with 20mm spacing grid 

(unit: mm). 

The locations of all sensors were the same as those in the experiment on the simple plate 

described in Table 4.1. The central 500mm section was the area of interest and a coordinate 

system was introduced. A training grid was placed on this area. The spacing of the grid was 
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20 mm as prior research [76] has shown that further reduction in size has minimal influence 

on accuracy. The arrival time data, which were determined by AIC, were collected after the 

generation of an H-N source at each node of the grids. For each sensor pair, a delta-T map 

was produced. An example of a delta-T map produced for Sensor 1 and Sensor 2 and plotted 

as contours of equal delta-t is shown in Figure 4.11. The information stored at each node of a 

delta-T map includes node coordinates and average delta-T. 

 

Figure 4.11– A delta-T map produced for sensor 1 and sensor 2. 

The number of maps to be produced is given by 𝑁 ∗ (𝑁 − 1)/2, where 𝑁 is the number of 

sensors in the network. For example, for 4 sensors (i.e. Sensors 1 to 4) in the network, a total 

of 6 delta-T maps (i.e., 1-2, 1-3, 1-4, 2-3, 2-4 and 3-4) will be produced.  

The delta-Ts for each sensor pair from a real AE event can be calculated and used to identity 

a line with equal delta-T in the corresponding map. This line represents all possible real AE 

event locations in each map. By overlaying all resulting maps, the location of the real AE 

event can be determined. An example of overlaid delta-T maps is presented in Figure 4.12. 

Each line in the figure represents contour with constant delta-T corresponding to that of the 
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H-N sources identified on the map of each sensor pair. The convergence point indicates the 

location of the AE source. 

 

Figure 4.12– An example of overlaid delta-T maps. 

4.3.2 FE generated delta-T mapping training on complex plate 

In parallel, FE modelling was performed to produce a FE generated delta-T map or numerical 

delta-T map. As shown in Figure 4.13, a complex plate model was created in ABAQUS. As 

in the FE modelling of H-N sources on the simple plate in Section 4.2.2, steel material 

properties, mesh resolution of 1 mm, time integration step of 0.01 μs, C3D8R element and 

the same boundary conditions were used for simulation. The locations of sensors and the gird 

were chosen to be the same as those in the experiment on the complex plate described in 

Section 4.3.1. The validated numerical method described in Section 4.2.2 was used to 

simulate an H-N source on each node of the grid. Displacements in Z direction (out-of-plane) 

over time of all nodes at locations of sensors were recorded in FE modelling to estimate the 

arrival time. AIC was used to determine the arrival times of simulated signals. The FE 
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generated delta-T map was built in the same way as experimental delta-T maps in Section 

4.3.1. 

 

Figure 4.13– Complex geometry plate modelled in ABAQUS. 

4.3.3 Experimental test data on complex plate 

In order to test the performance of experimental and numerical delta-T maps, six extra H-N 

sources (H-N source 1 to 6) were conducted at six off-grid locations on the complex plate in 

the experiment. The schematic layout of the six extra H-N sources on the complex plate is 

presented in Figure 4.14. Coordinates of the location of the extra H-N sources relative to the 

origin are given in Table 4.5. 

 

Figure 4.14– Schematic layout of six extra H-N sources on complex plate. 
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4.3.4 Results 

The AE test data collected from H-N source 1 to 6 were assessed with the traditional TOA 

location approach based on threshold crossing (TOA-TC for short), TOA location approach 

based on AIC method (TOA-AIC), experimental delta-T mapping (experimental delta-T) and 

numerical delta-T mapping (numerical delta-T) techniques. Table 4.5, Figure 4.15 and Figure 

4.16 document source location results and the associated Euclidian distance errors. 

Table 4.5 – Actual locations of six extra H-N sources and results calculated by TOA-TC, TOA-AIC, numerical 

delta-T and experimental delta-T (units: mm). 

 
H-N source 1 H-N source 2 H-N source 3 H-N source 4 H-N source 5 H-N source 6 

X Y Error X Y Error X Y Error X Y Error X Y Error X Y Error 

Actual 70 70 - 70 210 - 130 90 - 170 390 - 230 230 - 250 430 - 

TOA-TC 74.42 59.19 11.68 83.04 207.21 13.34 134.54 79.42 11.51 168.99 397.51 7.58 213.60 223.92 17.49 244.54 438.59 10.18 

TOA-AIC 77.13 61.63 11.00 81.29 210.88 11.32 133.89 83.19 7.84 167.79 393.18 3.87 222.44 224.29 9.47 246.58 434.70 5.81 

Numerical 

delta-T 
74.82 67.80 5.30 73.99 211.46 4.25 132.26 91.41 2.66 169.33 386.67 3.40 225.27 229.86 4.73 251.17 432.7 2.94 

Experimental 

delta-T 
71.54 66.80 3.55 67.39 210.13 2.61 132.89 90.03 2.89 169.93 390.35 0.36 231.13 230.45 1.22 248.96 433.33 3.49 

 

Figure 4.15–Euclidian distance errors of source location results. 
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Figure 4.16–Actual locations of H-N sources and results calculated by TOA-TC, TOA-AIC, numerical delta-T 

and experimental delta-T (units: mm). 

For H-N sources 1 and 2 shown in Figure 4.16 respectively, it can be clearly seen from Fig. 

4.18 that a small improvement in accuracy was observed after AIC method was used in the 

TOA localization technique. For H-N source 1, the error for TOA-TC and TOA-AIC were 

11.68 mm and 11.00 mm respectively, or a 5.82 % reduction using AIC. For H-N source 2, 

the error for TOA-TC and TOA-AIC were 13.34 mm and 11.32 mm respectively, a 15.14% 

reduction using AIC. Compared with TOA-AIC, experimental and numerical delta-T reduced 

the error by more than half. The locations located with the experimentally trained delta-T 

maps were more accurate than those located with numerically trained delta-T maps.  

H-N source 3 was located in the lower part of the specimen close to the central line. The 

TOA-AIC produced a location error of 7.84 mm compared with 11.51 mm by TOA-TC, a 



89 

 

reduction in error of 31.89%.  The experimental and numerical delta-T gave similar levels of 

error, with a slightly higher accuracy by experimental delta-T.  

H-N source 4 was located on the upper part of the specimen close to the central line. The 

location error produced by the TOA-TC was 7.58 mm, which was the smallest amongst all 

the location errors gave by TOA-TC. TOA-AIC reduced the location error to 3.87 mm, a 

48.95% reduction. The results showed small difference in location errors when TOA-AIC and 

numerical delta-T were used, with the latter having slightly higher accuracy. The accuracy of 

location H-N sources was significantly better when using the experimental delta-T with a 

Euclidean error distance of 0.35 mm.  

H-N source 5 sits on the middle right of the specimen. The TOA-TC, TOA-AIC and 

numerical delta-T all located the H-N source slightly to the left of the actual position with a 

Euclidean error distance of 17.49 mm, 9.47 mm and 4.73 mm, respectively, while DTM 

located the source to the right of the actual location with an error of 1.22 mm.  

H-N source 6 locates near sensor 2 in the up-right corner of the specimen. The TOA-TC, 

TOA-AIC predicted the source locations with a error of 10.18 mm and 5.81 mm respectively. 

Similar to H-N source 3, a slightly lower location error at 2.94 mm was given by the 

numerical delta-T, compared to 3.49mm given by the experimental delta-T.  

In general, as it had been found also by some other researchers [75] [134] that the delta-T 

mapping technique improved the source location accuracy on complex structures. Results 

obtained show noticeable improvements in source location accuracy when using the two 

delta-t mapping methods over the TOA technique. Furthermore, other than H-N sources 3 

and 6, a higher degree of accuracy of location was shown when using the experimental delta-

T over the numerical delta-T. As as for the TOA technique, the AIC method led to a marked 

improvement in accuracy. This was expected since the AIC method is considered to be more 

accurate in the arrival time determination than the threshold crossing [76].  

To identify areas where the numerical delta-T is less accurate, the difference in the delta-T 

values between the numerical and experimental delta-T for each node was plotted and 

presented in Figure 4.17. 
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(c) (d) 
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(e) (f) 

Figure 4.17– The difference in the delta-T values between the numerical and experimental delta-T maps for (a) 

sensor pair 1-2, (b) sensor pair 1-3, (c) sensor pair 1-4, (d) sensor pair 2-3, (e) sensor pair 2-4 and (f) sensor pair 

3-4.  

As shown in Figure 4.17, for sensor pair 1-2, errors around 2 mm can be seen in zones close 

to Senor 2 and 3, and between the holes. For sensor pair 1-3, the FE modelling was able to 

produce a delta-T map with high accuracy over the whole complex plate, other than zones 

close to the sensor 2. For sensor pair 1-4, it can be seen that zones with large errors are 

located around the biggest hole, i.e., hole A. For sensor pair 2-3, the delta-T map generated 

by the FE modelling has a large error in zones close to Sensor 2 and around the smallest hole 

B. For sensor pair 2-4, good accuracy can be seen in the majority of zones, other than those 

near Sensor 1 and hole A. For sensor pair 2-4, errors occur mainly in zones between hole A 

and the plate edge.  

In general, it is evidential that for the majority of nodes on the delta-T maps, the delta-T 

values have been accurately predicted using the FE method.  Nodes where the numerical 

delta-T is less accurate are mainly close to the sensors and around the holes. This can be 

attributed partially to the boundary conditions used in the FE model, which are not exact as 
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those of the physical structure in experiment, and may influence wave propagation and result 

in differences between the arrival time recorded in experiments and from the FE modelling. 

4.4 Discussions  

Using numerical approaches such as FE to generate delta-T mapping offers some advantages 

over experiments. Firstly, for experimental delta-T, it takes a number of days to set up the 

experiment, perform H-N sources on all the grid points, select and prepare the AE data to 

build the delta-T maps. For the numerical delta-T, it takes 0.5 days to build a FE model. The 

computation time for simulation of an H-N source on each node of the grid is 5 minutes on a 

personal laptop. There is a total of 285 nodes in the present model, which results in a 

computation time of 1 day. The total time for the whole process is 1.5 days. This reveals that 

the numerical delta-T decreases the time required for constructing a delta-T map. It is worth 

noting that processes of experimental and numerical delta-T mapping could be optimised to 

reduce these times. To ensure maximum accuracy, an operator with an AE background is 

required to manually sort and discard useless arrival time data being captured experimentally 

[79]. With numerical delta-T, data is captured autonomously, which means that collection 

and processing of training data do not rely on experience and human errors are removed. 

Moreover, the expenses associated with the equipment and labour required for experiments 

can be eliminated. Furthermore, numerical delta-T mapping method scales better compared 

with experimental delta-T. With FE method, large-scale models with numerical sensors can 

be easily created for collection of training data, whilst experimental collection of delta-T data 

may be limited by several factors including large size or complex structures. Moreover, 

instead of artificial AE sources which can only be performed on the surface in experiment, 

FE method allows multiple training sources such as fatigue [99] and fibre breaks [147] and 

internal damage to be modelled. This might be a solution to a 3-D delta-T location problem. 

A final benefit of numerical delta-T is that the risk of foreign object debris from broken 

pencil leads is eliminated, which in some sectors is a major consideration. 

However, numerical delta-T also has some disadvantages. One of the main difficulties lies in 

modelling of wave propagation in highly complex structures, such as composites which are 
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being used abundantly in safety critical structures in recent years. Furthermore, the fine mesh 

is required to model AE waves with high accuracy. The amount of degrees of freedom in a 

large complex FE model will be huge, leading to a significant demand for computational 

resources such as memory space and processor time. The solution for this could be using fine 

meshes over the area of interest and coarse meshes over other areas.  

The source location errors associated with experimental delta-T techniques were found. There 

are numerous factors which contributed these errors. Firstly, the VS150-RIC sensors used in 

the test have a sensor face diameter of 28.6 mm, which is relatively large. Since the arrival 

time error is directly proportional to the size of the sensor face [134], the use of VS150-RIC 

sensors may lead to relatively large arrival time errors, thus resulting in source location 

errors. Moreover, AE signals usually contain a wide range of frequencies. Higher sample 

rates allow for better representation of higher frequency content in AE signals. Using an 

inadequate sample rate can cause crucial frequency contents to be lost, leading to errors in 

arrival time estimations and ultimately resulting in inaccurate source location predictions.  In 

addition, the boundary conditions within a complex plate may result in a loss of energy of an 

AE wave. Therefore, the signal amplitudes may be strongly attenuated during wave 

propagation, which in turn can adversely impact the accuracy of arrival time calculations, 

thus affecting source location determination. 

It was also found that numerical delta-T techniques had a larger magnitude of average source 

location error compared to experimental delta-T techniques. There are several reasons why 

this is the case. Firstly, a source of error is that the AE sensor face is not considered as the 

sensor is simplified as a point in the modelling. It could be stated that the signal in 

experimental training is captured at the sensors’ circumference rather than sensors’ center 

point where simulated sensors locate, thereby resulting in different arrival times. Numerical 

study conducted by Tsangouri and Aggelis [148] shows that the size of simulated AE sensor 

has a direct effect on wave content in time domains. The source location accuracy produced 

by finite element generated delta-T map may be improved if the AE sensor with the sensor 

face can be modelled. 

Moreover, the limitation is that TOA-TC, TOA-AIC, numerical delta-T and experimental 

delta-T have not been trialled to locate real AE data. As real damage sources [134] usually 
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have smaller amplitude and different frequency content compared with H-N sources, It will 

be of interest to examine the performance of four methods with AE signals generated from 

real damage mechanism. Secondly, only holes were considered in the complex plate in the 

present study, However, other complexities of real structures include multiple thickness 

changes, stiffeners, holes, nozzles, welds, etc. need to be considered in the future study. 

Thirdly, the defined boundary conditions in the model were not the same as real boundary 

conditions of the plate. The wave propagation will be slightly influenced by the edge of the 

hole on the complex plate and thus might result in errors in arrival time. By applying realistic 

boundary conditions in FE model, the influence of the edges of holes on the first arrival of 

AE waves can be eliminated. The accuracy of arrival time of signals recorded in complex FE 

model can be improved. Furthermore, the material defined in the FE model was an isotropic 

homogenous metallic material. As composites are increasingly used in oil and gas industry, it 

would be beneficial to examine the performance of a modelled delta-T training dataset on 

composite material. Besides, it should be noted that delta-T mapping technique and other 

localization technique do not account for factors such as temperature, loading and changing 

sensor coupling. It will be of interest to investigate how these factors will influence the delta-

T maps and how to update delta-T maps accordingly. Finally, currently, commercial AE 

systems are not capable of applying experimental and numerical delta-T mapping techniques 

live. However, it will be beneficial to integrate these methods with commercial AE systems 

to observe online AE events. 

4.5 Conclusions 

In this investigation, a numerical method from literature was used to simulate the H-N source 

on a simple plate and validated by the experiment results. The validation of the FE model 

showed great promise for applying the FE method to a planar location problem on a complex 

plate. Using the same numerical method, H-N sources were simulated on a complex plate and 

a numerical delta-T map were generated. The location results of numerical delta-t map 

technique were compared with those of traditional TOA techniques and experimental delta-t 

map technique. It has been demonstrated the viability of using FE method to decrease the 

time and man-power required for manually collecting and processing the training data whilst 
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keeping a reasonable degree of source location accuracy with an average error of 3.88 mm. 

With such a high source location accuracy, the particular area of concern which needs to be 

inspected using other NDE techniques can be reduced greatly. Moreover, if the specific 

location of an AE event is identified on an area with particular geometric features or loading 

condition, the number of potential damage source mechanisms can be decreased.  

Although the FE generated delta-T mapping has been carried out successfully, it will be 

preferable to examine the performance of present FE generated delta-T maps with AE signals 

from real damage mechanism. Development of FE model such as improved boundary 

conditions, realistic AE sensors, additional complexity and anisotropic materials needs to be 

investigated for further study. 

 

 

 

 

 

 

 

 

 



96 

 

Chapter 5 Improved Acoustic Emission Source 

Location of Corrosion with Delta-T Mapping 

5.1 Introduction 

Corrosion is a natural phenomenon and a major cause of the steel structures deterioration. In 

some extreme cases, it can lead to the reduction of a structure’s load-bearing capacity, thus 

resulting in life-threatening situations and catastrophic failure. Therefore, it is essential to 

address this issue for safety, environmental, and economic reasons. 

Carbon steel is the most commonly used and popular engineering material, comprising 

approximately 85% of the annual global steel production [149]. It has a higher concentration 

of carbon than other types of steel and a limited alloy content, which is generally below 2% 

(by weight) of the total additions [150]. Unfortunately, this level of additions do not have a 

significant impact on the corrosion behaviour of carbon steel [150]. In general, under 

industrial operation conditions found in the oil and gas exploration where acidic solutions are 

used extensively and as such carbon steel used in these environments shows susceptibility to 

corrosion. Despite its relatively weak corrosion resistance in industrial environments, it is 

widely employed in substantial tonnages for the oil and gas industry [151] because of the low 

cost and high resistance to wear and tear. With regard to both tonnage and total cost, carbon 

steel is the largest single class of alloys in use. Therefore, the carbon steel corrosion is an 

enormously important problem [152]. 

Hence, it is necessary to carry out periodic inspections to prevent destruction from corrosion. 

Various types of conventional NDT methods such as ultrasonic thickness measurement [153] 

and magnetic flux leakage [154] are utilised in corrosion monitoring. Though good accuracy 

in corrosion measurement is achieved by NDT methods, many components need to be 

removed from the testing equipment and refitted thereafter, thus requiring a long period of 

downtime. Moreover, areas of difficult access and complex geometry are particularly difficult 
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to examine by the NDT techniques, thus making the evaluation laborious, high-cost, and 

usually inconclusive.  

Additionally, electrochemical methods such as electrochemical noise measurement 

[155,156], linear polarization resistance probe [157] and electrical resistance probe [158,159] 

have been implemented to examine and evaluate corrosion. They are very useful to predict 

the initiation of corrosion events [160]. However, it is very difficult to interpret the recorded 

data and investigate the underlying mechanisms during corrosion propagation [114].  

Compared to the above-mentioned alternative methods of corrosion monitoring, AE directly 

measures failure mechanisms related to corrosion. AE offers a number of advantages; it is a 

desirable technique that has the capability to globally monitor large-scale structures using a 

suitable array of sensors. AE also allows for damage in areas inaccessible for physical 

inspection with current NDT methods to be detected. Moreover, it provides the ability to 

monitor structures without requiring a total stoppage or shutdown. Furthermore, the locations 

of AE sources can be determined with an appropriate sensor array. However, no literature 

references were found for monitoring corrosion with AE techniques on a complex structure. 

Hence, this study seeks to fill this research gap. Since delta-T mapping technique was 

developed by Baxter et al. [75] and an improvement in AE source location accuracy in 

complex structures has been shown. Hence, delta-T mapping is regarded to be a suitable 

method for AE source location of corrosion damage in complicated geometric structures. 

The objectives of this chapter are to gain an understanding of the characteristics of the AE 

signals generated from corrosion, and to enhance the capability of AE in detecting and 

locating corrosion damage with delta-T mapping technique in complex structures. 

In this chapter, a corrosion test was performed on a simple plate and a novel time estimation 

method was proposed to identify the onset time of signals. The velocities and source 

locations of AE events were calculated. It was found that the first arrival mode of signals 

recorded by AE sensors were was attributed to the A0 mode. Following that, methods aimed 

towards determining the arrival of the A0 mode with a lot of S0 arrivals were discussed 

because the current delta-T mapping technique relies on identifying the arrival time of the S0 
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mode. Afterwards, delta-T mapping technique based on the arrival of the A0 mode was 

developed and tested using real AE data generated from corrosion.  

5.2 Corrosion test on simple plate 

5.2.1 The corrosion process 

Corrosion is the disintegration of an engineered material into its constituent atoms as a result 

of electrochemical reactions with surroundings [161]. The type and rate of corrosion 

mechanism are dependent on multiple factors, including the type of material and corrosive 

environment [162]. Since the most prevalent type of corrosion is uniform corrosion [163], 

which is defined as the attack proceeding evenly over the entire metal surface area exposed to 

a corrosive environment. This leads to a uniform thinning rather than appreciable localised 

attack of the metal from the exposed surface [164]. There are two basic theoretical stages of a 

uniform corrosion mechanism; in the initial stage, the primary surface of the metal is attacked 

by chemical solutions. Secondly, a corrosion nucleus propagates on the surface area of the 

metal as a uniform corrosive engine.  

5.2.2 Experimental setup 

As discussed above, since this study focuses on monitoring carbon steel corrosion, a 

commercial sheet of grade S275 mild steel (Lakeland Steel Ltd., Cumbria, UK) was used for 

the experiment. The chemical composition of this mild steel is given in Table 5.1.  

Table 5.1 – Chemical composition of S275 mild steel. 

Element C Si Mn P S Ni Cr Mo Cu 

wt% 0.15 0.01 0.86 0.006 0.014 0.031 0.016 0.003 0.052 

 

The specimen (500 mm × 300 mm × 3 mm) was washed in de-ionised water and then rinsed 

with acetone solution. After rinsing, the specimen was dried under a stream of cold air. The 

investigations were carried out in 3.5 % sodium chloride solution (pH was measured by a 
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calibrated pH meter to be 5.7). The test setup, a schematic diagram and an associated section 

view are shown in Figure 5.1, Figure 5.2 and Figure 5.3 respectively.  

 

Figure 5.1–The test setup of the corrosion test 

 

Figure 5.2– A schematic diagram of the test setup 
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Figure 5.3– A an associated section view of the test setup 

As seen, the solution was placed in a cylindrical thin-walled plastic vessel (outer diameter= 

80 mm, height= 80 mm and thickness= 2 mm). There was a small hole (radius =4 mm) on the 

bottom to allow for the specimen to be in contact with the solution, that is, providing an 

exposed surface area of 16 π mm2.  A waterproof silicone sealant (Everbuild Building 

Products Ltd., Leeds, UK) was applied around the hole to attach the cylindrical vessel to the 

specimen and prevent the leaking of the test solution.  

The uniform corrosion process was controlled in typical three-electrode electrochemical cell 

at room temperature. The specimen was served as the working electrode and a coiled 

platinum wire was used as a counter electrode. The measurement of the potential was made 

against a reference saturated Ag/AgCl/NaCl electrode. The electrochemical corrosion process 

at the static corrosive potential was controlled using a potentiostat/galvanostat system Gill 

AC (ACM Instruments, Cumbria, UK).  

In addition to the potentiostatic measurements carried out by application of electrochemical, 

digital measurement system, measurements of uniform corrosion by AE method were carried 

out simultaneously. As shown in Figure 5.2, four resonant Nano-30 sensors (Mistras Group 

Inc.,New Jersey, United States), which have a resonance of 300 kHz with operating range of 

125-750 kHz and four resonant VS150-RIC sensors (Vallen Systeme GmbH, 

Germany),which have a resonance frequency equalling to 150 kHz and a bandwidth of 100-

450 kHz, were mounted at the top surface of the specimen. In addition, a VS150-RIC sensor, 
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which was sensor 9, was installed at the centre point of bottom surface of the specimen, 

below the corrosion site as shown in Figure 5.3. A two-dimensional coordinate system was 

introduced and the origin was placed on the bottom left corner of the specimen. The centre of 

the surface area exposed to sodium chloride solution coincided with the centre point (X 

coordinate = 150 mm, Y coordinate =250 mm) of the top surface of the specimen. The 

coordinates of nine sensors relative to the origin are summarized in Table 5.2. Sensor 1-4 are 

Nano-30 sensors and sensor 5-9 are VS150-RIC sensors.  

Table 5.2 – Coordinates of sensors and H-N source (units: mm). 

 

 

The VS150-RIC sensors were acoustically coupled using ultrasound gel and pressure was 

applied using magnetic clamps. The integral pre-amplifiers with 34 dB gain amplified the 

signals recorded by sensors. The Nano-30 sensors were coupled with the specimen by the 

way of Loctite 595 Transparent Sealant (Henkel Loctite Corporation, Helsinki, Finland) and 

amplified with AEP4H (Vallen Systeme GmbH, Germany) at 34 dB gain. Outputs of all the 

sensors were linked to a Vallen 16-channel AMSY-6 AE System (Vallen Systeme GmbH, 

Germany) with the acquisition settings shown in Table 5.3. 

Table 5.3 – AE acquisition settings. 

Threshold 

(dB) 

Sample Length 

(ms) 

Sample Rate 

(MHz) 

Pre-Trigger 

(ms) 

Rearm time 

(ms) 

Duration 

discrimination time  

(ms)  

30 1.6 5 0.5 0.8 0.8 

 

 Sensor type X coordinate Y coordinate 

Sensor 1 

 

Nano-30 

20 380 

Sensor 2 280 380 

Sensor 3 20 120 

Sensor 4 280 120 

Sensor 5 

VS150-RIC 

40 420 

Sensor 6 260 420 

Sensor 7 40 80 

Sensor 8 260 80 

Sensor 9 150 250 
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Prior to the corrosion test, H-N sources [31] were generated close to each AE sensor to assess 

the sensor sensitivity and the coupling between the sensors and the specimen. Hits with 

amplitude above 98 dB at each sensor were recorded, which verified the coupling. 

5.2.3 Test result 

Since the sensors were placed symmetrically around the plate centre on the top surface and 

the corrosion area was located at the centre of the plate, signals recorded at the same type of 

sensor were similar. Therefore, one of each type of sensors on the top surface, i.e., sensor 1 

(Nano-30) and sensor 5 (VS150-RIC), as well as the sensor 9 on the bottom surface were 

chosen for further data analysis of the collected results.  

AE amplitudes of hits over time in the corrosion test are presented in Figure 5.4. The duration 

of the corrosion test was chosen to be around 5 hours to ensure that sufficient AE data for 

further analyses can be provided.  As seen in Figure 5.4, a short delay of around 1.5 hours 

was observed before significant AE activity resulting from the corrosion was recorded. It was 

speculated that the different stages of AE behaviours were attributed to different stages of 

corrosion process, which were associated with the corrosion current density as proposed by 

Andrade and Alonso [165].  

As expected, sensor 9 received a significantly greater number of hits than the other sensors, 

recording 23,388 rather than 1,796 from sensor 1 and 696 from sensor 5. AE hits at sensor 9 

had high amplitude levels up to 65 dB. Compared to sensor 9, a smaller number of hits were 

observed at sensor 1 and 5. AE hits at both sensor 1 and 5 had low amplitude levels up to 45 

dB.  
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Figure 5.4– AE amplitudes of hits over time in the corrosion test  

The normalised cumulative energy and current over time are shown in Figure 5.5. It can be 

seen that the current gradually increased throughout the corrosion test.  The normalised 

cumulative energy at sensor 9 showed a steady and constant increase. Figure 5.5 also shows 

that the normalised cumulative energy at sensor 1 and sensor 5 followed similar trend.  

 

Figure 5.5– Normalised cumulative energy and current over time in the corrosion test 
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5.2.3.1 Frequency 

Fast Fourier Transform (FFT), which is a commonly used tool for providing information 

about the frequency domain of a signal, was carried out on signals recorded at sensor 1 

(Nano-30) and sensor 5 (VS150-RIC). Examples of waveforms at sensor 1 and sensor 5 and 

corresponding frequency domain are shown in Figure 5.6 and Figure 5.7 respectively.  

Figure 5.6– An example of a waveform at sensor 1 (a) and corresponding frequency domain (b). 

Figure 5.7– An example of a waveform at sensor 5 (a) and corresponding frequency domain (b). 

From the FFT results, the peak frequencies of AE signals were extracted, which are shown in 

Figure 5.8. It can be seen that, for both signals, the majority of their peak frequencies lied in 

the 50- 200 kHz range. Additionally, sensor 1 and sensor 5 detected some AE signals with 

 

 

(a) (b) 

 

 

(a) (b) 
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peak frequency between 50 kHz and 100 kHz from around 1.5 h to around 3.5 h. Figure 5.8 

also shows the variation in peak frequencies observed between sensor 1 and sensor 5. In 

particular, from around 1.5 h to around 3.5 h, peak frequencies of some signals at sensor 1 

were around 100 kHz, which those of some signals were around 150 kHz at sensor 5. This 

can be attributed to the difference in the frequency responses of sensor 1 and sensor 5.  

Figure 5.8– Peak frequencies of AE signals recorded at: (a) sensor 1 (Nano-30) and (b) sensor 5 (VS150-RIC). 

In addition, the partial power was calculated using Equation (5.1) by dividing the summation 

of the power spectrum over the frequency range of interest by the total power and multiplied 

by 100 [166]. 

𝑝 = ∫ 𝑈̂2(𝑓)𝑑𝑓
𝑓2

𝑓1

/∫ 𝑈̂2(𝑓)𝑑𝑓
1000⁡𝑘𝐻𝑧

0⁡𝑘𝐻𝑧

 (5.1)  

where:  

⁡𝑈̂(𝑓)     Fourier-Transformation of the signal                               

Partial Power 0-100 kHz 𝑓1 = 0⁡𝑘𝐻𝑧, 𝑓2 = 100⁡𝑘𝐻𝑧;⁡ 

Partial Power 100-200 kHz 𝑓1 = 100⁡𝑘𝐻𝑧, 𝑓2 = 200⁡𝑘𝐻𝑧;⁡ 

Partial Power 200-300 kHz 𝑓1 = 200⁡𝑘𝐻𝑧, 𝑓2 = 300⁡𝑘𝐻𝑧;⁡ 

Partial Power 300-400 kHz 𝑓1 = 300⁡𝑘𝐻𝑧, 𝑓2 = 400⁡𝑘𝐻𝑧;⁡ 

  

(a) (b) 



106 

 

Scatterplot of partial power from 0 to 100 kHz (blue), 100 to 200 kHz (red), 200 to 300 kHz 

(black) and 300 to 400 kHz (magenta) of AE hits are shown in Figure 5.9 (a) for sensor 1 and 

Figure 5.9 (b) for sensor 5.  

Figure 5.9– partial power from 0 to 100 kHz, 100 to 200 kHz, 200 to 300 kHz and 200 to 300 kHz of AE signals 

at: (a) sensor 1 (Nano-30) and (b) sensor 5 (VS150-RIC). 

Generally, two parts of signals at both sensor 1 and sensor 5 can be observed; the first part of 

signals, which was from around 1.5 h to around 3.5 h, had similar magnitude of partial power 

from 0 to 100 kHz and from 100 to 200 kHz. The second part of signals, from around 4.5 h to 

around 5.5 h, had notably larger magnitude of partial power from 100 to 200 kHz than that 

from 0 to 100 kHz. Despite the differences between partial powers of signals, it can be 

summarized that the majority of signals had large magnitude of partial power from 0 to 200 

kHz. This indicates that these signals had large amount of energy in frequency components 

from 0 to 200 kHz.  

The resonance frequency of VS150-RIC sensors is 150 kHz, and their bandwidth ranges from 

100-450 kHz, which align with the frequency components of signals generated from 

  

(a) (b) 
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corrosion. In contrast, Nano-30 sensors have a frequency response that spans from 125 to 750 

kHz, with a resonant frequency of 300 kHz. Hence, in terms of frequency response, VS150-

RIC sensors may be a more suitable option for monitoring corrosion. 

5.2.3.2 Velocity calculation 

As described in Section 5.2.2, besides sensors placed on the top surfaces of the plate, an AE 

sensor, i.e., sensor 9, was installed on the bottom surface of the plate and below the surface 

area exposed to corrosion.  Since sensor 9 was very close to the AE source from corrosion 

damage, it is assumed that the onset time of waves recorded at sensor 9 is the time when 

waves were emitted from the corrosion source. Additionally, since the area exposed to 

corrosion was small and circular with a radium of 4 mm, the sensor-source distance on the 

top surface of the plate is assumed to be the distance between the centre of circular exposed 

area and the sensor. The velocity 𝑣 of waves were calculated using Equation (5.2) . 

𝑣 = 𝐷/(𝑡𝑖 − 𝑡9) (5.2)  

Where:  

⁡𝐷    The distance between the centre of exposed area and the sensor⁡𝑖.                               

𝑡𝑖   The arrival time of a signal at sensor⁡𝑖.  

𝑡9   The arrival time of the same signal at sensor 9.  

The arrival time of signals were estimated using the traditional threshold crossing method and 

AIC picker, which was regarded as a reliable tool for automatic onset detection in Chapter 4. 

In addition, the arrival time can be estimated by using a wavelet coefficient threshold 

crossing technique [167]. The arrival time of a signal is the time when the wavelet 

coefficients are larger than a certain value or a threshold. However, signals recorded during 

the corrosion test were characterized by a low signal-to-noise ratio. It was very difficult to 

choose an appropriate wavelet coefficient threshold. For example, the signal in Figure 5.7 (a) 

was firstly estimated to be -73.4 𝜇𝑠 by AIC picker as shown in Figure 5.10. Then, the wavelet 

analysis of this waveform was conducted using the free software AGU-Vallen Wavelet from 
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Vallen System and the 2D contour diagram of WT coefficients of the waveform was shown 

in Figure 5.11. Since the peak frequency of the waveform (as shown in Figure 5.7 (b)) was 

around 150 kHz. The WT coefficients at 150 kHz was extracted and presented in Figure 5.12.  

   

Figure 5.10–The waveform shown in Figure 5.7(a) with overlapped AIC value 

 

Figure 5.11– 2D contour diagram of WT coefficients of the waveform  

      

Figure 5.12– WT coefficients at 150 kHz 
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As seen, the WT coefficient of the signal at -73.4 𝜇𝑠 was 0.017, which was very close to 

0.015 of the background noise at -414 𝜇𝑠. Hence, a low WT coefficient threshold is likely to 

result in the early triggering by the background noise, while a high WT coefficient threshold 

will lead to an inaccuracy in arrival time estimation. Therefore, WT coefficient threshold 

crossing technique was not used to determine the arrival time of signals from corrosion.  

Moreover, it can be seen that the first and second minimum of AIC value were very close in 

Figure 5.10. This indicated that AIC picker is very likely to be unreliable for estimating the 

arrival time of signals with such low signal-to-noise ratios. Therefore, to improve the 

reliability on predicting onset time of low signal-to-noise signals, a novel method, window 

AIC method, which was based on AIC function is proposed in this study. In this method, AIC 

function is applied twice on the transient signals. 

The visual description of each step of this window AIC method is presented in Figure 5.13. 

The 3 steps associated with the window AIC method are detailed below; 

▪ Step a). Firstly, since the time window is assumed to be starting in noise and ending 

just after the peak amplitude of the signal, AIC function is applied on time window 

which is set to start at the beginning of signal and ending on time when the signal 

reaches its global maximum value. Time 𝑡𝑎 which attains the minima of the AIC 

value indicates the estimated point of the signal onset. As seen in Figure 5.13 (a), the 

time window is shortened again to time window A. Similar to a time window 

proposed by Sedlak et al. [168], it starts at time⁡𝑡𝑎 − 𝑡𝑏𝑎, and ends on⁡𝑡𝑎 + 𝑡𝑎𝑎. A 

value of 30 µs (300 samples) was selected for⁡𝑡𝑏𝑎 and 10 µs (100 samples) for⁡𝑡𝑎𝑎 by 

Sedlak et al. Since the proposed method aimed towards low-amplitude signals with 

low signal-to-noise ratios rather than high-amplitude signals in Sedlak et al.’s work, a 

larger  𝑡𝑏𝑎= 150 µs (750 samples) and 𝑡𝑎𝑎= 50 µs (250 samples) were selected and 

verified by trial and error. The errors associated with selection of ⁡𝑡𝑏𝑎 and⁡𝑡𝑎𝑎 are 

discussed in Section 5.4.  

▪ Step b). In the second step, as shown in Figure 5.13 (b), time window B, which 

contains noise records, is extracted from a signal. The noise record is roughly 

estimated by experience and the same time window B was used for all the signals. 
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The length of time window B is specified to be the same as time window A. Since the 

ambient noise recordings are similar, the samples of time window B used in all the 

calculations are the same.  

▪ Step c). The samples of time window B are placed before and after samples of time 

window A to form a new signal as shown in Figure 5.13 (c). The AIC function is 

recalculated and applied on this updated signal. The onset time of this updated signal 

as well as the original signal is now represented by the global minimum the 

recalculated AIC function. 

 

Figure 5.13– Description of each step of window AIC method.  
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Compared with AIC function, window AIC usually predicts an earlier arrival time. Examples 

of time arrival estimated by window AIC and AIC function are shown in Figure 5.14 (a) and 

(b) respectively (The waveform is the signal from VS150-RIC sensors during corrosion test 

on a simple plate). To view the signals clearly, signal in Figure 5.14  (b) is shown in Figure 

5.14 (c) with a shortened time frame.  

Figure 5.14–Examples of time arrival estimated by (a) window AIC, (b) AIC function and (c) signal in (b) with 

a shortened time frame. 

As seen in Figure 5.14  (a), the signal was reconstructed with time window A and B 

according to window AIC method in Section 5.2.3.2. The arrival time predicted by window 

 

(a) 

 

(b) 

 

(c) 
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AIC method was -67.6 µs rather than -47.8 µs by AIC function as shown in Figure 5.14  (b). 

Since AIC function [60] compares the difference in classic variance before and after each 

point in the wave, typically when it is at its minimum represents the point where the 

transition from noise to waveform is occurring, and therefore the arrival time of the wave. By 

adding time window B (B1 and B2 are the same and from background noise) to the original 

signal component (time window A), the majority after time= -67.6 µs are samples from 

background noise. Therefore, the classic variance after time= -67.6 µs is more sensitive to the 

transition from noise to waveform, while the classic variance after time= -47.8 µs in Figure 

5.32 (b) is less sensitive to this transition. This is because the amplitude of waveform around 

this time is almost the same as the noise and this transition does not have a significant impact 

on the value of the classic variance after time= -47.8 µs. 

The selection of the length of time window A, B1 and B2 are very important to achieve a 

higher accuracy in time estimation. A short window A may miss the onset of the signal and a 

long window A may include some samples from reflection or background noise with high 

amplitude, resulting an early triggering. For this study, time window B1 is the same as time 

window B2, which equals to 1000 samples. However, as shown in Figure 5.15, if a window 

B1 is too short (100 samples) or window B2 is too long (2000 samples), the arrival time 

determined by window AIC method is time at the wrong transition, which is the transition 

from the waveform to the noise at the end of window A. In addition, if a window B1 is too 

long, the computation time will increase. If window B2 is too short, the window AIC will 

estimate the arrival time similar to AIC function in Figure 5.14  (b). 
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Figure 5.15–Examples of time arrival estimated by window AIC with wrong triggering; (a) window B1= 100 

samples (20 µs) and window B2=1000 samples (200 µs), (b) window B1= 1000 samples (200 µs) and window 

B2= 2000 samples (400 µs). 

After the arrival time of signals were determined by threshold crossing, AIC picker and 

window AIC method, velocities of AE signals were calculated using Equation (5.2). Scatter 

plots of velocities of signals at sensor 1-4 and sensor 5-8 are shown in Figure 5.16 and Figure 

5.17 respectively.  

 

 

 

(a) 

 

(b) 
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Figure 5.16–Velocities of AE signals at sensor 1-4 (Nano-30 sensors), which were calculated based on arrival 

time determined by (a) threshold crossing, (b) AIC function and (c) window AIC method. 

 

  

(a) (b) 

 

(c) 
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Figure 5.17–Velocities of AE signals at sensor 5-8 (VS 150-RIC sensors), which were calculated based on 

arrival time determined by (a) threshold crossing, (b) AIC function and (c) window AIC method. 

Percentages of different velocity ranges (i.e., 0-1, 1-2, 2-3, 3-4, 4-5, 5-6 km/s) were 

summarized and documented in Figure 5.18 and Figure 5.19. 

  

(a) (b) 

 

(c) 
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Figure 5.18–Percentages of velocities of AE signals recorded at sensor 1-4 (Nano-30 sensors) 

 

Figure 5.19– Percentages of velocities of AE signals recorded at sensor 5-8 (VS150-RIC sensors). 

Considering the velocities calculated from Nano-30 sensors shown in Figure 5.18, based on 

arrival time determined by threshold crossing, 40.5% of velocities (in black) were between 0-

1 km/s and 29.3% were between 1-2 km/s. Some of measured velocities were found to be 

between 2-3 km/s, with a percentage of 29.9%. After AIC function (in white) was applied, 

the percentage of velocities between 0-1 and 1-2 km/s reduced significantly to 2.9% and 

18.7% respectively. Compared to threshold crossing, an obvious increase in the percentages 

of velocities in the range of 3-4 km/s was seen. With window AIC method (in red), a further 

increase in the percentage of velocities between 3-4 km/s was observed. A gradual decrease 
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in the percentage of velocities between 0-1 and 1-2 km/s and a gradual increase in the 

percentage of velocities between 3-4 and 4-5 km/s was seen as threshold crossing, AIC 

function and window AIC method were used successively to estimate the onset time of AE 

signals. The average velocity calculated based on threshold crossing, AIC and window AIC 

are 1.47, 2.54 and 2.87 km/s respectively.  

As for the velocities from VS150-RIC sensors shown in Figure 5.19, based on arrival time 

determined by threshold crossing, all the measured velocities were below 3 km/s and the 

majority of velocities lied in the range of 0-2 km/s, with a percentage of 26.8% between 0-1 

km/s and 60.0% between 1-2 km/s. Percentages of velocities between 2-3 were relatively 

small, with a value of 13.2% respectively. A gradual decrease in the percentages of velocities 

between 0-1 and 1-2 km/s and a gradual increase in percentages of velocities between3-4, 4-5 

and 5-6 km/s was seen as threshold crossing, AIC function and window AIC method were 

used successively to estimate the onset time of AE signals. For window AIC method, a large 

number of velocities lied in the range of 2-3 km/s, with a percentage of 64.8%. The average 

velocity calculated based on threshold crossing, AIC and window AIC are 1.42, 2.41 and 

2.86 km/s respectively. 

As discussed in Chapter 2, dispersion curves present the propagation velocities with respect 

to the plate thickness and the frequency of each Lamb wave mode. The curves depicting the 

relationship among group velocities and frequencies of different Lamb modes, for a plate of 

thickness 3 mm are shown in Figure 5.20. Since the high frequency contents of the higher 

wave modes were not seen according to peak frequencies in Figure 5.8 and partial power in 

Figure 5.9, only S0 and A0 modes are shown in Figure 5.20. 
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Figure 5.20– Dispersion curves for a steel plate of thickness 3 mm. 

According to FFT analysis shown in Figure 5.6 (b) and Figure 5.7 (b) and partial power in 

Figure 5.9, if a frequency between 150kHz and 200 kHz is assumed, a group velocity of 

around 5.20-5.24 km/s is seen for S0 mode and around 2.83-2.96 km/s for A0 mode from the 

dispersion curves in Figure 5.20. Therefore, the majority of measured velocities from Nano-

30 and VS150-RIC match the velocity of the A0 mode predicted by the dispersion curve. 

Hence, the first arriving component of signals that was detected is likely to be the A0 mode 

from the corrosion signals. 

5.2.3.3 Source location results 

As mentioned above, three methods, i.e., threshold crossing, AIC function and window AIC 

were applied to identify wave arrival times of sensor 1-8. Afterwards, locations of sources 

were calculated using the traditional TOA approach with experimentally collected velocities 

(2.87 km/s for Nano-30 sensors and 2.86 km/s for VS150-RIC sensors). The source location 

results from sensor 1-4 and sensor 5-8 are documented in Figure 5.21 and Figure 5.23.  

Since the corrosion area was a circle, the associated Euclidian distance errors 𝑑 in this section 

was defined as the distance from the localised event to the circular area and calculated using 

Equation (5.3). If the calculated Euclidian distance error is zero or below zero, this means 
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that the localised corrosion damage is within the corrosion area and the Euclidian distance 

error is considered to be zero.  

𝑑 = √(𝑥 − 𝑥𝑐)2 + (𝑦 − 𝑦𝑐)2
2

− 𝑟 (5.3)  

Where:  

⁡𝑥, 𝑦    The X-coordinate and Y-coordinate of a localised corrosion event.  

𝑥𝑐, 𝑦𝑐   The X-coordinate and Y-coordinate of the centre of the corrosion area.  

𝑟   The radius of the corrosion area.  

The associated Euclidian distance errors are documented in Figure 5.22 and Figure 5.24 

respectively. 

For the results from the Nano-30 sensors (1-4), which are shown in Figure 5.21 (a) and 

Figure 5.22, it can be seen in that none of the location results calculated from arrival times 

based on threshold crossing with a fixed threshold of 30 dB threshold were within the 

corrosion area and the majority of located AE events had a location error larger than 100 mm. 

After AIC function was used in arrival time estimation, as seen in Figure 5.19 (b), some AE 

events were located within the corrosion area and a large number of AE events clustered on 

the top left of the corrosion area. Compared with threshold crossing, most events were 

concentrated in the centre of the sensor array, i.e., the corrosion area. Moreover, in Figure 

5.22, percentage of AE events with errors larger than 100 mm reduced by more than half 

from 89.6% to 34.3%. An obvious increase in the percentages of AE events with errors 

between 0-10, 10-30 and 30-50 mm. A gradual decrease in the percentages of AE events with 

errors above 100 mm and a gradual increase in percentages of 0, 0-10, 10-30 and 30-50 mm 

were seen as threshold crossing, AIC function and window AIC method were used 

successively to estimate the onset time of AE signals. 

For the VS150 sensors (5-8), similar to results from the Nano-30 sensors , a poor localisation 

accuracy was shown as none of the AE events given by threshold crossing were located 

within the corrosion area and 84.0% of AE events had a location error above 100 mm in 
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Figure 5.23 (a) and Figure 5.24. Both the AIC function and window AIC function showed an 

improvement over the threshold crossing where a reduction in the percentages of errors above 

100 mm and an increase in the percentages of errors below 50 mm was observed respectively. 

However, it should be noted that compared with AIC function, the location results given by 

window AIC had a higher percentage of errors between 10-30, 30-50 and 50-100 mm, which 

a smaller percentage of errors below 10 mm was seen. The reason is discussed below.  

Figure 5.21– Source location results (sensor 1-4, Nano-30 sensors) based on arrival times estimated by: (a) 

threshold crossing, (b) AIC function and (c) window AIC method. 

   

(a) (b) (c) 
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Figure 5.22–Errors of source location results from sensor 1-4. 

Figure 5.23– Source location results (sensor 5-8, VS150-RIC sensors) based on arrival times estimated by: (a) 

threshold crossing, (b) AIC function and (c) window AIC method. 

   

(a) (b) (c) 
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Figure 5.24– Errors of source location results from sensor 5-8. 

An example of arrival time estimated by AIC and window AIC for a signal from sensor 5-8 

(VS150-RIC sensors) and corresponding locations determined by TOA. The time = 0 µs was 

set as the arrival time of signal at sensor 9. As seen, the window AIC gave a smaller arrival 

time for signals at sensor 7 and 8 than AIC function.  

Table 5.4 –An example of arrival time estimated by AIC and window AIC for a signal from sensor 5-8 and 

corresponding location determined by TOA. 

 

 

 

Due to the earlier time arrival, the associated location errors increase from 2.7 mm to 12.8 

mm. Some signals from VS150-RIC sensors were similar to that in Figure 5.14  (b). The 

arrival time determined by Window AIC was earlier than that of AIC, potentially due to 

reflections or background noise, leading to a greater location error in the results. 

Therefore, compared with AIC function, the location results from VS150-RIC sensors given 

by window AIC had a smaller percentage of errors below 10 mm in Section 5.2.3.3. 

 Arrival time (AIC), µs Arrival time (window AIC), µs 

Sensor 5 75.4 75.2 

Sensor 6 81.4 81.4 

Sensor 7 81 68.8 

Sensor 8 75.2 71.4 

Location (X, Y) 155.3, 245.9 mm 139.9, 236.5 mm 

Errors 2.7 mm 12.8 mm 
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However, since the sensors had a smaller distance to the corrosion area than VS150-RIC 

sensors and the amplitudes of signals from Nano-30 sensors are usually larger than VS150-

RIC sensors, this was not found among the location results from Nano-30 sensors. 

5.3 Localisation of corrosion damage on a complex plate 

Delta-T mapping, which is regarded as a suitable method for the location of AE sources in 

complicated geometric structures, is used in this study to locate corrosion damage on a 

complex plate. As discussed in Chapter 4, current delta-T maps are built by performing H-N 

sources and collecting the arrival time of the S0 mode. However, it was found in Section 5.2.3 

that the first arrival mode of signal generated from corrosion was the A0 mode. Hence, the 

methods for identifying the arrival of the A0 mode are required and current delta-T maps 

should be built on the basis of the A0 mode arrival. Different from the methods presented in 

Section 5.2.3.2 which are aimed towards low signal-to-noise corrosion signals without S0 

arrival, the methods presented in the following Section  5.3.1 are aimed towards signals 

generated from H-N sources with a lot of S0 arrivals. Afterwards, delta-T maps based on A0 

arrival were built on a complex plate and corrosion tests were performed on the same 

complex plate. Localisation results produced by a traditional TOA method and delta-T 

mapping were compared. 

5.3.1 Method for determining A0 arrivals  

Different methods for determining A0 arrivals on signals with a lot of S0 arrivals can be found 

in the open literature. A method based on Continuous Wavelet Transform (CWT) was 

proposed by Aljets et al. [167]. In this method, the signal is transformed into the time-

frequency domain by means of the Gabor wavelet transform and WT coefficients at a certain 

frequency component of interest are extracted. The time when the WT coefficient is larger 

than a pre-set dynamic threshold is regarded as the arrival time of the A0 mode. This dynamic 

threshold is dependent on the test setup and not consistent throughout Aljets’s work 

[167,169,170] with a range from 40% to 90% of the maximum amplitude of each event. This 

method had been shown to be successfully used in the A0 mode arrival measurement 
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[167,169,170]. The major disadvantage of this method is that the user-defined WT coefficient 

threshold can introduce errors in accuracy of the source location results. However, it can be 

easily utilised to predict the arrival of the A0 mode arrival. Therefore, it was used in this 

study and discussed in the following Section 5.3.1.1. Recently, a novel second differential 

method was proposed by Grigg et al. [8] to detect the arrival of the A0 mode. The procedural 

steps of implementing this step include applying bandpass filter, identifying peaks and 

finding second differential. However, this method is highly complicated. Considering that the 

signals generated from H-N sources in this study have high amplitudes with clear S0 and A0 

arrivals, the identification of A0 arrival are straightforward. Hence, this method was not used 

in this study.  

5.3.1.1 Wavelet coefficient threshold method  

An example of an AE signal generated by an H-N source with a distance of around 345 mm 

to the Nano-30 sensor on a complex structure is shown in Figure 5.25 a). Since the wave 

velocity shows a strong dependency on wave modes, frequency content and plate thickness 

[34], a frequency was chosen to estimate the mode arrival time for the A0 mode according to 

Aljets et al. [167]. In the test set-ups presented in this study, the frequency of 150 kHz was 

best suited since the A0 mode were present at this frequency and the corrosion test in Section 

5.2 showed that most signals generated from corrosion had a peak frequency for the tests 

around 150 kHz. The two-dimensional wavelet transform diagram of the AE signal in Figure 

5.25 a) was calculated and shown in Figure 5.25 b), with an example of the WT coefficient at 

150 kHz frequency shown in Figure 5.25 c). Since the earlier arriving S0 mode had a much 

smaller amplitude in comparison to the A0 mode, a threshold was set just above the S0 mode 

level to detect the arrival of the A0 mode. Since the testing structure is relatively small with 

large reflections, a fixed threshold rather than a variable threshold typically used in the 

literature [167] was adopted in this study to ensure the consistency of the results. A threshold 

was specified to be 3×10-5 (units: Hz/Hz)by trial and error. As shown in Figure 5.25 c),⁡𝑡𝑊⁡, 

which corresponds to the threshold crossing of the wavelet coefficient was considered to be 

the arrival time of A0 mode.  
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Figure 5.25–Visual description of wavelet coefficient threshold method: (a) an AE signal generated by an H-N 

source, (b) two-dimensional wavelet transform diagram of the AE signal and (c) WT coefficient at 150 kHz. 

5.3.1.2 Modified two-step AIC picker 

A two-step AIC picker was proposed by Sedlak et al. [168] to determine the arrival of the S0 

arrival. In this method, the AIC function was applied twice on the transient signals to 

eliminate the influence of ambient noise. In contrast to the two-step AIC picker, a modified 

two-step AIC picker was proposed in this study to estimate the arrival time of the A0 mode. 

The AIC function was firstly applied to identify the arrival of the S0 mode. Since the AIC 

function is based on the measurement of similarity in entropies and the frequency contents 
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and dispersion characteristics of the S0 mode are significantly different from those of the A0 

mode, thus resulting in the difference between the entropy of the S0 mode and that of the A0 

mode, it might provide reliable outcomes when identify the arrival of the A0 mode and 

present two clearly distinct regions, e.g., an entropy portion where the S0 mode dominates, 

and an entropy segment where the A0 mode dominates. Therefore, it was applied again on 

signals with the S0 mode to determine the A0 arrival time.  

The 3 steps associated with modified two-step AIC picker are detailed below. Procedural 

steps of implementing modified two-step AIC picker are presented in Figure 5.26. The visual 

description of each step of modified two-step AIC picker algorithm is presented in Figure 

5.27. The AE signal in  Figure 5.27 was generated by an H-N source with a distance of 

around 207 mm to the Nano-30 sensor on a complex structure.  

▪ Step a). When performing H-N sources with a short distance to sensors on the surface 

of a plate, the S0 mode are usually hidden in the high-amplitude A0 mode. Only a 

short period of the S0 mode or no S0 mode can be observed. In this circumstance, it is 

very difficult to use modified two-step AIC picker to estimate the arrival of the A0 

mode correctly. Therefore, in the first step of this method, the arrival time of the A0 

mode is estimated using traditional threshold crossing. As shown in Figure 5.26,  if 

the time 𝑡𝑡, which is the time when the amplitude of signals is above the threshold, 

exceeds 6 µs (which are 30 samples, the minimum number of samples required for 

correctly identifying the A0 mode using AIC function), the computation will continue 

and the following steps will be performed. Otherwise, the computation will terminate 

and 𝑡𝑡 is considered to be the arrival time of the A0 mode. Since this threshold 

crossing is used to determine the A0 arrival time of signals generated from H-N 

sources close to sensors and characterised with the high initial A0 mode peak, a high 

threshold of 15 mV was selected in the study by trial and error. 

▪ Step b). AIC function is applied on a time window which is set to start at the 

beginning of signal and ending on time when the signal reaches its global maximum 

value. Time 𝑡𝑎 which attains the minima of the AIC value indicates the estimated 

point of signal onset. The time window is updated and starts at time 𝑡𝑎 and ends 

on⁡𝑡𝑎 + 𝑡𝑎𝑎, where 𝑡𝑎𝑎 is a time delay. Since the maximum time difference between 
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the S0 arrival and A0 arrival was around 50 µs, a value of 100 µs (200 samples) was 

specified for 𝑡𝑎𝑎.  

▪ Step c). The AIC function is recalculated and applied on an updated time interval at 

Step b). The arrival of the A0 mode is now represented by the global minimum the 

recalculated AIC function.  

 

Figure 5.26–Procedural steps of implementing modified two-step AIC picker. 
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Figure 5.27–Visual description of each stage of modified two-step AIC picker algorithm. 

 

5.3.2 Delta-T mapping based on A0 arrivals 

A complex geometry mild steel plate with four holes was used for experimental delta-T 

mapping training. This plate has a length of 500 mm, width 300 mm and thickness 3 mm. The 

material of this plate is the same as that of the simple plate in Section 5.2.  Though it was 

found in Section 5.2.3 that VS150-RIC sensors are the better choice for monitoring corrosion, 

Nano-30 sensors have much smaller dimensions and wider response than VS150-RIC 

sensors. Considering that the testing structure is relatively small, Nano-30 sensors were used 

in the corrosion test on a complex plate to decrease the influence from the size of a sensor on 

results. As shown in Figure 5.28, a coordinate system was introduced and the origin was 

placed on the bottom left corner of the test area. The dimensions of the specimen with 

coordinates of the centres of four holes and radiuses are presented in Figure 5.28. The 

coordinate of four Nano-30 sensors (sensor 1, 2, 3 and 4) are the same as those documented 
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in Table 4.1.  Four sensors were coupled with the specimen by the way of Loctite 595 

Transparent Sealant and amplified with AEP4H (Vallen Systeme GmbH, Germany) at 34 dB 

gain. Outputs of all the sensors were linked to the same AE System as that in Section 5.2 with 

the acquisition settings shown in Table 5.5. 

Table 5.5 – AE acquisition settings. 

Threshold 

(dB) 

Sample Length 

(ms) 

Sample Rate 

(MHz) 

Pre-Trigger 

(ms) 

Rearm time 

(ms) 

Duration 

discrimination time  

(ms)  

40 1.6 5 0.1 0.8 0.8 

The procedural steps of implementing delta-t mapping technique [75] which are presented in 

Section 2.4.3 were followed. A training grid of 20 mm spacing was placed on the plate. The 

A0 mode arrival time data, which were determined by either of two methods presented in 

Section 5.3.1.2 and 5.3.1.1, were collected after the generation of an H-N source at each node 

of the grid. For each sensor pair, a delta-T map was produced. The information stored at each 

node of a delta-T map includes node coordinates and average delta-T. Examples of delta-T 

maps produced for sensor 1 and sensor 2 and built based on arrival time of the A0 mode 

determined by wavelet coefficient threshold method and window AIC method were shown in 

Figure 5.29. 

 

Figure 5.28–Schematic layout of the sensors on the complex plate model with grid (unit: mm). 
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Figure 5.29–Examples of delta-T maps produced for sensor 1 and sensor 2 and built based on arrival time of the 

A0 mode determined by (a) wavelet coefficient threshold method and (b) modified two-step AIC method. 

5.3.3 Corrosion test data 

In order to test the performance of the produced delta-T map based on A0 arrival, the test 

setup for delta-T mapping was used again to generate real damage data. The AE acquisition 

settings are the same as those in Table 5.3. Similar to the test setup for corrosion in Section 

5.2.2, a cylindrical thin-walled plastic vessel with 3.5 % sodium chloride solution (pH= 5.7) 

inside was placed on the plate. The surface area of plate exposed to sodium chloride solution, 

i.e., the area of corrosion, is off grid and circular with a centre point of X coordinate = 70 

mm, Y coordinate =230 mm and a radius of 4 mm. To establish an active uniform corrosion 

process, a typical three-electrode electrochemical cell (used in Section 5.2.2) was used.  

After collecting all the data during corrosion test, AIC function and window AIC method in 

Section 5.2.3.2 were used to determine the arrival time of signals. The delta-Ts for each 

sensor pair were calculated and used to identity a line with same and equal delta-T in 

  

(a) (b) 
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corresponding map. This line represented all possible locations of corrosion damage in each 

map. By overlaying all the resulting maps, the locations of corrosion damage were 

determined.  Examples of overlaid delta-T maps are shown in Figure 5.30. 

Figure 5.30–Examples of overlaid delta-T maps based on arrival time of the A0 mode determined by (a) wavelet 

coefficient threshold method and (b) modified two-step AIC method. 

5.3.4 Results 

The real AE event data collected from the corrosion test were assessed with different time 

estimation methods and location approaches, which are summarised in Table 5.6.  

Figure 5.31 documented Euclidian distance errors calculated using Equation (5.3). The 

percentages of localised events in varied Euclidian distance error ranges (i.e., 0, 0-5, 5-10, 

10-20, 20-30, 30-40, >40 mm) were shown. 

 

  

(a) (b) 
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Table 5.6 – AE event data assessed with varied time estimation methods and location approaches. 

`  Time estimation method Location approaches For short 

Signal → 

Threshold crossing TOA location approach TC-TOA 

AIC function TOA location approach AIC-TOA 

Window AIC method TOA location approach WAIC-TOA 

AIC function 
Delta-t mapping based on modified 

two-step AIC picker 
AIC-Delta-T-M 

Window AIC method 
Delta-t mapping based on modified 

two-step AIC picker 
WAIC-Delta-T-M 

AIC function 
Delta-t mapping based on wavelet 

coefficient threshold method 
AIC-Delta-T-W 

Window AIC method 
Delta-t mapping based on wavelet 

coefficient threshold method 
WAIC-Delta-T-W 

As seen, TC-TOA gave large location errors and the majority of Euclidian distance errors (in 

black) are higher than 40 mm. After AIC method was used in the TOA localization technique 

(in white), it can be clearly seen that a significant improvement in accuracy was observed. 

The percentage of Euclidian distance errors larger than 40 mm reduced significantly from 

80.1% to 25.5% and the majority location errors lie between 5 mm to 40 mm. Compared with 

AIC-TOA, WAIC-TOA (in red) gave a higher accuracy since the percentage of Euclidian 

distance errors larger than 40 mm reduced significantly and the percentages of Euclidian 

distance errors including 0-5, 5-10, 10-20 increased. The location results given by WAIC-

TOA have an error of 18.3 mm.  

 

Figure 5.31–Euclidian distance errors of source location results. 
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Compared with WAIC-TOA, the average error given by AIC-Delta-T-M (in blue) reduced to 

15.9 mm and that given by WAIC-Delta-T-M (in cyan) reduced to 15.2 mm. All the location 

errors are below 40 mm. A slight increase in percentages of both Euclidian distance errors 0-

5 and 5-10 mm are observed.  

Moreover, a further reduction in location errors was observed after the delta-T mapping based 

on wavelet coefficient threshold method was used. The average error given by AIC-Delta-T-

M (in yellow) was 12.5 mm and that given by WAIC-Delta-T-M (in magenta) was 10.7 mm. 

As seen in Figure 5.31, compared with AIC-Delta-T-M and WAIC-Delta-T-M, there was an 

increase in the percentage of Euclidian distance errors 0-5 mm given by AIC-Delta-T-W and 

WAIC-Delta-T-W; in addition, an obvious reduction in errors 20-30 mm was seen, while it 

should be noted the percentages of AE events located within the corrosion area also reduced.  

Moreover, it seemed that location results produced by WAIC-Delta-T-W were more accurate 

than those by AIC-Delta-T-M since location results given by WAIC-Delta-T-W showed a 

reduction in average error from 12.5 mm to 10.7 mm and a higher percentage of Euclidian 

distance errors 0, 0-5 and 5-10 mm.  

   

(a) (b) (c) 



134 

 

Figure 5.32– Source location results produced by: (a) TC-TOA, (b) AIC-TOA, (c) WAIC-TOA, (d) AIC-Delta-

T-M, (e) WAIC-Delta-T-M, (f) AIC-Delta-T-W and (g) WAIC-Delta-T-W. 

5.4 Discussions 

In the first part of the study, a corrosion test was performed on a simple plate and it was 

found that the AE signals recorded during the corrosion test were characterised by a low 

signal-to-noise ratio. In addition to time estimation methods including threshold crossing and 

   

(d) (e) (f) 

 

(g) 
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AIC function, a novel method, window AIC method was proposed. TOA source location 

approach is a traditional and widely-used location approach and can achieve high location 

accuracy on simple structures. However, a known wave velocity is required as the input of 

the TOA algorithm. An inaccurate wave velocity can result in poor performance of the TOA 

algorithm, thus leading to poor location accuracy. Therefore, based on the signal arrival time 

and the distance between the source and the sensor, the propagation velocities of AE signals 

were calculated. It was found that the wave velocities of signals were close to those of the A0 

mode and it was speculated that the first arrival wave mode of signals was A0 mode. As 

discussed in Chapter 4, the S0 mode has substantially smaller out-of-plane amplitudes than A0 

modes and signals generated from corrosion are of low energy. Moreover, the S0 mode 

attenuates when travelling from the source to the sensor. Hence the S0 arrival might be too 

small to be seen in the waveform.  

 It should be noted that some of the calculated wave velocities had some discrepancy with the 

wave velocities of the A0 mode calculated from the dispersion curve. Some velocities are 

much larger than and some are smaller than that from dispersion curve, which are due to an 

early and late triggering. Since corrosion is low-energy source and wave attenuated, corrosion 

signals were characterized by a low amplitude and low signal-to-noise ratio. Hence signal 

reflections or high-amplitude background noise might result in an early triggering.  

There are various factors that could explain the velocity outliers seen in Figure 5.16 and 

Figure 5.17. Firstly, corrosion is a low-energy source and signals generated from corrosion 

are characterized by low amplitudes and low signal-to-noise ratios. The amplitude of the 

noise can be very similar to that of the signal around the signal onset time. This can make it 

difficult to accurately identify the arrival of the signal, which can also lead to errors in the 

velocity measurement. Additionally, due to the fact that certain frequencies will be lost 

because of wave attenuation, which may result in the fast arrival mode being missed. This 

can further contribute to inaccuracies in the velocity measurement. 

Due to wave attenuation and the fact that certain frequencies will be lost, the fast arrival 

mode may not be picked. Additionally, for signals with a low signal-to-noise ratio, the 

amplitude of noise is very close to that of signal around the signal onset time, thus leading to 
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difficultly in accurately picking up the arrival of the signals and resulting in a late signal 

arrival and small velocities. 

Moreover, it was assumed that the AE source was a point and an AE event generation time at 

the AE source was the arrival time of this AE event recorded at sensor 9. However, the 

corrosion area was a circle with a radius equals to 4 mm and there was a small distance, i.e., 

the thickness of the plate between the AE source and the sensor 9. Therefore, this assumption 

led to an inaccuracy in signal propagation time from the source to sensors, thus resulting in 

an inaccuracy in the calculation of wave velocities.   

Within Section 5.2.3.3, the accuracy and precision of the estimated source locations based on 

arrival time predicted by not only threshold crossing and AIC function, but window AIC 

method are compared. It is clear from corrosion testing on a simple plate that window AIC 

method is more accurate and sensitive than threshold crossing and AIC function. The 

percentage of event located within the corrosion area increased from 0% to 0.2% and finally 

to 2.3% as threshold crossing, AIC function and window AIC method were used 

successively. The window AIC method however was at a significant disadvantage as it is 

dependent on the test setup and may require the user input of the time window length. The 

accuracy of window AIC function depends on the time window. With a properly chosen time 

window, window AIC function can identify an accurate arrival time. However, with an 

improper time window length, the arrival time prediction may be inaccurate.  

The errors in location accuracy from both Nano-30 and VS150-RIC sensors may relate to the 

variance in velocity calculation and the difficulty in accurate estimation of arrival times. 

Additionally, the fact that all signals won’t have exactly the same velocity due to varying 

frequency content/ what is picked up by the sensors also contributed to the errors in location 

accuracy. 

In the second part of the study, based on a good understanding of signals generated by 

corrosion, the research was extended further to investigate the localisation of corrosion 

damage on a complex plate. A significant improvement in location accuracy was achieved 

after delta-T mapping was used as the average error was reduced from 18.3 mm by WAIC-

TOA to 15.2 mm by WAIC-Delta-T-M and further reduced to 10.7 mm by WAIC-Delta-T-
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W. The location results given by WAIC-Delta-T-W has the highest accuracy. However, it 

should be noted that, even for WAIC-Delta-T-W, only a very limited events were located 

within the corrosion area. The reason for this is inconsistencies in the wave arrival prediction. 

In addition, minor variation in wave velocity will play a part. 

Investigation on monitoring corrosion damage on a simple and complex plate has been 

carried out successfully and the corrosion damage had been located accurately with an 

average error of 10.7 mm given by WAIC-Delta-T-W. It is worth highlighting that the 

selection of sensors can have an impact on this source location error. The Nano-30 and 

VS150-RIC sensors used in this study have distinct frequency responses, meaning they are 

more sensitive to certain frequency ranges than others. This difference in frequency response 

can lead to limitations in their ability to accurately identify specific types of frequency 

components present in AE signals associated with corrosion. Consequently, the estimation of 

arrival time and source location for such signals can vary across different sensors. 

Additionally, VS150-RIC sensors have a larger size than Nano-30 sensors. Since the signal is 

captured at the sensors’ circumference rather than sensors’ centre point, the sensor's physical 

dimensions can impact the time it takes for the acoustic waves to reach the sensor. Sensors 

with different sizes can lead to varying estimates of arrival time, thereby impacting the 

accuracy of source location. 

As real damage sources [134] usually have smaller amplitude compared with H-N sources, it 

would be of interest to build delta-T maps with AE signals generated from repeatable low-

amplitude AE sources and examine the performance of these delta-T maps on localisation of 

low-amplitude real damage sources such as corrosion. Moreover, it will be beneficial to 

examine the location accuracy of delta-T mapping with more corrosion at different locations 

on a complex plate.  

5.5 Conclusions 

In this investigation, a corrosion test was firstly performed on a simple plate and it was found 

that the AE signals recorded during the corrosion test were characterised by low amplitude 

and low signal-to-noise ratio. To accurately identify the onset time of this kind of signals, a 
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novel time estimation method, which is called window AIC method was proposed and a high 

accuracy in arrival time estimation was achieved. Moreover, the propagation velocities of AE 

signals were calculated. It was found that the calculated wave velocities of signals, when 

compared to a dispersion curve, were in the range of the velocity of the A0 mode, therefore it 

was speculated that the arrival prediction techniques were detecting the arrival of the A0 

mode. Therefore, the velocity of the A0 mode was used in TOA location approach and a high 

accuracy of source location results was achieved.  

The successful localisation of AE events generated from corrosion on a simple plate showed 

great promise for locating corrosion damage on a complex plate. To achieve that, the delta-T 

mapping method presented in Chapter 4 need to be updated and built on the basis of the A0 

mode arrival. Hence, one novel method, i.e., modified two-step AIC picker and a method 

found in the literature, i.e., wavelet coefficient threshold method were used to determine the 

arrival time of the A0 mode.  

A corrosion test was performed on a complex plate. The recorded AE data was processed 

with varied time estimation method (i.e., threshold crossing, AIC function and window AIC 

method) and examined with different source location approaches (i.e., TOA location 

approach delta-t mapping based on modified two-step AIC picker and delta-t mapping based 

on wavelet coefficient threshold method).  The results showed the source location results with 

highest accuracy were given by a combination window AIC method and delta-t mapping 

based on wavelet coefficient threshold method, which had a smallest average error of 10.7 

mm and showed a significant improvement in source location accuracy over the TOA 

location approach.  

Although the localisation of corrosion damage on a complex plate has been carried out 

successfully, development of delta-T maps built from repeatable low-amplitude AE sources 

examining the location accuracy of delta-T mapping with more corrosion at different 

locations on a complex plate will be beneficial. 
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Chapter 6 Acoustic Emission Monitoring of Stress 

Corrosion Cracking 

6.1  Introduction 

Stainless steels have remained important in structures and are used in a wide variety of 

applications because of their comprehensive performance of strength, stiffness, toughness and 

high temperature tolerance. However, the interactions between stainless steels and diverse in-

service environments are inevitable and can lead to impaired physical and mechanical 

properties. As a result of these interactions, SCC has been a major cause of the premature 

failures of various structures and components made of stainless steels in various industries, 

such as the oil and gas industry.  

Three working conditions must be present simultaneously to induce SCC: a moderately 

corrosive environment, sufficient tensile stress and a susceptible material [171], as shown in 

Figure 6.1. Eliminating or limiting any of these conditions can prevent SCC. 

 

Figure 6.1–Requirements to induce SCC 

In 1972, the concept of “stress corrosion spectrum” was first put forward by Parkins [172]. It 

was proposed that the evidence of different mechanisms of stress corrosion may be 
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rationalised in a continuous spectrum of mechanisms. It was suggested that SCC damage 

mechanism is predominantly controlled by a changing contribution from electrochemical to 

mechanical factors depending on SCC evolution. A schematic diagram which represents a 

three-stage model for SCC progression [86] based on Parking Stress Corrosion Spectrum is 

shown in Figure 6.2.  

 

Figure 6.2– A schematic diagram of a three-stage model for SCC progression based on Parking Stress Corrosion 

Spectrum [86] 

Despite the fact that SCC involves a complex interaction of mechanical conditions, 

metallurgical effects and characteristics of the surrounding environment, in most cases it 

initiated at the early localized corrosion or mechanical flaws such as pitting, local 

intergranular attack, scratches or initial defects [86]. Subsequently, the crack initiation 

evolves to slowly growing short cracks, until a critical crack length is reached and eventually 

the component fails. It is perceived that SCC development in the initiation stage is a very 

slow process with long duration, which can be used to estimate the expected service lifetime 

of an exposed component [173,174]. Thus, advanced continuous in-situ monitoring of SCC 

and thus identifying the initiation and propagation stages of the SCC phenomenon accurately 

is important for an accurate evaluation of the lifetime of the components susceptible to SCC.  
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Generally, the initiation and propagation of SCC are greatly influenced by localized 

electrochemical processes, alongside the stress and strain fields at the crack tip. Therefore, 

predicting this phenomena is difficult because the conventional electrochemical methods 

cannot be used directly and integrally [175], and mathematical based models have the 

problem of obtaining good input parameters experimentally [176].  

Due to the high sensitivity of AE, it has been extensively studied and used to detect and 

monitor corrosion [9,115,177–179] and SCC related issues [11–13,86,180–184]. However, 

specimens used in the majority of these studies were small [11,13,86,180–184], which only 

allows one or two AE sensors to be coupled and the damage locations were known. There are 

still a number of challenges regarding the detection capabilities of AE techniques to locate 

unknown SCC damage sources on a large specimen with additional complexity, addressing 

these should take us a step closer to real-world applications of monitoring SCC with AE 

techniques on in-service structures.  

The aims of this section are to conduct experimental investigations for identifying different 

source mechanisms during SCC, to assess the ability of AE techniques on the identification 

and localization of AE signals from SCC in metallic specimens with added complexity, and 

to demonstrate a discrimination method between AE signals generated from corrosion and 

SCC. 

According to the accelerated SCC test standards: ASTM G129 [185], ASTM G36 [186], and 

NACE TM0177 [187], the specimens are required to be immersed in a bulk solution and 

exposed to elevated temperature, which is difficult to facilitate condition monitoring using 

AE techniques. In an attempt to perform the drop evaporation test recommended by ISO 

15324 [188], it was found that a large number of noise with amplitudes higher than 60 dB 

were emitted by evaporation of falling drops and the salt crystallization. Therefore, in this 

section, an improved chloride droplet SCC test was undertaken with the dog-bone stainless 

steel specimen and circulating solution to trigger the SCC crack evolution. 
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6.2 Experimental procedure 

6.2.1 Material and specimen 

For the SCC tests, the tested material was 304 stainless steel, which is susceptible to SCC 

[189]. Two specimens were manufactured in Lakeland Steel Ltd., Cumbria, UK. The 

chemical composition of 304 stainless steel, used in this study, is given in Table 6.1. The 

specimens are plates measuring 440 mm by 200 mm and 10 mm thick, as shown in Figure 

6.3.  

Table 6.1 – Chemical composition of 304 stainless steel specimen. 

Element C Si Mn P S Ni Cr Mo Cu 

wt% 0.066 0.58 0.82 0.029 0.002 8.75 18.29 0.14 0.14 

 

 

Figure 6.3–304 stainless-steel specimens for SCC tests 

Dimensions of the specimens are shown in Figure 6.4. To match the size of the fixture of the 

test rig and reduce the concentration of the stresses in central holes on specimens, four small 

plates were used on the both sides and both ends of each specimen. The dimensions of these 

plates are shown in Figure 6.5. 
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Figure 6.4– Dimensions of the 304 stainless-steel specimens 

 

 

 

Figure 6.5– Dimensions of small plates. 

To accelerate the SCC test, stress concentration was induced by manufacturing a V-notch in 

the middle of specimens with electrical discharge machining (EDM). The V-notch had a 

length of 80 mm, a depth of 2 mm and an opening angle of 60°. Dimensions of the V-notch 

are shown in Figure 6.6. The notch was ground with 120, 320, and then 600 grit abrasive 

paper. The mechanical grinding was performed on part of the specimen surface surrounding 

the notch using a multi-purpose micro grinder (Nakanishi Inc., Kanuma, Japan) with abrasive 
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papers of grit 120, 320 and 600. After that, specimens were thoroughly degreased well with 

acetone. Shortly before the SCC experiments begun, the notch was manually ground once 

again with abrasive paper of grit 600 and rinsed several times with deionized water. 

 

Figure 6.6– Dimensions of the V-notch on specimens. 

 

6.2.2 SCC testing and AE measurement 

The experimental setup is shown in Figure 6.7. Small plates were installed firmly at the end 

of the specimens and mounted in the fixture attached to the testing machine, which is a 

Horizontal Tensile Testing Machine (TWI Ltd., Cambridge, UK) with maximum loading 

capacity of 250 kN. The tensile stress on the specimen was applied through a loading frame 

equipped with an electrical hydraulic pump. A dead load of 120 kN was applied on the ends 

of the specimen.  
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Figure 6.7– The experimental setup of SCC experiments 

In addition to application of mechanical stresses on the specimen, the continued contact of 

the plate surface with the corrosive environment is also crucial to produce SCC. A weak acid 

solution was used during the test to create a controlled corrosive environment at the notch. 

The acid solution was mixed by adding two drops of 18% hydrochloric acid solution to every 

300 ml 3.5% sodium chloride solution. As determined by a calibrated pH meter, the pH value 

of the mixed solution was around 2.89. The solution was freshly prepared and put into a glass 

beaker before the test. A plastic lid was placed on the top of the glass beaker to prevent fluid 

evaporation.  

In order to make sure the specimens were continuously exposed to corrosive environment, a 

Watson-Marlow 323s peristaltic pump (Watson-Marlow Limited, Falmouth, UK) and a 

314MC five channel microcassette pumphead (Watson-Marlow Limited, Falmouth, UK) 

compatible to the 323s peristaltic pump were used during experiments.  

Peristaltic pumps are a type of positive displacement pump, which can be utilized to deliver a 

wide variety of fluids. The underlying mechanism of pumping involves the compression of a 

hose or tube via the rotation of rollers, which results in the transfer of liquid via the pulsation 

of multiple rollers. Due to this process, the peristaltic pumps have proved to deliver correct 
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and stable flows with excellent repeatability, making them the most precise solution available 

today. Without valves, seals and glands, the peristaltic pump represents a simple and 

inexpensive pumping solution. In addition, as fluids being pumped are completely contained 

within a tube, the cross-contamination by the fluids and any moving parts on the pump can be 

avoided during the liquid transfer process.  

During the SCC test, two Marprene tube with 0.5 mm internal diameter (item number: 

979.0050.000; Watson-Marlow Limited, Falmouth, UK) were mounted in the two channels 

of the pumphead. According to the manufacture’s (Watson-Marlow Limited, Falmouth, UK) 

chemical compatibility guide, the solution used in the tests is compatible with the tube 

materials. Pumping segments were fitted in the pump cassette in accordance with 

manufacturer's instructions. To maintain a continuous volume of the solution at the notch, a 

two-channel system was formed; one for feeding the acid solution to the notch on the 

specimen, and the other for sucking the remaining solution back. The pump ran at 3 rpm 

yielding a flow rate of 0.05 mL/min at both channels. A zoomed-in view of the experimental 

setup showing this two-channel system and locations of sensors is presented in Figure 6.8. 

During the SCC test, AE was continuously monitored by piezoelectric sensors. Specimens 

were tested with four Nano-30 sensors (MISTRAS Group Inc., Princeton Junction, USA) 

with a frequency domain of 125-750 kHz and diameter of 8 mm, positioned around the 

corners of specimens as shown in Figure 6.9. To easily identify locations of sensors, a 

coordinate system was introduced and the origin was placed on the bottom left corner of the 

specimen as shown in Figure 6.9. The coordinates relative to the origin of four sensors are 

summarized in Table 6.2. 
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Figure 6.8– A zoomed-in view of the experimental setup showing the two-channel pumping system and 

locations of sensors.  

 

Figure 6.9– A schematic layout of the coordinate system and sensors.  
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Table 6.2 – Coordinates of sensors (units: mm). 

 X coordinate Y coordinate 

Sensor 1 10 230 

Sensor 2 70 250 

Sensor 3 10 30 

Sensor 4 70 50 

Throughout the entire testing period, a wide range of signals were detected by theses sensors. 

All sensors were coupled with the stainless-steel plates by way of Loctite 595 Transparent 

Sealant (Henkel Loctite Corporation, Helsinki, Finland). For a strong and stable bond and an 

optimal energy transmission between sensors and plates, a small force was applied to the top 

of sensors by using nylon spring clamps. The sensors were connected to general-purpose 

wideband AEP4H pre-amplifiers (Vallen Systeme GmbH, Wolfratshausen, Germany) with a 

gain of 34 dB and a band-pass filter of 20–1000 kHz. From the pre-amplifier, the signal was 

collected using a Vallen AMSY-6 monitoring system (Vallen Systeme GmbH, 

Wolfratshausen, Germany) where the signals were stored for feature and waveform 

processing. The acquisition setup, which is a crucial factor for AE data collection, is shown in 

Table 6.3.  

Table 6.3 – AE acquisition settings. 

Threshold 

(dB) 

Sample Length 

(ms) 

Sample Rate 

(MHz) 

Pre-Trigger 

(ms) 

Rearm time 

(ms) 

Duration 

discrimination time  

(ms)  

35 1.6 5 0.5 0.8 0.8 

In parallel, using the same setup as the SCC test except that no load was applied on the test 

specimen, a test (hereinafter referred to as the corrosion test) was performed to collect AE 

data generated from the corrosion. An initial threshold of 35 dB was selected for the 

corrosion test. However, only a limited number of AE events were recorded. Therefore, the 

corrosion test was repeated with a threshold of 30 dB. 
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6.2.3 Material velocity determination 

Prior to the SCC test, to check the sensitivity of the AE sensors and determine the wave 

velocity in the specimens, H-N sources were performed near each sensor. To achieve 

repeatable results, H-N sources were performed at least three times at the same point.  

Results obtained from H-N sources showed that AE events with amplitudes above 98 dB 

were recorded at each sensor, which confirmed the sensitivity of AE sensors and verified the 

good acoustic coupling between the specimen and sensors. The results also showed that the 

amplitude remained constant with variation of 3 dB or less when performing H-N sources at 

each sensor. An excellent level of reproducibility can be seen for the test results.  

The wave speed in the specimens could be determined using the arrival time difference of 

signals at sensors and the difference between the measured distances from sensors to the AE 

source. The AIC function was used to determine the arrival time of the signals. For an H-N 

source at each sensor, the wave velocity was determined at the two remaining sensors on the 

other side of the notch. For example, if H-N sources are performed at sensor 1, signals 

recorded at sensor 3 and 4 will be used to calculate the wave velocity. This was repeated for 

all sensors and average experimental wave velocities for S0 and A0 modes were determined 

and presented in Table 6.4. 

Table 6.4 –Average of experimentally measured S0 and A0 velocity. 

Lamb modes Average wave velocity (km/s) 

S0 5.17 

A0 2.99 

6.3 Results 

6.3.1 AE results 

AE features such as energy and amplitude are useful indicators of acoustic activity associated 

with damage in materials. Therefore, they can be utilized to contribute to a better 

understanding of underlying mechanism during the SCC test and the corrosion test. In this 
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case, AE amplitude of a single hit and the cumulative energy over time in the SCC test are 

presented in Figure 6.10. 

 

Figure 6.10–AE amplitude of a single hit and the cumulative energy over time in the SCC test. 

Based on the analysis of the time evolution of the amplitudes throughout the SCC test, three 

distinct stages are identified in Figure 6.10, i.e., stage Ⅰ (from the start of the test to 𝑎 = 63⁡ℎ) 

with moderate AE activity, stage Ⅱ with rare AE activity (from 𝑎 = 63⁡ℎ to 𝑏 = ⁡109⁡ℎ) and 

stage Ⅲ with significantly higher AE activity (from 𝑏 = ⁡109⁡ℎ to 𝑐 = ⁡192⁡ℎ). In stage I, 

which was the first 63 hours, the rate of AE hits remained moderate. The great majority of 

AE hits had amplitudes in the range from 35 to 45 dB. In stage II, the AE activities of the 

four channels were almost nil over a period of 46 h. In stage Ⅲ, the major part of AE events 

had amplitudes in the range from 35 to 50 dB. The start of a high AE activity can be seen 

since after about 130 hours of the test. Compared to stage Ⅰ, there were higher numbers of AE 

hits with amplitude levels above 50 dB in stage Ⅲ.  

A visual inspection of the notch tip occurred at the end of stage Ⅲ, using a Dino-Lite 10x-

220x digital USB 2.0 microscope (Dunwell Tech, Inc, Torrance, USA). Before the 

inspection, the AE system was paused. The solution at the notch was removed and the notch 
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tip was dried with air. Since the specimen was exposed to the solution for a relatively short 

exposure period in testing, the samples did not show distinguishable micro cracks in this 

visual inspection. 

After a three-hour visual inspection, the drops of solution were applied to the notch again and 

the AE acquisition process was resumed. Because the solution was temporarily removed from 

notch tip, the SCC was interrupted. A region (from 𝑡𝑖𝑚𝑒 = ⁡195⁡ℎ to⁡𝑑 = ⁡240⁡ℎ) similar to 

stage Ⅱ was recognized. A very low AE activity persisted in this region over a period of 45 h 

until time⁡𝑑 = ⁡240⁡ℎ. Following that, a region with a high AE activities, which was similar 

to stage Ⅲ, can be observed. In this region, AE signals with high energy and high amplitude 

around 70dB were recorded, which led to distinct jumps in the plotted cumulative AE energy 

versus time. These noticeable jumps in the cumulative AE energy curve likely corresponded 

to a new cracking event or propagation along an existing crack. 

Figure 6.11 shows the variation of AE amplitude and cumulative energy with time in the 

corrosion test. Similar to the SCC test, three distinct stages were recognized, i.e. stage Ⅰ (from 

the start of the test to⁡𝑎 = 24⁡ℎ) with low AE activity, stage Ⅱ with rare AE activity (from 

𝑎 = 24⁡ℎ to⁡𝑏 = 71⁡ℎ), and stage Ⅲ with moderate AE signals (from 𝑏 = 71⁡ℎ to⁡𝑐 =

164⁡ℎ). In stage Ⅰ, which was the first 24 hours, there were very few signals but some of them 

had high amplitudes of around 50 dB. Stage Ⅱ showed almost no AE activity with only two 

hits over a period of 47 h. In stage Ⅲ, a total of 156 AE hits were recorded with an average of 

around 1.7 hits per hour during a period of 93 h. 
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Figure 6.11–AE amplitude of a single hit and the cumulative energy over time in the corrosion test.  

AE amplitude of extracted AE signals from the SCC test and the corrosion test were 

compared over the time evolution and shown in Figure 6.12. Overall, similar three-stage AE 

evolution trends can be identified in signals from the SCC test and the corrosion test. The 

duration of stage Ⅱ in the SCC test was very similar to that in the corrosion test, while the 

duration of stage Ⅰ in the SCC test was longer than that in the corrosion test. More AE activity 

with higher amplitude level was produced during stage Ⅰ and stage Ⅲ in SCC tests compared 

to the corrosion test. 

 

Figure 6.12–Comparison of AE amplitude over time in SCC test and the corrosion test. 
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6.3.2 AE Source location and microscopic inspection results in the SCC 

test 

One of the most important and beneficial attributes of AE techniques is its ability to locate 

sources of damage within the testing structure. In this section, this was achieved through 

traditional TOA source location technique, a triangulation method which is described in 

Chapter 2. As at least three sensors are required to apply the triangulation method, only AE 

events having been detected by at least three sensors were utilised in the following analysis.  

The accuracy of the TOA localization method depends on the precision of the velocity 

determination. As discussed in Chapter 2, with a known plate thickness, dispersion curves 

depict the relationship among the propagation velocities and the frequency of each mode. The 

dispersion curves for steel (longitudinal wave velocity 5900 m/s, transverse wave velocity 

3100 m/s, and thickness 10 mm) were calculated with the commercial software (Vallen 

Dispersion, version R2017.0504.2, from Vallen Systeme GmbH) and presented in Figure 

6.13. In the diagram, each individual curve represents the group velocity curve of a specific 

mode in a frequency range from 0 to 900 kHz (horizontally). 

 

Figure 6.13– Group velocity dispersion curves for steel (longitudinal wave velocity 5900 m/s, transverse wave 

velocity 3100 m/s, and thickness 10 mm). 

In order to calculate the frequency spectrum of recorded waveforms, the Fast Fourier 

Transform (FFT) was utilised to convert waveforms from the time domain to the frequency 
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domain. Prior to the FFT analysis, the arrival time of the waveform was determined by the 

AIC function. Since the propagation velocities only depend on the frequencies of the first 

arrival of the waveform rather than the frequencies of the whole waveform, the FFT analysis 

was performed on the waveform data with the time window starting 5 us before the arrival 

time and ending 30 us after the arrival time. Figure 6.14 documents the peak frequency of AE 

hits in the SCC test. As shown in Figure 6.14, peak frequency ranging from 200 to 400 kHz 

are the majority (around 75%). In addition, the partial power is calculated by dividing the 

summation of the power spectrum over the frequency range of interest by the total power and 

multiplied by 100. A scatterplot of partial power from 0 to 200 kHz (blue), 200 to 400 kHz 

(red) and 400 to 600 kHz (black) of AE hits is shown in Figure 6.15.  

 

Figure 6.14–Peak frequency of AE hits in the SCC test. 

The average magnitude of partial power from 200 to 400 kHz is 47.0%, which is larger than 

that of partial power from 0 to 200 kHz (21.2%) and that of partial power from 400 to 600 

kHz (15.3%). It can also be found the majority of signals had large magnitude of partial 

power from 200 to 400 kHz. This indicates that these signals had larger amount of energy in 

frequency components from 200 to 400 kHz.  



155 

 

 

Figure 6.15–Partial power from 0 to 200 kHz, 200 to 400 kHz and 400 to 600 kHz of AE hits in SCC test. 

Since only low frequencies were seen, higher modes are unlikely to be occurred.  In addition, 

higher modes usually propagate with a much lower energy than two major Lamb wave 

modes, S0 and A0 modes, in low frequency regime. Therefore, group velocity dispersion 

curves of the A0 and S0 modes were considered and discussed. However, if triggering modes 

of AE waves were higher modes, using the wave velocities of S0 and A0 modes in the source 

location algorithm will decrease the accuracy of the source locations. 

As shown in Figure 6.13 , in the frequency region from 200 to 400 kHz, the group velocity of 

around 3000 m/s for the A0 mode is larger than that for the S0 mode. Therefore, it is very 

likely that the recorded wave mode of first arrivals of AE hits was the A0 mode and the 

experimentally measured velocity for the A0 mode should be utilised in TOA source location 

techniques. 

For comparison, velocities for both the S0 mode and the A0 mode in Table 6.4 were used in 

source location calculations and results are documented in Figure 6.16 and Figure 6.17 

respectively with locations of cracks which were visually detected using an optical Olympus 

GX 41 microscope (Olympus Corporation, Tokyo, Japan) after the test. For simplicity, the 

dogbone shaped specimen is plotted as a square. By studying the results of the TOA in both 

Figure 6.16 and Figure 6.17. It is apparent that more AE events were located in notch when 

using the velocity of the A0 mode. Although there were still some AE events in Figure 6.17 
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which were located far away from the notch and outside the specimen boundary, it is 

apparent that when comparing the location of the AE events and cracks visually observed, 

there is a smaller error in the accuracy of the location in Figure 6.17 than that observed in 

Figure 6.16.  

A plot showing source location for AE hits that occur in time is presented in Figure 6.18, 

where the colour bar indicates the time. As seen, at the early stage of the tests, the events 

(marked in blue dots) initially were located very close to the centre of the notch. Later, the 

events (marked in green and yellow dots) were mainly located around the edges of the plate. 

Photos of some typical cracks detected by the optical microscope are shown in Figure 6.19. 

 

Figure 6.16–AE Source location results using the velocity of the S0 mode and locations of cracks detected by an 

optical microscope. 
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Figure 6.17–AE Source location results using the velocity of the A0 mode and locations of cracks detected by an 

optical microscope (a) and a zoomed-in view (b). 

 

Figure 6.18– source location for AE hits that occur in time. 
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Figure 6.19– Virtually observed cracks. 

6.3.3 Cluster analysis of AE data 

To further investigate the different damage mechanisms and distinguish between SCC related 

AE signals and corrosion related AE signals, principal component analysis (PCA) and 

unsupervised pattern recognition algorithms are adopted. The AE data recorded in the SCC 

test and the corrosion were mixed as the input of the onward clustering analysis.  

  

(a) 

 

(b) 

 

  

(c) (d) 
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6.3.3.1 Feature normalisation 

In the multivariable clustering process, It has been shown that normalization of data is an 

essential step which should be taken to ensure that all parameters receive equal weighting 

[190]. When processing AE data, all parameter were normalised with Z-score standardization 

method [191].  

The original AE parameters are transformed to corresponding standard score (z-score) forms 

in the Z-score standardization process. Given a raw data set in 𝑑 dimensions,  

𝑌 = {𝑋1, ⁡𝑋2, ⋯ , 𝑋𝑛} (6.1)  

a 𝑛 × 𝑑 data matrix can be written as [191]: 

𝑋1, ⁡𝑋2,⋯ , 𝑋𝑛 = [

𝑥11 ⋯ 𝑥1𝑑
⋮ ⋱ ⋮
𝑥11 ⋯ 𝑥𝑛𝑑

] (6.2)  

The specific expression to calculate the standardized Z-score (𝑧𝑖𝑗) is defined as: 

𝑧𝑖𝑗 =
𝑥𝑖𝑗 − 𝜇𝑗

𝜎𝑗
 (6.3)  

Where: 

𝑥𝑖𝑗  The 𝑖𝑡ℎ value of the 𝑗𝑡ℎ attribute 

𝜇𝑗  The arithmetic mean value of the 𝑗𝑡ℎ attribute 

𝜎𝑗  The sample standard deviation of the 𝑗𝑡ℎ attribute 

The transformed variable with new location and scale information will replace the original 

variables and have a mean value of 0 and a standard deviation of 1 [192]. A major limitation 

to the Z-score standardization it that it cannot be used to perform a within-cluster 

standardization [193].  
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The AE features commonly used for damage identification in SCC tests [12,86] are listed in 

Table 6.5. The detailed description about these features can be found in Chapter 2. P1, P2, 

P3, P4, P5, P6 are the partial powers which are calculated by dividing the summation of the 

power spectrum over 0-100 kHz, 100-200 kHz, 200-300 kHz, 300-400 kHz, 400-500 kHz, 

500-600 kHz by the total power respectively. These features were used to carry out the 

onward feature selection analysis.  

Table 6.5 –AE features for analysis. 

Number AE features Abbreviation Number AE features Abbreviation 

1 Amplitude A 5 Duration D 

2 Rise time R 6 Root mean square RMS 

3 Energy E 7 Average frequency AF 

4 Counts CNTS 8 Partial power P1, P2, P3, P4, P5, P6 

6.3.3.2 Feature selection 

To reduce the volume of computations during pattern recognition, only independent AE 

features were used in the clustering calculations. The Pearson correlation coefficient was 

calculated to filter the selected features and the volume of computation can be reduced by 

using independent parameters. The Pearson correlation coefficient between two variables is 

formally defined as the covariance of the two variables divided by the product of their 

standard deviations. A cross-correlation coefficient analysis using Matlab’s (The MathWorks 

Inc., Natick, US) function corrcoef was performed to form the matrix of Pearson correlation 

coefficients for the AE features. A correlation coefficient level of 0.8 (A correlation 

coefficient of 1 between two variables means that they are theoretically totally correlated) 

was used in this work [194]; two features are deemed to be highly correlated with correlation 

coefficients (absolute values) greater than 0.8. The correlation calculation results are shown 

in Table 6.6 and a heat map which was produced based on calculated correlation coefficient 

is displayed in Figure 6.20. The values of correlation coefficients are represented by colours 

in the heat map.  
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Table 6.6 – The Pearson correlation calculation results. 

Features A R E CNTS D RMS AF P1 P2 P3 P4 P5 P6 

A 1.00 -0.08 0.42 0.77 0.60 0.78 0.64 -0.20 0.08 0.34 0.27 -0.06 -0.38 

R -0.08 1.00 -0.02 0.03 0.16 -0.01 -0.12 0.24 -0.12 -0.05 -0.09 -0.05 0.00 

E 0.42 -0.02 1.00 0.38 0.28 0.77 0.18 -0.05 0.09 0.09 0.03 -0.02 -0.15 

CNTS 0.77 0.03 0.38 1.00 0.85 0.61 0.59 -0.33 -0.11 0.50 0.34 -0.05 -0.31 

D 0.60 0.16 0.28 0.85 1.00 0.47 0.27 -0.19 -0.04 0.50 0.13 -0.14 -0.31 

RMS 0.78 -0.01 0.77 0.61 0.47 1.00 0.37 0.01 0.07 0.17 0.10 -0.11 -0.31 

AF 0.64 -0.12 0.18 0.59 0.27 0.37 1.00 -0.48 -0.21 0.27 0.57 0.19 -0.08 

P1 -0.20 0.24 -0.05 -0.33 -0.19 0.01 -0.48 1.00 -0.08 -0.48 -0.53 -0.23 -0.01 

P2 0.08 -0.12 0.09 -0.11 -0.04 0.07 -0.21 -0.08 1.00 -0.15 -0.50 -0.23 -0.23 

P3 0.34 -0.05 0.09 0.50 0.50 0.17 0.27 -0.48 -0.15 1.00 0.08 -0.13 -0.25 

P4 0.27 -0.09 0.03 0.34 0.13 0.10 0.57 -0.53 -0.50 0.08 1.00 0.12 -0.13 

P5 -0.06 -0.05 -0.02 -0.05 -0.14 -0.11 0.19 -0.23 -0.23 -0.13 0.12 1.00 0.43 

P6 -0.38 0.00 -0.15 -0.31 -0.31 -0.31 -0.08 -0.01 -0.23 -0.25 -0.13 0.43 1.00 

 

Figure 6.20– The heat map of correlation coefficients between AE features.  

A high degree of correlation between certain features can be clearly identified from Figure 

6.20. It can be concluded from correlation study that duration and counts are highly 

correlated (Pearson correlation coefficients >0.8). After the Pearson correlation coefficient 

study, features including A, R, E, RMS, AF and P1, P2, P3, P4, P5, P6 were selected for PCA 

since weak correlations between these AE features were found. Because D is widely used as 
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cluster parameters in the literature [12,86], it was selected among two correlated AE features, 

i.e. D and CNTS. 

6.3.3.3 Feature extraction 

To allow a simpler analysis by reducing the number of AE features into a smaller number of 

‘dimensions’, a classical statistical method, PCA, is implemented. PCA utilizes an orthogonal 

transformation to simplify high-order data sets to linearly uncorrelated lower-dimensional 

data sets known as principal components, while the majority of data's variation can be 

preserved [195,196].  

In this work, the less correlated features selected using Pearson correlation coefficient study 

were inputted through the PCA. A PCA typically consists of the following steps [194]; 

1, Subtract the empirical mean vector from each column of the data set to centre the data 

around the origin. 

2, Compute the covariance matrix from the data set matrix. 

3, Compute the eigenvalues and corresponding eigenvectors of the covariance matrix. 

4, Project the data from multidimensional space into a two- or low-dimensional space. 

Figure 6.21 presents the percentage variance explained by twelve principal components. 

Eight principal components, which accounted for over 94% of the total variance of the 

original data set, were generated as a new set of signal features and used in the following 

clustering analysis.  
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Figure 6.21– The percentage variance explained by twelve principal components.  

Figure 6.22 presents the PCA results in the principal component spaces. As seen in Figure 

6.22 (a) and (b), most of the signals are overlapping and no distinct separation can be noticed 

of signals, which a distinct separation can be noticed of signals in Figure 6.22 (c). In addition, 

it can be found that signals of the corrosion test gathered together in a dense region. 
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Figure 6.22–PCA results; (a) principal component 2 versus principal component 1, (b) principal component 3 

versus principal component 1 and (c) principal component 3 versus principal component 2 

6.3.3.4 Unsupervised clustering and cluster quality 

Classifying several parameters including energy, duration, and amplitude into clusters 

forming patterns plays an important role on the pattern recognition techniques. There are two 

types of pattern recognition techniques: supervised and unsupervised. For the supervised 

techniques, a class or cluster is given from trained examples with known failure modes. The 

algorithm will associate the input parameters with this given class or cluster. For the 

 
 

(a) 

 

(b) 

 

 

(c) 
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unsupervised techniques, the algorithm divides the signals into one group according to their 

similarities.  

The classifiers which are able to group signals with similarities into clusters are widely used 

in the discrimination of different types of damage occurring in the composite material [197–

203]. Both k-means clustering method and neural networks are used in the identification of 

different AE pattern [200]. Other method such as k-means ++ [201], self-organising 

map[202] [203]and competitive neural network [197] have also been reported. 

K-means and Fuzzy c-means clustering algorithms are simple and widely used in AE signal 

analysis to identify and classify different types of damage mechanisms, such as cracking. 

They have been shown to be effective in identifying different AE source mechanisms [201]. 

Hence, in this work, these two classical multivariable clustering techniques were used to 

group AE signals into classes.  Alternative unsupervised machine learning algorithms, such 

as the self-organizing map and neural network, were not utilized due to their complexity in 

understanding and implementation. Additionally, their computational requirements, including 

the need for extensive computational resources and time, made them less suitable for the 

purposes of this study. 

6.3.3.4.1 Fuzzy c-means 

The objective of the Fuzzy c-means is to minimise the within-cluster scatter (i.e., the 

Euclidean distance between each data element in a cluster) and maximise the global 

compactness of the clusters. The main advantage of Fuzzy c-means clustering is that one 

piece of data has a degree of belongingness in [0,1] as membership value to each of the 

clusters and thus it can belong to two or more clusters at the same time rather than belonging 

completely to one cluster.  

Given the feature vector 𝑋 with 𝑛 observations,  

𝑋 = {𝑥1, ⁡𝑥2, ⋯ , 𝑥𝑛} (6.4)  

the Fuzzy c-means algorithm can be stated by the following steps; 
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1, Select number of clusters 𝑀 and randomly initialise membership matrix⁡𝑈. 

𝑈 = [

𝑢1(𝑥1) 𝑢1(𝑥2) ⋯ 𝑢1(𝑥𝑛)
𝑢2(𝑥1) 𝑢2(𝑥2) ⋯ 𝑢2(𝑥𝑛)

⋮ ⋮ ⋮ ⋮
𝑢𝑀(𝑥1) 𝑢𝑀(𝑥2) ⋯ 𝑢𝑀(𝑥𝑛)

] (6.5)  

where 𝑢(𝑥) is the membership value to each of the clusters.  

2, Calculate the matrix of the cluster centres 𝑉 by using the matrix⁡𝑈. 

𝑉 = [𝐶1|𝐶2|⋯𝐶𝑀] (6.6)  

where 𝐶𝑖 is Cluster centre. 

3, Update membership matrix⁡𝑈 and ensure that the memberships of each sample to all 

clusters should sum to 1.  

4, Iterate steps 2 and 3 to update membership matrix and matrix of the cluster centres until 

the minimum value of function 𝐽(𝑈, 𝑉) is achieved or the improvement over the previous 

iteration ‖𝑈(𝑞+1) − 𝑈(𝑞)‖ is below a termination criterion, whereas 𝑞 is the iteration step.  

𝐽(𝑈, 𝑉) =∑∑[𝑢𝑖(𝑥𝑗)]
𝑓

𝑀

𝑖=1

𝑛

𝑗=1

𝑑2(𝑥𝑗 , 𝐶𝑖) (6.7)  

By updating the cluster centres as well as the membership values at each iteration, the cluster 

centres were iteratively shifted to the “right” location within the data set. This procedure will 

lead to convergence of the fuzzy c-means algorithm to either a local minimizer or saddle 

point of the object function⁡⁡𝐽(𝑈, 𝑉).  

6.3.3.4.2 K-means 

K-means clustering is a popular clustering algorithm used in unsupervised machine learning. 

It is fast and efficient in terms of computational cost, and can produce tight clusters. Given 

the feature vector 𝑋 in Equation (6.4) with 𝑛 observations, the basic principle of k-means is 
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to assign 𝑛 observations to all the clusters. The steps for performing k-means clustering 

analysis are as follows; 

1, Select the number of clusters 𝑀 and randomly assign initial cluster centroids 𝐶𝑖. 

2, Calculate the Euclidean distance between each data observation 𝑥𝑗 and the cluster 

centroids⁡𝐶𝑖. 

3, Assign each data observation 𝑥𝑗 to the cluster with the minimum Euclidean distance. 

4, Calculate the new cluster centroids after all data observations feature vector 𝑋 have been 

assigned.  

5, Repeat Step 2, 3 and 4 until the solution converges (i.e. the cluster centroids centre 

coordinates do not change any more).  

K-means clustering is similar in approach to Fuzzy c-means clustering. The main difference 

is that, in k-means clustering, each data point belongs to only one cluster centroid, but in 

Fuzzy c-means each data point can belong to two or more cluster centroids with degrees of 

membership to the clusters.  

6.3.3.4.3 Cluster quality 

In an unsupervised clustering process, Fuzzy c-means and k-means algorithms depend on the 

features of the data set and certain assumptions on the number of clusters. Therefore, some 

sort of evaluation as regards to the clustering quality in feature vector 𝑋 is required. In this 

work, two popular cluster quality criterion, Silhouette and Calinski-Harabasz indexes were 

used to evaluate the clustering results of Fuzzy c-means and k-means clustering algorithm. 

The number of clusters was gradually increased to perform the typical incremental clustering 

until a predefined threshold value was exceeded. The number of clusters which returns the 

peak value of Silhouette and Calinski-Harabasz indexes was deemed to be optimal.  

Silhouette validation index [204] show compactness of data points within a cluster and 

separation between clusters based on calculating the average distance between each data 

point within the cluster and smallest average distance between clusters. The largest silhouette 
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value which represents a better clustering quality correspond to the optimum number of 

cluster. For a data point 𝑖 in a cluster, the Silhouette indexes can be calculated using Equation 

(6.8);  

𝑠(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

max⁡{𝑎(𝑖), 𝑏(𝑖)}
 (6.8)  

Where 𝑎(𝑖) is the mean distance calculated from the data point 𝑖 to the other data points 

within the same cluster and 𝑏(𝑖) is the minimum mean distance calculated from the data point 

𝑖 to all data points in any other cluster.  

Calinski-Harabasz index [205] shows the clustering quality based on the average sum of 

between-cluster and within-cluster dispersion for all clusters. Given the feature vector 𝑋 of 𝑛 

observations which has been clustered into 𝑀 cluters, it can be defined as follows; 

𝑠 =
𝑡𝑟(𝐵𝑀)

𝑡𝑟(𝑊𝑀)
×
𝑛 −𝑀

𝑀 − 1
 (6.9)  

Where 𝑡𝑟(𝐵𝑀) is the overall between-cluster variance and 𝑡𝑟(𝑊𝑀) is the overall within-

cluster variance. Similar to Silhouette validation index, a larger value of Calinski-Harabasz 

index reflects a better data partition result. 

The cluster quality results for the Fuzzy c-means and k-means clustering approaches are 

presented in Figure 6.23 (a) and (b) respectively. For the Fuzzy c-means, it can be seen that 

the optimal number of clusters determined by Silhouette coefficient is four, while that 

determined Calinski-Harabasz Index is two. Since the value of Calinski-Harabasz Index at 

four clusters is very similar to that of Calinski-Harabasz Index at two clusters, the optimal 

number of clusters is determined to be four for the Fuzzy c-means. For the k-means, the 

optimal number of clusters estimated by Silhouette coefficient is two, while that estimated by 

Calinski-Harabasz Index is five. As the difference between the value of Silhouette coefficient 

at five clusters and at two clusters is small, the optimal number of clusters is determined to be 

five for the k-means and is used for the onwards analysis of data presented below.  
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6.3.3.5 Cluster analysis of AE data 

The data was classified into four clusters (cluster 1, cluster 2, cluster 3 and cluster 4) using 

the Fuzzy c-means method and into five clusters (cluster 1, cluster 2, cluster 3, cluster 4 and 

cluster 5) using k-means method and results are presented in the principle component spaces 

as shown in Figure 6.24 and Figure 6.25 respectively. In these figures, the signals were 

marked in different shapes to differentiate different clusters and different colours to 

differentiate signals from the SCC tests and those from the corrosion test. As shown, although 

there was an extra cluster in the k-means clustering, observations in the same cluster of k-

means and Fuzzy c-means can be treated as similar. Therefore, only the results of Fuzzy c-

means are used for the onwards analysis.  

  

(a) 

 

(b) 

 

Figure 6.23– The cluster quality results for the Fuzzy C-means (a) and k-means clustering approaches (b). 
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Figure 6.24– The clustering results obtained using Fuzzy c-means algorithm (a) and a zoomed-in view (b). 

 

 

(a) 

 

(b) 
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Figure 6.25– The clustering results obtained using k-means algorithm (a) and a zoomed-in view (b). 

It can be found in Figure 6.24 that large majority (marked in blue square) of signals of the 

corrosion test gathered together in a dense region, which indicated the similarity between 

signals in the corrosion test. The results of the classification are presented in terms of 

amplitude for the SCC test and the corrosion test in Figure 6.26 and Figure 6.27 respectively. 

The three stages same as Figure 6.10 and Figure 6.11 are marked in Figure 6.26 and Figure 

6.27 respectively.  

 

(a) 

 

 

(b) 
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Figure 6.26– The clustering results of Fuzzy c-means method in terms of amplitude versus time for the SCC 

test.  

 

Figure 6.27– The clustering results of Fuzzy c-means method in terms of amplitude versus time for the SCC 

test. 
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In the stage Ⅰ shown in Figure 6.26, which was the early stage of the SCC test, the main 

mechanism was the pit nucleation with local breakdown of passive film and the localized 

corrosion of pitting. There were 11.6% of AE hits for cluster 1, 52.9% of hits for cluster 2, 

22.3 % for cluster 3 and 13.2% for cluster 4. The partial powers of AE signals for the four 

clusters are shown in Figure 6.28. As seen, signals in cluster 1 have the highest energy 

contribution (46%) in the frequency band of 0-100 kHz among the clusters. Signals in cluster 

2 has 36% of its energy in the frequency range of 100-200 kHz and contributes to a large 

portion of AE hits released at the stage Ⅰ during the SCC test. Signals in cluster 3 and those in 

cluster 4 have a similar frequency distribution; both of them have a low energy contribution 

in the frequency band of 0-200 kHz and a high energy contribution in the frequency range of 

200-400 kHz. The amplitudes of the majority of hits in cluster 4 are above 45 dB. An 

example waveform of signals for each cluster is shown in Figure 6.29.  

Compared with AE signals in other clusters, the signals in cluster 1 exhibit lower frequencies 

and characterized by the frequency band energy of signals mainly concentrated between 0 

kHz to 100 kHz. In addition, it should be noted that there are no localized AE events in the 

cluster 1. Therefore, according to  Du et al [121], it is very likely to be background noise 

which gives rise to this low-frequency cluster 1.  

In the stage Ⅱ shown in Figure 6.26, pits from the nucleation stage grew stably and deepened 

and the sizes of pits increased. The main mechanism at this stage was the stable pit growth. 

As seen, AE hits observed at this stage were close to zero. Since the main AE sources during 

stable pitting corrosion are pit growth [112,121,206–208] and hydrogen bubble break-up 

[112,121,206–209], almost nil AE activities in stage Ⅱ indicated that AE hits generated from 

these two sources were not or rarely recorded during the test and thus not considered in the 

following discussions. From stage Ⅰ to stage Ⅱ, the activity of AE signals gradually reduced 

with the elapsed time. Similarly, Xu et al. [123] found that the amplitudes and activity of AE 

signals gradually reduced with the elapsed time during transpassive dissolution in the early 

stage of the test, which was explained by the fact that ruptures of passive films mainly 

occurred at the start of the test. According to Jirarungsatian and Prateepasen [110], the rapid 

rupture of passive film would release more energy than corrosion since the atom dislocation 

forces in corrosion are smaller in comparison to surface tension forces in the film breakdown, 
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which was very likely to be the reason why the AE hits from the film rupture rather than the 

pitting corrosion were recorded during the SCC test.  

 

Figure 6.28– Partial powers of AE signals for the four clusters.  

Figure 6.29– An example waveform of signals for: (a) cluster 1, (b) cluster 2, (c) cluster 3 and (d) cluster 4. 

 

  

(a) 

 

(b) 

 

  

(c) (d) 
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Thus, it can be concluded that in the stage I, the main AE source is the passive film rupture. 

Source locations of AE events in the SCC test during stage Ⅰ is presented in Figure 6.30. As 

seen, the locations of events in cluster 2 are very close to those in cluster 3. As discussed 

above, signals in cluster 3 and those in cluster 4 have very similar frequency band. Therefore, 

it is very likely that all the AE signals from cluster 2, cluster 3 and cluster 4 mainly originated 

from passive film breakdown. As cluster 2 possesses the largest number of AE hits at this 

stage (52.9%), it can conclude that most of AE signals produced due to the breakdown of the 

passive films are characterised by a low amplitude (below 45 dB) and a middle frequency the 

frequency band energy of signals mainly concentrated between 100 kHz to 200 kHz. High-

frequency signals in cluster 3 and cluster 4 can also be produced since the dissipated energy 

may be very high as the film rapidly ruptures due to the high stress at the notch tip [210].  

 

Figure 6.30– Source locations of AE events in the SCC test during stage Ⅰ. 

After stage Ⅱ, the main mechanism is the SCC initiation and propagation and there were 

8.3% of AE hits for cluster 1, 14.4% of hits for cluster 2, 53.7 % for cluster 3 and 23.6% for 

cluster 4.  The source locations of AE events after stage Ⅱ in the SCC test for cluster 2, 

cluster 3 and cluster 4 are shown in Figure 6.31. The percentages of localized events for 

Cluster 2, 3, 4 are 11.6%, 44.7%, and 43.7% respectively. The large majority of the located 

events are associated with cluster 3 and 4. Most of the localized AE sources are situated 

around the edges of the plate. As discussed above, although the signals in cluster 4 have a 

larger amplitude than those in cluster 3, the signals in cluster 3 and cluster 4 have similar 

frequency band with a large energy concentration between 200 to 400 kHz. The signals in 
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cluster 2 exhibit lower frequencies and characterized by the frequency band energy of signals 

mainly concentrated between 100 kHz to 200 kHz.  

Recently, Soltangharaei et al. [12] found that signals with frequencies ranges concentrated 

mostly between 150 to 300 kHz are attributed to the macro cracks due to SCC in the steel 

plate and signals have a large energy concentration for the frequencies less than 200 kHz and 

have much small AE energy contributions during the SSC process can mostly associated with 

micro crack initiation and propagation. Similarly, an approach based on frequency spectrum 

was proposed by Bi et al. [11] to discriminate the main differences between micro crack AE 

source and macro crack AE source during the SCC test. It was found that the AE signals 

emitted by micro cracks have the frequency mainly concentrated in the range of 110–190 

kHz, while those emitted by macro cracks are characterized by high frequency components 

ranges from 260 to 350 kHz. 

Therefore, it was concluded that, after stage Ⅱ, cluster 3 and cluster 4 can be associated most 

likely with the initiation and propagation of macro cracks. And signals in cluster 2 can be 

attributed to micro cracks due to SCC in the steel plate. 

 

Figure 6.31– Source locations of AE events in the SCC test after stage Ⅱ. 

Similar to the SCC test, three stages can be observed for the corrosion test shown in Figure 

6.27. There are 20.4% of hits for cluster 1, 12.6% for cluster 2, 54.4% for cluster 3 and 12.6% 

for cluster 4. Similarly, the cluster 1 can be attributed to the background noise during the test. 
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Almost nil AE activities in stage Ⅱ indicated that AE hits generated from pit growth and 

hydrogen bubbles were not or rarely recorded during the test and thus not considered. 

According to Wu et al. [182], it can be concluded that, in stage Ⅰ, signals in the cluster 2, 3, 

and 4 are associated with the film rupture, while in stage Ⅲ, signals in the cluster 2, 3, and 4  

are associated with the crack in corrosion products.  

6.4 Discussions 

Although three distinct stages were observed in AE signals and the transition from SCC 

initiation to SCC propagation can be identified using AE techniques, the number of AE 

events detected in the stable pit growth was close to zero. It should be noted that AE response 

to pitting corrosion is largely dependent on the experimental conditions, corrosion rate and pit 

shape/size. Although data are available in the literature [112,206,207] governing AE 

monitoring of pitting corrosion , it should be noted that the onset of pitting corrosion was 

controlled by an electrochemical reaction with quick pit growth, thus resulting into large pit. 

However, the pitting corrosion in the current chloride droplet is characterized by a moderate 

pit growth rate and pit size, which is quite different from the electrochemically controlled 

pitting corrosion. Moreover, the distance between the sensors and the AE sources is relatively 

large in the current experimental setup and signals emitted by pitting corrosion are 

characterized by low amplitude. These factors may account for the difficultly in AE 

monitoring of pitting corrosion in the current setup. 

Furthermore, the clustering results are affected by the frequency response of the sensor. In 

this study, resonant sensors were carefully selected based on available literature. However, 

there is a possibility that these sensors may exhibit reduced sensitivity to the frequency 

content of a particular damage mode. Thus, their ability to effectively detect or classify such 

modes might be compromised compared to other modes. Unless an ideal non-resonant sensor 

is used, there will always be some level of impact on source classification due to variations in 

the frequency response of the sensors. Therefore, it is crucial to carefully select AE sensors. 

Due to complex nature of the damage evolution in SCC, a complete understanding of the 

process evolution and whole morphology is challenging. From this work, a comparative study 
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on monitoring SCC evolution with in-situ AE techniques was carried out. A good correlation 

was found between the localized AE sources and microscope observations of crack. 

However, it should be stressed that uncertainties in clustering AE signals and identifying AE 

sources still remain for the following reasons. First, a one-on-one correspondence cannot be 

achieved between post-mortem characteristics obtained with a conventional optical 

microscope and AE response on the order of microseconds. The concluding remarks in this 

work were drawn on the basis of some assumptions and speculations. Therefore, in the future, 

an accurate in-situ observation method will be needed to correlate the recorded AE signals 

with observed damage events.  Second, it should be emphasized that a universal clustering 

method or strategy which can achieve a perfect recognition accuracy between different 

populations of AE signals doesn’t exist. Although reasonable classification and interpretation 

were produced by the unsupervised Fuzzy c-means and k-means algorithm used in this work 

presented reasonability in AE, it will be beneficial to adopt improved clustering algorithm 

like supervised machine learning and deep neural networks to provide further proof in future 

studies. 

6.5 Conclusions 

To investigate the ability of AE techniques on locating SCC damage sources on a large 

specimen with additional complexity, an improved chloride droplet SCC test was undertaken 

with the dog-bone stainless steel specimen and circulating solution to trigger the SCC crack 

evolution. A comparative study of SCC evolution and corrosion were conducted using AE 

techniques. The following concluding remarks are drawn.  

(a) The velocity for the A0 mode should be utilised in TOA source location techniques and 

source locations results show that a good correlation can be found between the localized AE 

sources and microscope observations of crack. The ability of AE to locate SCC damage on a 

large specimen with addition complexity (i.e., the notch) was demonstrated.  

(b) Based on the analysis of the time evolution of the amplitudes throughout the SCC test, 

three distinct stages were recognized, i.e., stage with moderate AE activity, stage with rare 
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AE activity and stage with massive AE signals. The transition from SCC initiation to SCC 

propagation can be identified using AE techniques. 

(c) In the SCC test, most of AE signals produced by film rupture during stage Ⅰ are 

characterised by a low amplitude (below 45 dB) and a middle frequency the frequency band 

energy of signals mainly concentrated between 100 kHz to 200 kHz. 

(d) In the stage Ⅲ of the SCC test, cluster 3 and cluster 4 can be associated most likely with 

the initiation and propagation of macro cracks. And signals in cluster 2 can be attributed to 

micro cracks due to SCC in the steel plate. 

(e) A three-stage AE evolution trends can also be recognized in the corrosion test, the 

majority of AE signals were emitted in stage III. At this stage, most of signals are 

characterised by a low amplitude (below 45 dB) and a high frequency with the frequency 

band energy mainly concentrated between 200 kHz to 400 kHz. 

(f) AE hits generated from pitting corrosion and hydrogen bubbles were not or rarely 

recorded during the SCC and corrosion test.  
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Chapter 7 Conclusions and Recommended Future 

Work 

7.1 Conclusions 

The research has presented three studies that advance the methodologies of AE for SHM 

applications, with an emphasis on the monitoring of corrosion and SCC. The studies are 

backed by experimental data, with some aspects supported by robust numerical modelling. 

Both the experimental and numerical approaches for the study of FE generated delta-T 

mapping techniques were adopted. A numerical method from literature was used to simulate 

the H-N source on a simple plate and validated by the experiment results. The validation of 

the FE model showed great promise for applying the FE method to a planar location problem 

on a complex plate. Using the same numerical method, H-N sources were simulated on a 

complex plate and a numerical delta-T map were generated. The location results of numerical 

delta-t map technique were compared with those of traditional TOA techniques and 

experimental delta-t map technique. It has been demonstrated the viability of using FE 

method to decrease the time and man-power required for manually collecting and processing 

the training data whilst keeping a reasonable degree of source location accuracy with an 

average error of 3.88 mm. With such a high source location accuracy, the particular area of 

concern which needs to be inspected using other NDE techniques can be reduced greatly. 

Moreover, if the specific location of an AE event is identified on an area with particular 

geometric features or loading condition, the number of potential damage source mechanisms 

can be decreased.  

Following that, a corrosion test was firstly performed on a simple plate and it was found that 

the AE signals recorded during the corrosion test were characterised by low amplitude and 

low signal-to-noise ratio. To accurately identify the onset time of this kind of signals, a novel 

time estimation method, which is called window AIC method was proposed and a high 
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accuracy in arrival time estimation was achieved. Moreover, the propagation velocities of AE 

signals were calculated. It was found that the calculated wave velocities of signals, where 

compared to a dispersion curve, were in the range of the velocity of the A0 mode, therefore it 

was speculated that the arrival prediction techniques were detecting the arrival of the A0 

mode. Therefore, the velocity of the A0 mode was used in TOA location approach and a high 

accuracy of source location results was achieved. The successful localisation of AE events 

generated from corrosion on a simple plate showed great promise for locating corrosion 

damage on a complex plate. To achieve that, the delta-T mapping method presented in 

Chapter 4 need to be updated and built on the basis of the A0 mode arrival. Hence, one novel 

method, i.e., modified two-step AIC picker and a method found in the literature, i.e., wavelet 

coefficient threshold method were used to determine the arrival time of the A0 mode. 

Afterwards, a corrosion test was performed on a complex plate. The recorded AE data was 

processed with varied time estimation method (i.e., threshold crossing, AIC function and 

window AIC method) and examined with different source location approaches (i.e., TOA 

location approach delta-t mapping based on modified two-step AIC picker and delta-t 

mapping based on wavelet coefficient threshold method).  The results showed the source 

location results with highest accuracy were given by a combination window AIC method and 

delta-t mapping based on wavelet coefficient threshold method, which had a smallest average 

error of 10.7 mm and showed a significant improvement in source location accuracy over the 

TOA location approach. 

To investigate the ability of AE techniques on locating SCC damage sources on a large 

specimen with additional complexity, an improved chloride droplet SCC test was undertaken 

with the dog-bone stainless steel specimen and circulating solution to trigger the SCC crack 

evolution. A comparative study of SCC evolution and corrosion were conducted using AE 

techniques. The following concluding remarks are drawn. The velocity for the A0 mode 

should be utilised in TOA source location techniques and source locations results show that a 

good correlation can be found between the localized AE sources and microscope observations 

of crack. The ability of AE to locate SCC damage on a large specimen with addition 

complexity (i.e., the notch) was demonstrated. Based on the analysis of the time evolution of 

the amplitudes throughout the SCC test, three distinct stages were recognized, i.e., stage with 

moderate AE activity, stage with rare AE activity and stage with massive AE signals. The 
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transition from SCC initiation to SCC propagation can be identified using AE techniques. In 

the SCC test, most of AE signals produced by film rupture during stage Ⅰ are characterised by 

a low amplitude (below 45 dB) and a middle frequency the frequency band energy of signals 

mainly concentrated between 100 kHz to 200 kHz. In the stage Ⅲ of the SCC test, cluster 3 

and cluster 4 can be associated most likely with the initiation and propagation of macro 

cracks. And signals in cluster 2 can be attributed to micro cracks due to SCC in the steel 

plate. A three-stage AE evolution trends can also be recognized in the corrosion test; the 

majority of AE signals were emitted in stage III. At this stage, most of signals are 

characterised by a low amplitude (below 45 dB) and a high frequency with the frequency 

band energy mainly concentrated between 200 kHz to 400 kHz. AE hits generated from 

pitting corrosion and hydrogen bubbles were not or rarely recorded during the SCC and 

corrosion test.  

7.2 Recommended future work 

Despite a large body of research and findings presented in this thesis, there remain multiple 

aspects that can be taken forward for further investigation and study. 

For the study of the FE generated delta-T mapping, although it has been carried out 

successfully, it will be preferable to examine the performance of present FE generated delta-T 

maps with AE signals from real damage mechanism. Development of FE model such as 

improved boundary conditions, realistic AE sensors, additional complexity and anisotropic 

materials is required. This would be highly desirable for applying this methodology to real-

world engineering structures.  

It would be highly desirable to carry out further tests with corrosion at different locations on a 

complex plate and examine the location accuracy of delta-T mapping. It would also be 

interesting as part of a future work to investigate corrosion damage detection on full sized 

safety critical structures using the AE technique. Additionally, additional tests will be 

required to facilitate a comparison between the current NDT and AE testing, which will build 

more confidence in the AE technique. 
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The ability of AE techniques on locating SCC damage sources on a specimen with additional 

complexity was investigated in the work. It would be beneficial to develop an accurate in-situ 

observation method to correlate the recorded AE signals with observed damage events. In 

addition, it would be highly desirable to adopt improved clustering algorithm like supervised 

machine learning and deep neural networks to provide further proof in future studies. This 

could potentially result in a more rational classification and interpretation, warranting further 

investigation. 

In this work, the FE method allows for the creation of large-scale models with numerical 

sensors, which facilitates the collection of training data. These data have shown a high level 

of validity when compared with experimental results. Based on these data, delta-T maps can 

be generated automatically and used to effectively monitor corrosion and SCC within 

complex structures. In addition, instead of artificial AE sources, the FE method enable many 

damage scenarios such as corrosion, SCC and fatigue to be modelled. Moreover, the FE 

method allows for the modelling of various internal training sources, which may provide a 

solution to the challenge of 3D monitoring of corrosion and SCC with delta-T mapping 

techniques. These advancements hold the potential to enhance the application of delta-T 

mapping techniques. Furthermore, the study on AE monitoring of SCC damage has revealed 

promising potential in differentiating between corrosion and SCC mechanisms, as well as 

identifying the different stages of the SCC mechanism. This can be valuable for operators in 

making decisions.  

Overall, the techniques and methodologies developed in this work have shown great promise 

in the field of corrosion and SCC monitoring in real-world engineering structures, 

particularly through the innovative use of FE modelling techniques. 
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