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ABSTRACT 

Since the concepts of augmented reality (AR) and virtual reality (VR) were introduced, they have 

attracted people’s attention worldwide, both in the industry and research areas. As the most 

promising hardware architecture that can bring AR/VR into daily life, near eye displays (NEDs) 

have been studied and investigated heavily over the past half-century, especially the concept of 

“Metaverse” introduced by some top companies in recent years. However, the form factor and 

optical efficiency are two major bottlenecks for the current NEDs before they can become the 

major platform. 

Liquid crystal (LC) flat optics have several advantages, including compact, high diffraction 

efficiency, easy to pattern, highly transparent and low cost. Therefore, they are idea candidates for 

NEDs applications.  

In this dissertation, we focus on the novel LC flat optics applications in the NEDs, aiming to reduce 

the system form factor and enhance the system optical efficiency. The first half surrounds VR 

applications and systems, which adopt transmission-type LC flat optics. The second half covers 

AR system design and demonstration, which takes the advantages of reflection-type LC flat optics.  

In VR part, we demonstrate an approach to double the optical efficiency of VR systems based on 

a directional backlight and a diffractive deflection film (DDF), which is a specially designed LC 

flat optics. Our approach works well in both Fresnel and “pancake” VR systems. We also have the 

simulation model, which exhibits results highly consistent with the experiment. What’s more, a 

new ultra-compact VR system is also proposed and demonstrated in this dissertation. In this ultra-

compact VR system, an LC deflector is inserted into the imaging optics and it can achieve a process 
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called polarization interpolation. This process helps reduce the distance from the display panel to 

the imaging optics by 50% in theory.  

In AR part, we design and demonstrate a gaze matched Maxwellian-view AR system pupil steering 

system. This system applies the LC flat optics as the optical combiner. In the demo, this system 

achieves many good properties, including compact form factor, high optical efficiency, gaze 

matching, extended eyebox, aberration free, good ambient light transmittance and relatively large 

field of view. The proposed applications and systems with LC flat optics are attractive for next-

generation NEDs. 
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CHAPTER 1: INTRODUCTION 

Creating a magic world and a fabulous viewing experience has always been the dream of 

human being, even if they do not exist in our real world currently. Then, the challenge that 

researchers trying to figure out is how to produce such a fascinating scene and present it in front 

of the user’s eye. This is also the reason that virtual reality (VR) and augmented reality (AR) are 

generated. The concept of VR was first demonstrated in the 1960s when Morton Heilig introduced 

an immersive, multi-sensory machine called “Sensorama” (Fig. 1-1(a)) [1] and the first AR system 

was demonstrated by Ivan. E. Sutherland in 1968 (Fig. 1-1(b)) [2]. They have attracted people’s 

attention around the whole world, both in industry and academia. As the most promising hardware 

architecture can bring AR/VR into our daily lives, near eye displays (NEDs) have been studied 

and investigated heavily in the past half century, especially the concept of “Metaverse” introduced 

by some top companies in recent years. After several decades of intensive development, the NED 

industry has finally flourished and several products such as Oculus Quest 2 (Fig. 1-1(c)), Magic 

Leap 1 and HoloLens 2 (Fig. 1-1(d)), etc., have brought fabulous experience to consumers in 

entertainment [3], education [4], healthcare [5], and engineering design [6], just to name a few. 

At present, several performance parameters of NEDs have reached an acceptable level, 

including field of view (FOV) [7], resolution [8], color gamut [9], contrast ratio [10], dynamic 

range [11], and response time [11,12] (not considering multiplane displays). These parameters still 

have large room for improvement, and we have a long way to go before they can match the 

performance of traditional direct-view flat panel displays. However, the imperfection of these 

parameters mainly influences the image quality, which is already acceptable in many user cases 

and will not be the bottleneck for NEDs, if they are adopted by people in their daily life like cell 
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phones. We think the form factor [13,14] and optical efficiency [14,15] are two major bottlenecks 

for the current NEDs before they can become the major platform. With continuous progress, it is 

very likely that next generation NEDs would make a big difference in these two factors.  

 

Figure 1-1: Schematics of early (a) VR, (b) AR and recent (c) VR, (d) AR near eye displays.  

According to Fig. 1-1, we can see that the early-stage NEDs are so bulky and heavy. The 

way people using them is to mount themselves to the NEDs rather than mount the NEDs on their 

heads, let alone wearing the NEDs walking around. After half a century, the NEDs have achieved 

significant progress. Their sizes have been reduced a lot and are qualified to be called head-

mounted displays. However, there is still a gap between current NEDs and glasses-like NEDs. 
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What a user is willing to wear for a whole day is not a big screen, but a pair of lightweight glasses. 

Therefore, making the NEDs as compact as a pair of glasses is an important milestone.  

On the other hand, if we want to make the NEDs as the platform for our daily 

communication and entertainment, which just like the smartphones today, power consumption  is 

another critical issue [16]. In comparison with cell phones, which can continuously work for more 

than ten hours, most of the NEDs can only support 2 to 3 hours of active use at present. Moreover, 

most of the power in current NEDs is consumed by the light engine, because only a small portion 

of the light emitted from the light engine enters the user’s eye pupil [17,18]. As Fig. 1-2 indicates, 

for a VR system shown in Fig. 1-2(a), usually the light engine has a broad angular distribution 

[19,20], but only a small part of the light enters the eyebox, which is located in a narrow angular 

bandwidth. Thus, most of the light emitted from the display panel is wasted. For an AR system, 

optical efficiency is even more critical, because the digital image must be bright enough to compete 

with the ambient light [21,22]. The waveguide is the most popular AR structure in the current stage 

[23,24]. The basic structure is shown in Fig. 1-2(b). The major advantage of the waveguide 

structure is large eyebox due to the exit pupil expansion (EPE). However, this benefit greatly 

sacrifices the system’s optical efficiency, since only a small portion of the output beams can enter 

the user’s eye pupil. In short, the optical efficiency of the current NED is very low. Therefore, it 

is urgent to enhance the optical efficiency of current NEDs while keeping a compact form factor. 
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Figure 1-2: Schematics of (a) VR and (b) waveguide AR optical structure. 

Liquid crystal (LC) flat optics exhibit several advantages, including compact size, high 

diffraction efficiency, easy to pattern, highly transparent and low cost [24–30]. Therefore, they are 

attractive candidates for NED applications [7,31–36].  

The most important property of LC flat optics described in this dissertation is the geometric 

phase [37]. Traditional LC optical elements rely on the LC birefringence to produce phase 

retardation [38]. However, the birefringence of LC materials is usually limited to ~0.25 when the 

good photo and chemical stabilities are considered [12,39,40]. Therefore, traditional LC optics 

exhibit some disadvantages when compared with refractive optics, such as lens [41]. Of course, 

traditional LC optics can also be designed and patterned as diffractive optical elements, such as 

LC phase grating and Fresnel phase zone plate [42–45]. But these optical elements suffer from 

limited diffraction efficiency and fringing field effect due to the phase jump between different 

zones [46]. On the other hand, the LC flat optics based on geometric phase show several 

advantages. First, the phase retardation of such an optical element depends on the azimuthal angle 
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of the LC directors. This brings significant advantages since it can be easily patterned as arbitrary 

phase [26], which does not increase the fabrication complexity and device form factor. Besides, 

the diffraction efficiency of the LC flat optics is higher than that of conventional diffractive LC 

elements, which can approach 100% [25]. More details about this point will be explained in later 

chapters. What’s more, the LC flat optics have a very thin profile, which is advantageous in terms 

of high transparency and low cost regarding material usage [47]. These attractive properties of LC 

flat optics provide a good match to the requirements of NEDs. Therefore, widespread applications 

of LC flat optics in NEDs are foreseeable. 
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CHAPTER 2: LC GEOMETRIC PHASE OPTIC ELEMENTS 

Some content of this chapter was previously published in [20]. 

2.1 Transmission Type LC Flat Optical Elements 

The transmission type liquid crystal flat optics in this dissertation is also referred to as 

Pancharatnam-Berry (PB) phase optical element. Such a PB phase is a kind of geometric phase.  

 

Figure 2-1: (a) Geometric phase on Poincaré sphere, (b) Pancharatnam-Berry Phase of 

transmission-type LC flat optical elements on Poincaré sphere, (c) local LC directions of 

transmission-type LC flat optical elements. 

First of all, the naming of PB phase is based on the pioneering works of two scientists: 

Shivaramakrishnan Pancharatnam and Michael Victor Berry. In Pancharatnam’s work, he found 

that when a polarized beam traverses a closed loop on the Poincaré sphere [48], the final state 

differs from the initial state by a phase factor which is proportional to the closed area [49,50], as 

shown in Fig. 2-1(a). In Berry’s work, he found that when an atom goes through an adiabatic 

evolution [51] and returns to its initial state, during this process, it causes nothing change in the 

surrounding environment, except for an extra phase on itself, and this phase is defined as Berry 
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phase [52]. We can see that both studies present similar concept, but S. Pacharatnam presents a 

specific case and M. V. Berry summarizes it in more general form.  

If we look at the Poincaré sphere, since it is a perfect sphere, and has good symmetry, then 

the two polar points on the sphere can be considered as the same. When a circularly polarized light 

transverses to the opposite state, we can also consider it to return to the initial state (Fig. 2-1(b)). 

In practice, if a circularly polarized light passes through an LC half-wave plate and the LC director 

has an azimuthal angle phi, which is indicated in Fig. 2-1(c), then the corresponding Jones matrix 

can be expressed as follows: 

' ( ) ( ) ( )J R W R J                                                           (2-1) 

2' 1 1cos2 sin21 1

sin2 cos22 2

iJ e
i i

 

 




     
     

         

 


                                     (2-2) 

According to Eq. (2-2), we find that when it is converted into the opposite circular polarization, 

there is an extra phase, and this phase happens to satisfy the definition of PB phase. Therefore, this 

type of optical device is called PB optical elements (PBOEs). By patterning the orientation of the 

LC directors to a desired profile, then the device will perform as designed functionality like grating 

or lens. In this sense, we can regard PBOEs as the patterned half-wave plate.  
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Figure 2-2: (a) Schematic of molecular direction with two-beam interference, (b) working 

principal of PB optical elements. 

For the linear phase change, which can be achieved by two-beam interference exposure, as 

Fig. 2-2(a) depicts. It can be easily derived for the grating pattern as: 

0 0 0sin sin

0

cos( sin )1 1
2

sin( sin )

ik x ik x
k x

e e
k xi i

 




     
      

     
                                     (2-3) 

According to Eq. (2-3), the grating pattern is sinusoidal linear polarization. And the transform 

matric of the PB grating can be expressed as [53]: 

0 0

0 0

sin(2 sin ) cos(2 sin )
( ) cos( ) sin( )

cos(2 sin ) sin(2 sin )

k x k xnd nd
T x I i

k x k x

  

  

  
   

 
…….…(2-4) 

Based on that, the far field diffraction pattern can be calculated: 
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where 𝑆3
′ = 𝑆3 𝑆0⁄  is the normalized Stokes parameter of the incident light. From the calculation 

results, only the 0th and ±1 orders have the nonzero solution, because there are linear phase changes 
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in the Fourier transform. When the phase satisfies the half-wave condition, the zero order will be 

eliminated, and the Jones matrix will be the same as we derived before. The working condition of 

PB optical elements is illustrated in Fig. 2-2(b). This is why PB gratings can achieve nearly 100% 

diffraction efficiency, which are attractive for practical applications [34,47]. 

 

Figure 2-3: (a) Schematic of three-layer multi-twist PB grating, (b) and imaging performance 

test (b) input and (c) output. 

It is worth mentioning that the key to obtain a high diffraction efficiency is to satisfy the 

half-wave condition. However, for the single layer non-twist PB optical elements, usually only 

one wavelength can perfectly meet the half-wave condition in theory [25]. In a practical imaging 

system, full color operation is always desired. Therefore, dual-twist [25] and multi-twist [27,47] 

structures have been demonstrated for the broadband performance. In Fig. 2-3(a), there is a 

designed three-layer PB grating, which can achieve high efficiency in the visible spectral range 

and large incident angle. We apply the rigorous coupled-wave analysis (RCWA) method [54,55] 

to simulate this three-layer grating structure. In the optimization process, the grating period was 

fixed. The thickness of each layer was set from 0μm to 3μm, and the twist angle of each layer was 

set from 2π to 2π. Four optimization algorithms, genetic algorithm, particle swarm optimization, 

adaptive simulated annealing, and differential evolution, are interchangeably used to optimize the 
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grating parameters. The optimization results show the thickness of the three LC layers is d1=0.9μm, 

d2=1.32μm and d3=0.88μm, and the corresponding twist angle is 1= 69.4°, 2=3.7° and 3=64°, 

respectively. We took a picture for testing with this PB grating placed between the camera and a 

keyboard. The input image is shown in Fig. 2-3(b) and the output image after the PB grating is 

shown in Fig. 2-3(c). The input is unpolarized ambient light, consisting of 50% RCP and 50% 

LCP. In Fig. 2-3(c), two  1st order diffracted lights are clearly observed. The zero-order leakage 

is negligible, which means the PB grating has a nearly 100% diffraction efficiency in the visible 

spectral region. The PB grating splits the input beam into two outgoing beams, so that the 

brightness of each order is reduced to ~50%. The simulated and measured spectrums are presented 

in the Fig. 2-4. What’s more, the three-layer PB grating also has the advantage for large incident 

angle as indicated in Fig. 2-4(c). Of course, thanks to the geometric phase, PB optical elements 

can be patterned to an arbitrary phase profile but follows the same intrinsic working principle.  

 

Figure 2-4: (a) Wavelength spectrum of the three-layer PB grating and angular spectrums 

of the three-layer PB grating at (b) red, (c) green and (d) blue wavelengths. 



11 

 

2.2 Reflective Type LC Flat Optical Elements 

 

Figure 2-5: (a) Schematic of cholesteric liquid crystal film, and (b) reflection band with 

circular polarization input. 

The reflection type LC flat optical elements in this dissertation are called polarization 

volume hologram (PVH) [24,56,57], and they are also based on the geometric phase, whose phase 

profile depends on the LC directors’ phase pattern. The mechanism of reflection originates from 

Bragg reflection [24,58]. As shown in Fig. 2-5(a). the LC molecules have a helical structure, which 

is called cholesteric liquid crystal (CLC). Then, the circularly polarized light with the same 

handedness will experience periodically changing refractive index. Therefore, Bragg reflection 

can be established. The bandwidth of Bragg reflection depends on the LC pitch length and the 

birefringence [58,59], as described in Fig. 2-5(b). However, the opposite circularly polarized light 

will transmit through. This type of Bragg reflection can achieve high efficiency approaching 100%, 

when the LC is thick enough [24,58]. The full color performance can also be achieved by gradient 

pitch design [60,61] or vertically stacking multiple CLC layers together [59,62].  
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Figure 2-6: Schematic of reflection-type LC flat optics, polarization volume grating.  

Like the transmission type LC flat optical elements, once the LC directors are patterned 

into a certain phase profile, this optical element will exhibit the corresponding functionality. If the 

LC directors are linearly changing, the device will perform as a polarization volume grating (PVG) 

[24,57]. The device structure and working principle are illustrated in Fig. 2-6. The Brag plane also 

tilts at an angle θB. The PVG also performs as a slanted grating [54,63]. The diffraction efficiency 

is related to the grating thickness, and the diffraction angle follows the grating equation. The 

diffraction bandwidth and central wavelength have similar properties as CLC. Using gradient pitch 

or stacking layers also help to achieve full color performance [64,65]. Same as the transmission 

type LC flat optical elements, the PVHs can also be patterned to an arbitrary phase profile in 

theory, but following the same intrinsic working principle.  
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2.3 Fabrication Methods 

Several methods have been developed to align the LC molecules. Based on their 

mechanisms, these approaches can be classified into volume/bulk alignment and surface 

alignment. The working principle of volume alignment is through volume hologram. An optical 

interferometer is used to produce the desired light field in space, so that the corresponding pattern 

can be recorded in the LC substrate. However, to achieve volume alignment requires a high 

intensity light field to perform the task, because it uses a solid LC polymer with multiple side 

groups, which presents an isotropic initial state [66,67]. In recent years, volume aligned LC optical 

elements with a high diffraction efficiency (>95%) at certain wavelengths have been reported 

[68,69]. In comparison with volume alignment, surface alignment is easier to fabricate and can 

achieve a higher diffraction efficiency. In surface alignment, there is a thin alignment layer with 

grating pattern between the LC and glass substrate. Two techniques have been widely used to 

create the grating pattern: mechanical patterning and optical patterning. In mechanical patterning, 

microrubbing [70] and nanoimprint [71] methods have been reported. Due to the limited degree of 

freedom in microrubbing, it usually produces a binary phase grating, so this method is difficult to 

produce geometric phase with a large degree of freedom. Nanoimprint method utilizes photo 

lithography to write a high-resolution stamp, then the pattern on the stamp can be imprinted onto 

the alignment layer. Photolithography has high degrees of freedom, and imprinting process is 

simple and fast. Therefore, nanoimprint method is a good candidate for practical mass production, 

but the defects issues need to be solved. In optical patterning, the alignment layer will not be 

physically graved, but the alignment layer molecules will be reoriented by a polarized light, and 

the approaches including direct writing [26], projection lithography [72] and interference exposure 
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[73]. Direct writing uses a single laser line and a polarization modulator to “pixelize” the direction 

of the alignment molecule. This approach can produce arbitrary phase pattern, but it is time 

consuming for large scale production. Projection lithography can directly pattern the polarization 

light field, generated by a spatial light modulator (SLM), on the alignment layer. This patterning 

method is easy and fast, but the pattern quality (resolution and smoothness) is limited by the SLM. 

Different to projection lithography, the interference exposure generates the polarization light field 

by holography interferometer, which can achieve a smaller grating period and smoother phase 

change. This method is adopted in our lab. 

 

Figure 2-7: Fabrication process of LC flat optics with photo-alignment and spin coating. 

Figure 2-7 shows the LC flat optics fabrication process. In the first step, a thin photo-

alignment layer is spin-coated on a clean glass substrate. Then the sample is set on the output of 

the interferometer for the pattern exposure. The format of interferometer can be designed for 

different phase pattern. The principle is based on two beam hologram [74]. One arm is reference 

beam, while the other is signal beam. After pattern exposure, we can spin-coat the LC solution on 

the sample. The LC molecules will follow the pattern on the photo-alignment layer. Next, the 

sample will be put under the UV light for curing. Finally, we can get a polymerized LC film. For 

the multi-twist layer LC flat optics, steps 3 and 4 will be repeated multiple times. Each LC film 
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thickness and LC twist angle can be tuned by adjusting the spin-coating parameters and LC 

solutions.  
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CHAPTER 3: HIGH OPTICAL EFFICIENCY VR SYSTEM 

The content of this chapter was previously published in [9]. 

3.1 Background 

The basic device structure of a VR system consists of a display panel and an imaging optics 

[75]. Although the optical structure is simple, as a near-eye display the form factor, weight, and 

power consumption are essential ergonomics for long-term wearing experience in addition to high 

image quality. To reduce weight, Fresnel lens is a strong contender for VR imaging optics, and it 

was first adopted into practical systems in the late 1980s by VPL Eyephone LX [76]. Until recently, 

some commercial VR headsets are still using Fresnel lens, such as HTC VIVE and Google 

Daydream.  On the other hand, the folded optics (often called “pancake” structure) has also been 

developed to reduce the form factor [77,78].  Such a “pancake” structure can also be combined 

with holographic optical elements [79] or Fresnel lens [80] to further reduce the system weight 

and form factor. However, a major shortcoming of the “pancake” structure is its relatively low 

optical efficiency. The maximum optical efficiency is 25% because the light passes through the 

polarization selective cavity multiple times, and each time it encounters some optical loss due to 

the “half mirror” [79]. Such a low light efficiency will increase the power consumption and bring 

more burden to the power supply [16]. Therefore, improving the light efficiency of a VR system 

is an urgent task, especially for the “pancake” structure. 
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Figure 3-1: Schematic of a VR system with different kinds of light sources: (a) conventional 

BL, (b) directional BL, (c) directional BL with primary emission direction correction, and 

(d) 2D curved display. 

At present time, several VR systems share a common optical structure shown in Fig. 3-

1(a). From Fig. 3-1(a), we can see that the corresponding solid angle of the eye pupil is small, 

which only occupies a small portion of the display pixel’s angular spectrum. Therefore, only a 

fraction of the emitted light from the display panel is captured by the observer, resulting in a low 

light efficiency. To enhance the light efficiency, a directional backlight (BL) display is preferred 

[17,81]. Thanks to the directional BL, most of the light emitted by the central area will enter the 

pupil. However, the light efficiency of peripheral pixels cannot be improved, due to the mismatch 

between the primary emission direction and the corresponding chief ray direction as Fig. 3-1(b) 
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shows. To overcome this problem, the primary emission direction of pixels on the display should 

be modified, so that the peripheral pixels can also be steered into the pupil (Fig. 3-1(c)). Moreover, 

when a directional BL is used, bending the curvature of display panel [82] can also improve the 

light efficiency, as Fig. 3-1(d) depicts. Nonetheless, this solution demands a two-dimensional (2D) 

curved display, which is challenging to fabricate. 

3.2 Diffractive Deflection Film 

The DDF we developed is essentially a multi-domain PB lens [34,50], where the focal 

length varies within different radius range. Fig. 3-2 shows the pattern exposure setup for 

fabricating such a multi-domain PB phase lens. In experiment, we designed a three-domain PB 

lens; the size and the area of each domain are the same as the photomask shown in Fig. 3-2. The 

three-domain mask was fabricated by a femtosecond laser (Pharos, Light Conversion). The laser 

beam (wavelength 1030 nm, pulse duration 170 fs, repetition rate 1 kHz, and average power 600 

mW) was focused on a plain photomask (CAD/Art Services, Inc) with a focal length of 1000 mm. 

The photomask was attached to a 3D translation stage for precise scanning. Each of the three rings 

on the photomask was cut at a scanning speed of 10 mm/s in multiple runs till it gets completely 

through. All these three domains (1, 2, and 3) are concentric, and their outer diameter is 22 mm, 

32 mm, and 40 mm, respectively. After the alignment layer (0.2% brilliant yellow dissolved in 

Dimethyformamide) was spin-coated onto the top surface of a clean substrate (2-inch by 2-inch), 

the photomask was adhered to the back surface of the sample substrate. Then the substrate with 

the photomask was placed at three different positions (1, 2, and 3 as marked in Fig. 3-2) for the 

holography pattern exposure [26,34]. At each position, the corresponding domain of the 
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photomask was opened, so that only one domain was exposed at a time. Due to the position 

difference during exposure, the focal length of each domain is different. In this way, a three-

domain PB lens pattern was recorded on the alignment layer. The focal length of each domain 

depends on the imaging optics, and its value will be specified later. After the pattern exposure, we 

spin-coated one layer of reactive mesogen mixture (RMM) onto the substrate. Then, UV photo-

polymerization process was applied to cure and stabilize the polymer film. The components in the 

RMM include 95% reactive mesogen RM257 (from LC Matter), 4.9% photo-initiator Irgacure 651 

(from BASF), and 0.1% surfactant Zonyl 8857A (from DuPont). This RMM was dissolved in 

toluene, and the ratio of solute to solvent was around 1:2.5. The polymer film thickness is 

optimized at a green wavelength. In practical applications, a multi-twist structure can be adopted 

to achieve broadband performance [47], and the chromatic aberration can be corrected by 

laminating a diffractive optical film to the refractive optical element [34]. 

 
Figure 3-2: Experiment setup for multi-domain lens pattern exposure. 
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Fig. 3-3(a) shows a photo of the fabricated three-domain PB lens, where three imaging 

domains are clearly observed. In the photo, the imaging background is the floor tiles of a corridor, 

and we can see that the focal length of each domain is different because the tile edge shows a sharp 

jump at the boundary between domains. The focal length of the 1, 2 and 3 domains is 12 cm, 17 

cm, and 35 cm, respectively. The choice of a focal length depends on the chief ray direction of 

each pixel. In our lab, we do not have the setup to fabricate a pixel-level DDF, which requires a 

direct writing equipment [83]. We calculate the corresponding “focal length” (𝑓 = 𝑑 tan⁡(𝜃)⁄ , 

where f is the “focal length”, d is the distance between the pixel and the display center, and θ is 

the deflection angle) for the pixels along the radius direction, and the “focal length” does not 

change abruptly. For the pixels within a certain area, their corresponding “focal lengths” are 

similar. Therefore, we can use a PB lens to deflect the primary emission direction of the pixels in 

this area. Based on the “focal length” variation along the display radius, we divide the display into 

three domains, so that the primary emission direction of most pixels on the display can be deflected 

to the desired direction. Fig. 3-3(b) is a photo of the lens pattern in the central area of domain 1, 

captured by a polarization microscope (OLYMPUS BX51). Fig. 3-3(c) shows the microscope 

image at the boundary area. It is clearly shown that the alignment quality is degraded at the 

boundary area. This is because the photomask domains do not match each other perfectly and the 

boundary is exposed twice. The width of the boundary is about 150 µm. However, the impact of 

such a narrow boundary to our experimental results is negligible.   
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Figure 3-3: Fabricated three-domain PB lens: (a) imaging photo, polarization microscope 

photo of (b) lens center and (c) domain boundary. The scale bar in the figure is 200µm. 

3.3 Fresnel VR System 

 

Figure 3-4: (a) Schematic of Fresnel VR system in the experiment, and (b) Zemax profile of 

the Fresnel lens. 

In this section, we describe the three VR systems we built using a Fresnel lens. These three 

systems use the same TN panel as the display but have different emission angular spectra by using 

a conventional or directional BL with and without a DDF (Fig. 3-4(a)). For consistency, a quarter-

wave plate (QWP) film was laminated to the TN panel, which converts a linearly polarized light 

to a left-handed circularly polarized (LCP) light. Because such a three-domain PB lens is 

polarization dependent [29,84], only the LCP light will see the positive lens effect in the design. 

Fig. 3-4(b) shows the Zemax profile of the Fresnel lens we used.  
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For the first and the second Fresnel VR systems, they do not use a DDF to modulate the 

primary emission direction of each pixel. All the pixels on the panel have the primary emission 

directions perpendicular to the panel’s surface. The difference of these two Fresnel VR systems is 

that they use different BLs with different angular distributions and luminous flux. The first one 

uses an edge-lit BL (Adafruit Industries) with two brightness enhancement films [85]. The second 

system uses a directional backlight. This directional BL consists of a collimated LED backlight 

(Edmund Optics #14270) and a two-layer privacy film (3M PF170C4B). The reason we added 

such a two-layer privacy film is to narrow down the angular spectrum of the collimated LED BL. 

The angular spectra of these two BLs were measured by a goniophotometer (TechnoTeam Vision), 

and results are shown in Fig. 3-5(a). According to the normalized angular spectrum, the 

conventional BL has a full width at half maximum (FWHM) of about ±24º, while the directional 

BL has about ±14º. After integrating the angular spectrum of two BLs in the spherical coordinates, 

the total luminous flux of the directional BL is about 30.7% higher than that of the conventional 

one. To make a fair comparison, we adjusted the gray level of TN panel so that the total luminous 

flux of these two BLs is the same. The Fresnel lens was inserted between the display and the 

observer as Fig. 3-4(a) shows. The distance between the display and the Fresnel lens is 35 mm, 

and the eye relief is 14 mm. The images at the eye pupil of these two VR systems with different 

BLs are shown in Fig. 3-5(b) (conventional BL) and 5(c) (directional BL). When we took these 

two photos, the settings of camera remained the same. From the figures, we can see a significant 

light efficiency enhancement when the directional BL is applied to the VR system.  
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Figure 3-5: (a) Normalized angular distribution of conventional BL and directional BL. 

Imaging results of Fresnel system with (b) conventional BL, and (c) directional BL. The 

horizontal FOV of the images in (b) & (c) is around ±15º. 

To quantify the light efficiency enhancement introduced by the directional BL, we also 

established a VR simulation model in LightTools, as Fig. 3-6 depicts. In this model, we use a linear 

light source consisting of 21-point sources with 1-mm gap in between. As a result, the 

corresponding half field of view (FOV) is 35º, which is less than that of our Fresnel lens (half FOV 

 50º). This is because the size of our DDF substrate and directional BL is not large enough to 

cover the entire FOV of the Fresnel lens. The reason we use point sources to represent a line source 

is that the primary emission direction changes slowly along the radius direction, and the 

surrounding pixels (the distance to the corresponding point source is less than 1 mm) have similar 

primary emission direction as the point source. In our system, when the pixels have the same 

angular distribution, it is the primary emission direction that influences the light efficiency. 

Therefore, we set the gap between these point sources to be 1 mm, which is dense enough to 

represent the experimental condition. The eye pupil (the receiver in the simulation, the entrance 

pupil of the camera in the experiment) size is 4 mm. During simulation, the angular distributions 

of the conventional BL and the directional BL in Fig. 3-5(a) are imported into our LightTools 

program. All other parameters such as light source power, lens, and receiver settings in the systems 

remain the same. After calculation, the power on the receiver when using the directional BL is 
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1.91x higher than that using the conventional BL. In experiment, a CMOS (Complementary Metal 

Oxide Semiconductor) camera (TechnoTeam Vision, LMK6 color) was used to detect the color 

imaging and luminance at the eye pupil.  

 
Figure 3-6: Fresnel system setup in LightTools.      

The color imaging results using a conventional BL and a directional BL are shown in Fig. 

3-7(a) and 7(c), respectively, and the corresponding luminance distributions are shown in Fig. 3-

7(b) and 7(d). According to the measurement, the average luminance of imaging pixels is 83.7 nits 

for the conventional BL (Fig. 3-7(b)), while this value is 183.8 nits for the directional BL (Fig. 3-

7(d)). On the other hand, the luminous flux of the directional BL is about 30.7% higher than that 

of the conventional BL. Therefore, the light efficiency of the directional BL based VR system is 

1.68x higher than that of the conventional BL. The simulation results agree with experiment 

reasonably well.  
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Figure 3-7: Imaging results of the Fresnel system with (a) a conventional BL and (c) a 

directional BL. Luminance distribution results of the Fresnel system with (b) a conventional 

BL and (d) a directional BL.  

Next, we added a DDF to the top of the display panel as Fig. 3-5(a) depicts, which uses a 

directional BL. This DDF has the same size and diameter as the one shown in Fig. 3-3(a), but the 

focal length of each domain is 7 cm, 8 cm, and 10 cm, respectively (from domain 1 to domain 3), 

which is designed according to the chief ray directions shown in Fig. 3-4(b). To make the 

comparison more conveniently, we used a blade wrapped by a cleaning tissue, which was rinsed 

with acetone to remove half of the DDF off the substrate. As a result, only half of the display panel 

still has the DDF to correct the primary emission angle of the pixels, while the other half does not. 

Fig. 3-8(a) shows the imaging result and Fig. 3-8(b) shows the luminance distribution. The left 

part of imaging pixels (w/o DDF) has an average luminance of 165.5 nits, while the right part (w/ 

DDF) has 221.8 nits. After comparison, the light efficiency enhancement is 34.0% by adding a 

DDF.  In simulation, we adjust the primary emission direction of each point source based on Fig. 

3-4(b), where we can read the primary emission (chief ray) directions of the corresponding pixels 

from Zemax. The power detected by the receiver is increased by 30.0%, which is consistent with 

the experimental data. The reason our experimental result is slightly higher than the simulated one 
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is that the peak luminous intensity of our directional BL (Fig. 3-5(a) blue line) is not at the primary 

emission direction (normal direction), and the surrounding emission directions have higher 

luminous intensities than the primary emission direction. Since our three-domain PB lens is not an 

ideal DDF, which will introduce some mismatching between the primary emission direction and 

the chief ray direction (Fig. 3-4(b)) for some pixels, so that the surrounding emission directions 

with higher luminous intensities can match the chief ray direction in experiment. However, in 

simulation we can ideally control the deflection angle of each light source, and the primary 

emission direction exactly matches the chief ray direction. Thus, the light efficiency enhancement 

obtained from simulation is somewhat higher than that from experiment. 

 
Figure 3-8: (a) Imaging and (b) luminance distribution results of the Fresnel system with 

directional BL and half DDF. 

3.4 “Pancake” VR System 

The “pancake” VR system has a similar structure to the Fresnel system shown in Fig. 3-

4(a) but adopting a “pancake” lens as the imaging optics. The Zemax profile is plotted in Fig. 3-
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9(a). The front surface of this “pancake” lens is a reflective circular polarizer, which reflects the 

right-handed circular polarized (RCP) light, while transmitting the LCP light. The back surface of 

the pancake lens is a half mirror. The distance between pancake lens and display panel is 16 mm, 

and the eye relief is 13 mm. A conventional BL and a directional BL (same as what we used in the 

Fresnel system) were used in the system display, respectively. Their imaging results are shown in 

Fig. 3-9(b) (conventional BL) and Fig. 3-9(c) (directional BL).  The light efficiency enhancement 

by using a directional backlight is quite significant. 

 
Figure 3-9: (a) Zemax profile of the “Pancake” lens. Imaging results of “Pancake” system 

with a (b) conventional BL and (c) directional BL. The horizontal FOV of the images in (b) 

and (c) is ±23º. 

Similar to what we did in the Fresnel system, a “pancake” VR model was built in 

LightTools to quantify the light efficiency improvement introduced by the directional BL. In this 

model, we use a 19-mm-long linear light source comprising of 20 point sources with 1-mm gap in 

between, which corresponding to a 50º half FOV. The reason the “pancake” VR system can 

achieve 50º half FOV is that the aperture size of the “pancake” lens is small, so that the size of the 

DDF substrate and the directional BL is no longer a limitation. The eye pupil size is still 4 mm. 

During simulation, the angular spectra of conventional BL and directional BL are the same as those 

we use in the Fresnel system. After calculation, the power on the receiver when using the 

directional BL is 2.39x higher than that of the conventional BL. In experiment, the imaging results 
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of conventional BL and directional BL are shown in Fig. 3-10(a) and 10(c), respectively. The 

corresponding luminance distribution is shown in Fig. 3-10(b) and 10(d). After evaluation, the 

average luminance of imaging pixels is 23.4 nits for the conventional BL (Fig. 3-10(b)), and 67.4 

nits for the directional BL (Fig. 3-10(d)). Considering that the directional BL has a 30.7% higher 

luminous flux, the light efficiency of the directional BL “pancake” VR system is 2.20x higher than 

that of the conventional BL. Therefore, the simulation results are in good agreement with the 

measured data. 

 
Figure 3-10: Imaging results of the “pancake” system with (a) conventional BL, and (c) 

directional BL. Luminance distribution results of the “pancake” system with (b) 

conventional BL, and (d) directional BL.  

To study the light efficiency enhanced by the DDF in a “pancake” VR system, we added a 

DDF on the top of the display panel. This DDF is the one shown in Fig. 3-3(a). The focal length 

of each domain (from 1 to 3) is 12 cm, 17 cm, and 35 cm, respectively. Similar to the Fresnel 

system, we wiped off half of the DDF on the substrate for the convenience of comparison. 

However, a major difference between the Fresnel lens and the “pancake” lens is that the latter is 

strongly polarization selective, but the former is not. Thus, we choose RCP as the input light in the 

“pancake” system. On the other hand, our three-domain PB lens is also a polarization dependent 
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device. In our design, this three-domain PB lens is converging only for the LCP input. Therefore, 

we need to select a proper circularly polarized input light based on whether it will pass through 

the DDF. Such a system structure is shown in Fig. 3-11. After passing the TN panel, the 45º linearly 

polarized light is converted to LCP or RCP by arranging the fast axis of QWP film either in 

horizontal or vertical direction. Half of the input light, say RCP, passes through the glass substrate 

and its polarization state remains unchanged. The other half of the input light (LCP) passes through 

the DDF, and its polarization state changes from LCP to RCP. Therefore, all the input light to the 

“pancake” lens has the same polarization (RCP). 

 
Figure 3-11: Schematic of Pancake VR system with a directional BL and a half DDF. 

Fig. 3-12(a) shows the imaging result and Fig. 3-12(b) is the measured luminance 

distribution. The average luminance of the left part (w/ DDF) imaging pixels is 59.45 nits, and the 

right part (w/o DDF) is 58.08 nits, which indicates the light efficiency is improved by 2.36% by 

adding the DDF. During simulation, we adjust the primary emission direction of each point source 
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according to the chief ray direction in Fig. 3-9(a). The power detected by the receiver is increased 

by 2.12%, which is consistent with the experimental data. The main reason we do not see a 

significant improvement after adding the DDF is because the “pancake” lens is designed to be 

telecentric [86], so that the chief ray direction in Fig. 3-9(a) is already very close to the primary 

emission direction of the display panel. 

 
Figure 3-12: (a) Imaging and (b) luminance distribution results of the “pancake” system with 

a directional BL and a half DDF. 

3.5 Discussion 

We summarize the experimental and simulation results in Table 3-1.  Here, we normalize 

the light efficiency to a conventional BL for both Fresnel and “Pancake” VR systems. There are 

two steps in our light efficiency enhancement process. The first step is to apply a directional BL, 

and the second step is to add a DDF. According to the normalized results in Table 3-1, we find 

that after these two steps the Fresnel system and the “pancake” system exhibit a similar light 

efficiency enhancement. The difference is how much enhancement is achieved in each step. For 

the Fresnel system, both steps contribute an obvious enhancement, while most of the enhancement 

for the “pancake” system occurs in the first step. This is because the “pancake” lens is more 

telecentric than the Fresnel lens in our experiment. In other words, the telecentric design 
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strengthens the effect of the directional BL, but impairs the enhancement brought by the DDF. 

However, the telecentric design would cause more aberration. With the help of a DDF, the 

“pancake” lens does not need to be telecentric anymore, so that the VR display can achieve a better 

image quality. 

Table 3-1: Simulation (Sim.) and experimental (Exp.) results of normalized light efficiency 

of the Fresnel and “pancake” lens-based VR display systems. 

Light efficiency 

(a.u.) 

Conventional BL Directional BL Directional BL with DDF 

Fresnel VR Sim. Exp. Sim. Exp. Sim. Exp. 

1 1 1.91 1.68 2.48 2.25 

“Pancake” VR Sim. Exp. Sim. Exp. Sim. Exp. 

1 1 2.39 2.20 2.44 2.25 

 

Furthermore, we notice that after applying the directional BL and DDF, the light efficiency 

enhancement of the Fresnel and the “pancake” systems is similar. The enhancement is not heavily 

related to the employed imaging optics but is largely dependent on the BL’s angular distribution 

and the solid angles corresponding to the eye pupil (θ1 in Fig. 3-4(b) and θ2 in Fig. 3-9(a); for 

convenience, here we use the half apex angle to represent the corresponding solid angle). By 

integrating the angular distribution in the solid angle θ1 of the directional BL and the conventional 

BL, we find that the luminous flux of the directional BL is 3.18x higher than that of the 

conventional BL. Since the directional BL has a 30.7% higher total luminous flux than the 

conventional one, the normalized result should be 2.43x (𝟑. 𝟏𝟖 ÷ 𝟏. 𝟑𝟎𝟕 = 𝟐. 𝟒𝟑). This value is 

consistent with the simulated one (2.48x) of the Fresnel VR system using a directional BL and a 

DDF. Next, we repeat the same process for the “pancake” system. The luminous flux of the 

directional BL is 2.39x higher than that of the conventional BL (the 30.7% higher luminous flux 
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of directional BL has already been included), which is obtained by integrating the angular 

distribution in the solid angle θ2 of these two BLs. This result is also consistent with the simulated 

one (2.44x) shown in Table 3-1. 

It is worth mentioning that the light efficiency enhancement brought by the DDF benefits 

the peripheral pixels. The intensity distribution at the eye pupil is simulated by LightTools, and 

results are shown in Fig. 3-13(a). From Fig. 3-13(a), we can see that the maximum intensity is not 

located at the pupil center, because the maximum intensity on the receiver will shift toward the 

positive Y direction as the position of light source is far away from the optical axis of the lens (Fig. 

3-5). This also explains why the vignetting is much more serious in the Fresnel system (Fig. 3-

6(c)) after applying a directional BL. As a matter of fact, the vignetting is not so serious as the 

experimental imaging results shown in Fig. 3-6, 3-7, 3-9 and 3-11, when observed by human eye. 

In experiment, the CMOS camera has an ultra-wide FOV objective lens (~±60º FOV), which 

would introduce a significant aberration for the large FOV pixels. With the help of DDF, the 

primary emission direction can be corrected, so that the maximum intensity returns to the pupil 

center (Fig. 3-12(b)), thereby alleviating the vignetting problem. For the “pancake” system, the 

vignetting is not so serious as the Fresnel system, because the “pancake” lens has a telecentric 

design, but we can still see the maximum intensity shifting from the pupil edge to the center 

according to the simulation results in Fig. 3-12(c) and 12(d). From the experimental results shown 

in Fig. 3-11(b), we also notice that the light efficiency enhancement is contributed by the peripheral 

pixels. 
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Figure 3-13: Simulated intensity distribution at eye pupil for the Fresnel system (a) before 

and (b) after adding a DDF, and “pancake” system (c) before and (d) after adding a DDF. 

All these studies are with a directional BL. 

Currently, our directional BL has a FWHM of about 14°. But the half apex angle of the 

solid angle corresponding to the eye pupil in these two systems (θ1 in Fig. 3-4(b) and θ2 in Fig. 3-

9(a)) is about 3° to 5°. Therefore, a portion of the BL is still wasted. If the FWHM of the directional 

BL can be reduced from 14° to 6°10°, then the light efficiency enhancement will be more 

significant. However, a narrow angular distribution will result in a small eyebox. Therefore, the 

tradeoff between light efficiency and eyebox size should be taken into consideration. 

The underlying principle for enhancing optical efficiency is to reduce the etendue waste in 

the system. A perfect system makes full use of the etendue from image generation unit to eyebox. 

Fig. 3-14 shows an ideal VR system with “zero etendue loss”. In this system, the primary emission 

direction β and angular width 2θ of the display are a function of r, which represents the distance 
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from the corresponding pixel to the display center. According to the geometry shown in Fig. 3-14, 

we obtain the following relations: 

( ) arctan[(1 ) ]
d r

r
f f

                                                         (3-1) 

2 2cos sin sin 2

f D

  
                                                       (3-2) 

where d is the eye relief distance, f is the focal length of the optical lens, and D is the diameter of 

the eye pupil. From Eq. (3-1) and Eq. (3-2), we find β = 0 when d=f, which is independent of 

position, i.e., it is a telecentric system. Based on Eq. (3-1) and (3-2), we can optimize the DDF and 

the BL angular distributions to enhance the efficiency of a VR system. In our approach, we apply 

a PB-based DDF to tailor the emission pattern to transmit more etendue into the eyebox. Based on 

this principle, other types of DDF, metasurface, and curved display can also be used to enhance 

the VR system’s optical efficiency. In addition, the display employed in the system is not limited 

to LED backlit LCD. Other types of displays such as mini-LED and micro-LED are also suitable 

if they have a reasonably narrow angular distribution.   
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Figure 3-14: Schematic of an ideal near-eye display system. 

3.6 Summary 

In summary, we have achieved a significant light efficiency enhancement in both Fresnel 

and “pancake” VR systems with the help of a directional BL and a DDF. The employed directional 

BL has an angular bandwidth of ±14º (conventional BL is ±24º). A three-domain PB lens is used 

as the DDF, and its focal lengths are designed according to the imaging optics of the system. In 

experiment, we obtained a 2.25x light efficiency enhancement for both Fresnel and “pancake” 

systems, which agrees well with our simulation results (2.48x for the Fresnel system and 2.44x for 

the “pancake” system). All the elements we utilized are cost effective and easily available. 

Widespread application of our approach to enhance the light efficiency of VR displays, especially 

for the “pancake” system, is foreseeable.  
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CHAPTER 4: ULTRA-COMPACT VR SYSTEM 

The content of this chapter was previously published in [13]. 

4.1 Background 

After several decades of intensive development, virtual reality has achieved significant 

improvement. Currently, some commercial VR products have brought fabulous experience to users 

and enabled new applications in entertainment [3], engineering [6], education [4], and healthcare 

[5], just to name a few. However, the form factor of current VR headsets is still too bulky, which 

limits their long-time wearing. The basic optical system of a VR headset consists of a microdisplay 

located at the focal plane of an imaging optics [36]. In recent years, the thickness and weight of 

the light engine have been reduced significantly, benefiting from the rapid development of flat 

panel displays [87,88]. Therefore, the remaining improvement of form factor relies on miniaturing 

the imaging optics. There is an urgent need to develop an ultracompact and lightweight VR headset 

for comfortable long-time wearing.  

Fig. 4-1 depicts the VR systems with different kinds of imaging optics. Fig. 4-1(a) is the 

conventional optical lens system consisting of a display panel and an optical lens. It has a large 

form factor and weight, and the optical efficiency is relatively low, because only a small portion 

of the emitted light from microdisplay can be collected by the lens and observed by the user, 

although it can achieve a decent imaging quality. To reduce the lens weight, a thin Fresnel lens is 

adopted in the VR system, as Fig. 4-1(b) shows. However, the Fresnel lens has sharp teeth in the 

imaging region, which will introduce stray light to the system [18,89] and degrade the imaging 

quality. Fig. 4-1(c) shows the pancake lens system, which takes the advantage of the folded optical 
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pathlength between two optical surfaces. As a result, it can achieve a higher focal power than the 

conventional lens, provided that the lens form factor remains at the same level. By using the 

pancake lens, both form factor and weight can be reduced significantly. However, a major trade-

off is its dramatically reduced optical efficiency (only 25% as compared to the conventional one) 

due to the employed half mirror [79]. Although the holographic optical elements help to mitigate 

the optical loss in some designs because of the angular selectivity, the overall efficiency is still 

only about 30% due to the pancake structure [90]. Moreover, the zero-order light leakage and large 

angle incidence also produce stray light in the Pancake system, which degrades the imaging quality 

[18]. Currently, the thickness of a pancake-based VR system is still larger than 20 mm [15,91]. To 

further reduce the system form factor, here we propose to use a lenslet array and a deflector array 

as the imaging optics, as Fig. 4-1(d) depicts. In such a system, the lenslet aims to collect and 

collimate the light from microdisplay and then the deflector array can bend the collimated beam 

toward the exit pupil. Similar design using a lenslet array and Fresnel lens as imaging optics has 

also been proposed by Bang, et al [80]. Separating the collimating and bending processes help 

obtain more degrees of freedom during the design, which in turn benefits the imaging quality and 

eyebox. Compared to other systems in Fig. 4-1, our proposed system (Fig. 4-1(d)) enables a more 

compact form factor and lighter weight. Moreover, most of the collected light will enter the eye 

pupil so that the optical efficiency is also higher. 
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Figure 4-1: Schematic of VR systems with different kinds of imaging optics: (a) conventional 

optical lens, (b) Fresnel lens, (c) Pancake lens, and (d) lenslet array and deflector array. 

4.2 System Configuration and Operation Principle 

In our proposed system, the distance between the display panel and the lenslet array will 

heavily influence the system form factor. Therefore, a short gap between the display panel and the 

lenslet array is desired. However, the local vignetting such as imaging uniformity could be 

problematic. If we set the vignetting at 50%, then the distance between the display and the lenslet 

array (d1) should be equal to the eye relief (L) for an ideal imaging system, as Fig. 4-2(a) shows. 

A comfortable eye relief should be no less than 15 mm. Therefore, the system thickness can be 
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reduced to around 15 mm. Usually, the thickness of the pancake system is larger than 20 mm. If 

the distance between the display panel and the lenslet array decreases to half an eye relief (d2=L/2), 

then the vignetting will increase to 100% (Fig. 4-2(b)), and the thickness of the system can be less 

than 10 mm. Under such condition, the nonuniform imaging will be observed, that means some 

image content will be lost in the view. Therefore, to achieve an ultracompact form factor, we need 

to narrow down the angular distribution of the collimated beams in Fig. 4-2(b). Liquid crystal 

geometric phase optical elements exhibit several attractive features, including polarization 

selectivity, high diffraction efficiency, and compact form factor, and are promising for near-eye 

display applications [34,92]. These optical elements can be used to weaken the vignetting problem. 

 

Figure 4-2: System configuration with (a) 50% vignetting and (b) 100% vignetting. 

To prove concept, in experiment we focus on the central lenslet imaging without 

considering the deflector array. We constructed two VR systems shown in Fig. 4-2. We used an 

LCD (Adafruit) as the display panel and two optical lenses with different focal lengths as the 

central lenslet. The eye relief (L in Fig. 4-2) of the two systems are the same, which is set to be 20 

mm. The focal length of the lenslet in Fig. 4-2(a) is 20 mm (Thorlabs, AC080-020-A) and in Fig. 

4-2(b) is 10 mm (Thorlabs, AC080-010-A). The aperture of these two lenslets are 8mm. Therefore, 
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for the same image content from the LCD panel, the image uniformity is expected to be worse for 

the device configuration in Fig. 4-2(b). It is worth mentioning that although the system in Fig. 4-

2(b) looks like it has a larger field of view than Fig. 4-2(a), the peripheral pixels have significant 

vignetting and cannot be observed by users. This means nearly half of the pixels in Fig. 4-3(b) are 

“wasted”, and the systems in Fig. 4-2(a) and 2(b) have the same “effective FOV” (vignetting less 

than 50%). 

A CMOS (Complementary Metal Oxide Semiconductor) camera (TechnoTeam Vision, 

LMK6 color, with a colonoscope lens) was used to capture the imaging results of these two 

systems. The input image is shown in Fig. 4-3(a). Three square dots represent the central and 

peripheral pixels on the display panel. Fig. 4-3(b) and 3(c) show the imaging results of the VR 

systems with the 20-mm and 10-mm focal-length lenslet, respectively. In Fig. 4-3(b), we can 

clearly see three square dots, but in Fig. 4-3(c) we can only see the central dot. For the lenlet with 

a shorter focal length, its collimated beam has a larger off-axis angle. As a result, the peripheral 

pixels cannot be captured by the camera lens after propagating through the eye relief distance, as 

Fig. 4-2(b) depicts. These imaging results indicate that if we shorten the focal length of the lenslet 

without reconfiguring the system, some peripheral pixels will be lost, and the imaging uniformity 

will be problematic. On the other hand, the imaging result in Fig. 4-3(b) does not show a significant 

vignetting. The reason is that the aperture size of the colonoscope lens is only about 2 mm. To 

prove it, another camera set (Sony α6100 with 2.8/16 lens) with a larger entrance pupil (around 8 

mm) was placed in the same system, and the imaging result is presented in Fig. 4-3(d). Although 

this camera cannot capture focused image because its focal length is too long, the intensity 

difference between the central dot and the peripheral dots is noticeable, as Fig. 4-3(d) shows.  
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Figure 4-3: (a) Image of the input signal. Imaging results of the systems with (b) 50% 

vignetting and (c) 100% vignetting captured by a 2-mm aperture camera. (d) Imaging result 

of the 50% vignetting system captured by an 8-mm aperture camera. 

To obtain a better vision of the beam intensity distribution, a white screen was placed at 

the plane of the pupil. The imaging results of the two systems are displayed in Fig. 4-4. From Fig. 

4-4, we can clearly see three circles, corresponding to the three collimated beams emitted by the 

three points on the display, respectively. Fig. 4-4(a) represents the result of the system in Fig. 4-

2(a), which has 50% vignetting when the pupil size is 8 mm. After shortening the distance between 

display and lenslet (Fig. 4-2(b)), the vignetting increases to near 100% (Fig. 4-4(b)). It is noticed 

that the two side-beam intensities are not uniform in Fig. 4-4(b). The reason is that after shortening 

the gap between display and lenslet, the off-axis angle is increased for the peripheral points and 

the lenslet has a thickness around 5 mm (for AC080-010-A), so that some part of the off-axis 

incidence is blocked by the lateral surface of the lenslet.  



42 

 

 

Figure 4-4: Beam intensity distribution on the plane of pupil for systems with (a) 50% 

vignetting and (b) 100% vignetting. 

To overcome the increased off-axis angle caused by shortening the distance between 

display and lenslet, a beam steering process will help mitigate the beam walk-off angle. PB 

deflector is a polarization dependent device, whose working principle can be explained by 

following Jones matrix: 
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                                    (4-1) 

According to Eq. (4-1), the output will have an opposite phase change for the LCP and the RCP 

inputs. Therefore, if the LC directors are patterned with linear change, then this device will work 

as a PBD, and it will deflect the LCP and RCP inputs to an opposite angle. Based on this property, 

a PBD can be applied to steer the collimated beams.  

 

Figure 4-5: Schematic of system with (a) RCP pixels and (b) LCP pixels imaging. (c) Example 

of RCP and LCP pixels off-axis arrangement. 
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The working principle is illustrated in Fig. 4-5. We can divide the pixels on the display 

panel into LCP and RCP. Let us assume the collimated beam of RCP pixels is deflected to +x 

direction, while the collimated beam of LCP pixels is deflected to x direction. Although the 

diffraction angle of the PBD is angular dependent, the output angles of the collimated beams can 

be designed to match each other in Fig. 4-5(a) and 5(b). In so doing, the vignetting can be reduced 

by 50%. It is worth mentioning that the RCP and LCP pixels should not be completely symmetric 

along the lenslet optical axis (Fig. 4-5(c)), otherwise these two pixels will correspond to two 

collimated beams with the same direction, which means the resolution will be sacrificed. In theory, 

the boundary of LCP and RCP pixels should offset the lenslet optical axis as shown in Fig. 4-5(c), 

the offset distance should be equal to a quarter pixel pitch. And the imaging content on the display 

panel should also be modulated because of the interpolation of LCP and RCP pixels. Based on this 

design, the PBD helps to make better use of the pixels on the display panel and enhance the system 

angular resolution but keep the system with the same “effective FOV” (vignetting less than 50%) 

and form factor compared with the system in Fig. 4-2(b). 
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4.3 Experiments and Results 

 

Figure 4-6: Experimental setup for fabricating Pancharatnam-Berry phase deflector. CL: 

collimation lens; PBS: polarized beam splitter; M: mirror; QWP: quarter-wave plate; S: 

sample. 

Before fabricating the PBD, the grating period should be calculated. According to Fig. 4-

5(a) and 5(b), the chief ray angle of the edge pixel should be deflected to half, then the grating 

period of this PBD can be calculated, which is 3.18 µm. Photoalignment method was applied to 

fabricate this PBD [93,94]. In the beginning, a thin alignment layer (0.2% brilliant yellow 

dissolved in Dimethyformamide) was spin-coated onto the top surface of a clean glass substrate. 

Then the substrate was placed in the optical setup shown in Fig. 4-6 for the holography pattern 

exposure. After the pattern exposure, two layers of reactive mesogen mixture (RMM) were spin-

coated onto the substrate. For each layer, a UV lamp was applied to cure the mixture network right 

after the spin-coating, so that we can obtain a stabilized polymer film. The RMM includes 96% 

reactive mesogen RM257 (from LC Matter), 3.9% photo-initiator Irgacure 651 (from BASF), and 

0.1% surfactant Zonyl 8857A (from DuPont). This RMM was dissolved in toluene, and the ratio 

of solute to solvent was 1:5. The fabricated sample was shown in Fig. 4-7(a), and it was imaging 
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a keyboard. The two  1st order diffracted lights can be observed, because the unpolarized ambient 

light contains both LCP and RCP components. Fig. 4-7(b) is the imaging results of the sample by 

a polarization microscope (Olympus BX51). The grating structure is clear, and the grating period 

is 3.11 µm according to the measurement. The thickness of the PBD has been optimized for 

operating wavelength (532nm), and the 1st order diffraction efficiency of the PBD can reach 99% 

at 532nm after measurement. 

 

Figure 4-7: (a) Photo of the fabricated PBD sample, and (b) polarizing microscope photo of 

the sample. Scale bar in the picture is 10 µm. 

 

Figure 4-8: Photo (top view) of the optical system setup. 
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We inserted the fabricated PBD into the system as shown in Fig. 4-8. The light engine 

consists of a backlight and a 90° twisted nematic (TN) panel [95]. The output from the TN panel 

is a linearly polarized light oriented at 45°. We also placed two orthogonal quarter-wave plates 

(QWP I and QWP II in Fig. 4-8) side-by-side on the surface of the TN panel, so that the output 

beam will be converted to LCP and RCP, respectively. The PBD was in close contact with the 

lenslet back surface and the distance from the TN panel to PBD is around 1 cm. The eye relief is 

2 cm. Following the similar process mentioned previous section (Fig. 4-3 and Fig. 4-4), we applied 

the input images shown in Fig. 4-3(a) to the system. The imaging results are presented in Fig. 4-9. 

Fig. 4-9(a) shows the captured photo at the pupil plane. Because the employed light engine in the 

system has a broad spectrum, the output contains some red component even if the input signal is 

green. To narrow down the spectral bandwidth, a green color filter whose central wavelength is 

532 nm was placed between the PBD and camera. According to the result, the images of the 

peripheral dots can also be captured by the camera, after the collimated beams are deflected by the 

PBD. The central square dot is split into two parts and merged into the two peripheries, 

respectively. The beam intensity distribution is shown in Fig. 4-9(b). The collimated beam of the 

central square dot is also split into two parts with equal intensity and merged to the two peripheral 

dots. 

 

Figure 4-9: (a) Imaging result and (b) intensity distribution at pupil plane of the ultra-

compact VR system with a PBD. 
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The operation principle of applying a PBD to shorten the distance between the light engine 

and the lenslet has been illustrated in Fig. 4-2 and Fig. 4-5 with confirming experimental results 

shown in Fig. 4-3 and Fig. 4-9. To demonstrate feasibility of the proposed system for a VR display, 

we use green color ABCD letters (Fig. 4-10(a)) as the input, and the imaging results are shown in 

Fig. 4-10(b). In our design, the pixels on the left half and right half emit LCP and RCP light, 

respectively. That means, in Fig. 4-10(a) and 10(b), letters A and B are LCP and letters C and D 

are RCP. Then the collimated beams corresponding to A and B will be deflected towards –x 

direction and the collimated beams corresponding to C and D will be deflected towards +x 

direction. Therefore, in the imaging result shown in Fig. 4-10(b), the letters A and B are overlapped 

with C and D, respectively. Next, we rendered the input signal to make the output as the desired 

imaging content, ABCD. Based on the system principle, we divided the pixels in Fig. 4-10(a) 

(pixels in the white box) into odd and even columns. The odd column pixels are joined together to 

form the left half of the signal in Fig. 4-10(c), and the even column pixels form the right half. The 

rendered picture is shown in Fig. 4-10(c). Each character is split into two parts with LCP and RCP 

pixels. The imaging optics will interpolate these two parts together and the result is depicted in 

Fig. 4-10(d). According to the results, letters B and C are well reproduced, but A and D are not. 

This is because the LCP A on the left and RCP D on the right are not deflected with a large enough 

angle after PBD, so that they are not well interpolated to the RCP A and LCP D, respectively. This 

problem originates from the angular response of PBD and lenslet aberration, which will be 

discussed in details in later section. On the other hand, the LCP A and RCP D on the two sides hit 

the edge of the lenslet so that the aberration is significant. To improve the rendering result, we 

shorten the distance between the LCP A and B, and the distance between the RCP D and C, which 
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is shown in Fig. 4-10(e). In this way, it can correct the deflection angle of the LCP A and RCP D 

and reduce the aberration. The improved result is depicted in Fig. 4-10(f). All the characters are 

well reproduced and the feasibility of the proposed ultracompact VR system with a PBD is 

demonstrated. In the experimental results, the rasterized pattern can be observed. This is because 

the resolution of the display panel (5.0” 800*400 from Adafruit) is low. If the system applied a 

high-resolution display panel, this pattern can be eliminated. 

 

Figure 4-10: (a), (c), (e) Input image contents during the rendering and (b), (d), (f) the 

corresponding imaging results. 

What’s more, we also simulated the system using Zemax. A user defined PB optical 

element was inserted in the system. A home-made DLL file was also generated with rigorous 

coupled-wave analysis (RCWA). Results are shown in Fig. 4-11. The input signal is shown in Fig. 

4-11(a), and the output image and intensity distribution are shown in Fig. 4-11(b) and 11(c), 

respectively. The simulation results agree with experiment very well. 
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Figure 4-11: Simulation (a) input signal, (b) output image and (c) intensity distribution in 

Zemax. 

In addition, another key component, deflector array, is also designed in this work. Since 

the simulation of PBD is time consuming in Zemax, the model of PBD was removed from the 

system during the deflector array design. However, the input for the deflector array can be the 

same, as indicated in Fig. 4-12, allowing for a significantly faster simulation process. 

 

Figure 4-12: Optical system structures (a) with and (b) without PBD for simulation. 

In the simulation of deflector array, the micro prism structure was adopted, as Fig. 4-13(a) 

shows. The problem needs to be considered is the side wall reflection, which will deflect the light 
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into the opposite direction, then the output will become stray light. This also makes the output of 

deflector arrays nonuniform because the intensity of this part of light is influenced by the tilt angle 

of the prisms. Another factor guiding the deflector design is the field of view stitching, which is 

the condition shown in Fig. 4-13(b). The green beam is required to have the same output angle as 

the blue beam, otherwise, there would be a field of view gap or overlap. The design target is to 

make the section of each domain can be well connected to its neighbors, as shown in Fig. 4-13(b). 

  

Figure 4-13: (a) micro prism structure, (b) field of stitching condition. 

The deflector array simulation results are presented in Fig. 4-14. In the simulation, we 

study the influence of the refractive index. According to the calculation, higher refraction index 

contributes to a larger field of view, but the image will be more nonuniform. The image outputs 

with refractive index of 1.5 and 1.8 are shown in Fig. 4-15.  From these results, the refractive index 

of 1.8 produces a larger field of view, but the resulting vignetting and distortion are too significant. 

This is not helpful for the imaging. Therefore, a lower refractive index is better for this application. 

Moreover, when the refractive index is 1.5, the imaging non-uniformity can be compensated by 

adjusting the display panel backlight, as illustrated in Fig. 4-15(c). 
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Figure 4-14: Simulation results of deflector array.  

 

Figure 4-15: Output results of field of view stitching with the deflector array refractive index 

of (a) 1.8, (b) 1.5, and (c) 1.5 with backlight modulation. 
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4.4 Discussion 

During the rendering process, we notice that the deflection angles of the characters are 

slightly different, which will cause some characters not interpolating well, just like the condition 

shown in Fig. 4-10(d). This is because the deflection angle of PBD is dependent on the incident 

angle. We measured and calculated the deflection angles of the applied PBD with different input 

angles, and results are shown in Fig. 4-16(a). At normal incidence, the deflection angle is around 

9.8°; but as the input angle increases to 20°, the deflection angle shifts to 10.9°. It is easy to see 

that the deflection angle increasing with the incident angle, which means the characters on the 

margin will be over-deflected. However, according to the result in Fig. 4-10(d), the LCP A and 

RCP D are under-deflected. To find out the reason, the lenslet imaging profile is plotted by Zemax 

as Fig. 4-16(b) shows. The marginal ray of the boundary pixels, whose off-axis distance is 3.5 mm, 

will be bent with a larger angle than the chief ray, because of the lenslet aberration. In Fig. 4-16(b), 

the output angle of the chief ray is 19°, but the marginal ray output angle is as large as 25°, and for 

the boundary pixels, the marginal rays dominate the energy going through the eye pupil. It explains 

why the PBD under-deflects the margin characters even if they have larger deflection angles. 

 

Figure 4-16: (a) Angular response of the fabricated PBD and (b) imaging profile of the lenslet 

in Zemax. 
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In experiment, we notice that the boundary pixels suffer from significant aberration. Even 

if we can customize the lenslet array performance to minimize the aberration in the future, this 

problem cannot be eliminated completely. Therefore, the boundary pixels will be sacrificed. One 

solution is to segment the display panel to different sub-panels corresponding to each lenslet, as 

Fig. 4-17 shows. In this way, the resolution of the sub-panels might be varied, so that a foveated 

display system can be designed. As indicated in Fig. 4-17, the central sub-panel covers the foveated 

region and requires a high-resolution panel. Medium resolution sub-panels surround the central 

sub-panel and perform as the transition area from high resolution to low resolution. The peripheral 

region is covered by low resolution sub-panels.   

 

Figure 4-17: Schematic of the foveated ultra-compact VR system. 

For full color performance, the PBD can be fabricated with dual-twist or multi-twist 

structure [25,47] to achieve high diffraction efficiency at primary RGB wavelengths. However, 

the diffraction angles for different color input will not be the same. Therefore, when the input 

signal contains multiple colors, the signal of each color should be rendered individually.  
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On the other hand, the imaging content in Fig. 4-10 mainly expands in X direction. If the 

image further extends along Y direction, then the vignetting will also appear. This approach can 

be extended to two dimensions. In Y direction, the same process can be applied, but it requires 

active wave plates to modulate the polarization states of the pixels, and the system needs time-

multiplexing, which is shown in Fig. 4-18(a). Another method is to reduce the pixels in Y direction, 

as depicted in Fig. 4-18(b), because the human eye has a smaller FOV in the vertical direction than 

that in the horizontal direction.  

 

Figure 4-18. Two methods for two-dimensional operation: (a) active waveplate with time 

multiplexing; (b) reducing the number of pixels in Y direction. 

4.5 Summary 

We proposed an ultracompact VR system, whose imaging optics consisting of a lenslet 

array, a deflector array, and a PBD. The lenslet array aims to collect the light emitted from the 

display panel while the deflector array functions to bend the beams toward the eyebox. We have 

experimentally demonstrated that the PBD plays a key role in the polarization interpolation, which 

helps to reduce the system vignetting. The fabricated PBD is a thin polymer film and can be 

directly laminated to the lenslet without increasing the system’s form factor and weight noticeably. 

The system has a total thickness around 1 cm with 8mm eyebox (50% vignetting) and 20mm eye 
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relief. Image rendering and angular calibration process are also proven. Ray tracing model 

established using Zemax. The simulation results agree with the experiment very well. The deflector 

array also be designed. The proposed ultracompact VR structure can significantly reduce the 

system form factor, and its widespread applications for VR systems are foreseeable.  
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CHAPTER 5: COMPACT AND HIGH OPTICAL EFFICIENCY AR 

SYSTEM 

The content of this chapter was previously published in [14]. 

5.1 Background 

 

Figure 5-1: Illustrations of Maxwellian-view system based on (a) pupil duplication and (b) 

pupil steering. 

Currently, many of the AR products apply the waveguide optical structure, such as 

HoloLens 2 and Magic Leap 1. The benefit of light guide is that it breaks the limitation of the 

etendue conservation[96], and it can achieve a large eyebox. However, the eyebox size is a trade-

off to optical efficiency. On the other hand, the couplers on the waveguide also introduce the 

optical efficiency losing. “Maxwellian-View” structure is regarded as the retinal projection type 

display system, which can achieve 100% optical efficiency in theory, because all the light will 
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enter the pupil according to the design. While the shortage of the Maxwellian-view structure is 

also obvious, which is the small eyebox. Therefore, the question on how to enhance the optical 

efficiency in an AR system converses to how to extend the eyebox of the Maxwellian-view AR 

system. To enlarge the eyebox of a Maxwellian-view display, two major approaches have been 

developed: pupil duplication (Fig. 5-1(a)) [97–100] and pupil steering (Fig. 5-1(b)) [35,101]. 

 

Figure 5-2: Problems exist in the pupil duplication: the distance between two viewpoints is 

(a) too large and (b) too small; (c) mismatch between the viewing direction (eye gaze) and 

chief ray. 

As Fig. 5-1(a) depicts, pupil duplication methods usually utilize a HOE [97,98], beam 

splitter array [99], or SLM [100] to split the collimated beam into multiple directions, so that each 

direction corresponds to one viewing point. This approach is cost effective because no additional 

eye-tracking system is needed, but it will introduce some problems. The major one is that the space 

gap between different viewing points could be too large (Fig. 5-2(a)) or too small (Fig. 5-2(b)). 

When this happens, the user either cannot see any image or will see two partial/ghost images when 

their eyeballs rotate to the middle of two adjacent viewing points. Such a problem arises because 

all the viewing points appear simultaneously. Another problem, as Fig. 5-2(c) depicts, is that the 

direction of chief ray does not match the user’s viewing direction (eye gaze) except for the central 

viewing point. This gaze mismatch will let the user see unnatural image and get a terrible viewing 
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experience at these viewing points [102,103]. The third drawback of pupil duplication is that the 

optical efficiency will drop to 1/N when N viewing points are presented (e.g., N=3 in Fig. 5-2), 

because only one viewing point is used at a time. 

On the other hand, the pupil steering method can eliminate the first and third shortcomings 

mentioned above because there is only one viewing point presented. However, to accommodate 

eye rotation, an eye tracking and a beam steering device are required for the pupil steering system. 

Moreover, a conventional lens coupler can achieve diffraction limit only at one incident angle. 

Once the input beam is modulated toward various directions, the imaging quality at some viewing 

points will drop significantly [35]. Meanwhile, the mismatch between chief ray and eye gaze still 

exists in the pupil steering system. One solution to correct such a mismatch is to shift the position 

of lens coupler, but it requires a mechanical shifting part, which will increase the complexity and 

weight of the system [101]. Therefore, there is an urgent need to develop a Maxwellian-view AR 

system with expanded eyebox, good imaging quality, natural viewing experience, high optical 

efficiency, and high ambient contrast ratio, while keeping the system simple, compact, and 

lightweight. 

5.2 System Configuration- Gaze Matched Pupil Steering Maxwellian-view AR System 

The operation principle of the AR system we proposed is shown in Fig. 5-3. A laser 

projector is used as the light engine. The projected beam passes through a circular polarizer (CP) 

and a collimation lens (CL) before reaching the optical combiner. Thus, the input image is either 

LCP/RCP light. The optical combiner (OC) consists of two laminated off-axis CLC lens arrays. 

The chirality of these two CLC lenses is opposite. Let us assume the first layer (brown color) 
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works for LCP, and the second layer (green color) works for RCP. The second lens has a slightly 

longer focus to accommodate its slightly longer optical path. The location of each off-axis lens is 

specially designed so that the chief ray matches with the user’s gaze. In Fig. 5-3, D is the average 

diameter of an adult’s eye ball, which is 2.4 cm; L is the eye relief; θ is the off-axis angle of the 

CLC lens which is designed to be 60°, so that the input beam to the optical combiner will not be 

blocked by the eyeball; d is the lens diameter, and φ is the eyeball rotation angle when the user 

sees the other viewing point shown in Fig. 5-3(b). The input light can be selectively diffracted by 

a specific lens. Each lens corresponds to one viewing point, whose incident angle and optical path 

are fixed. The wavefront of each diffractive liquid crystal lens is recorded independently and can 

be designed to minimize the optical aberrations.  

 

Figure 5-3: System configuration of the proposed pupil steering AR system with (a) LCP 

input and (b) RCP input.  

When the viewer sees the object at normal angle, there is a maximum eyeball rotation angle 

(φmax in Fig. 5-3(b)), which means that once the object position is outlying the FOV of ±φmax, the 

viewer tends to rotate head instead of rotating eyeball to continue gazing at the object. When 

designing the system, we set φmax = 30°, and there are five viewing points in one dimension. Then, 

we can plot the relationship between eye relief L and central FOV or lens diameter d, as shown in 
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Fig. 5-4. From the figure, the following tendency is found: the shorter the eye relief, the wider the 

FOV. In order to obtain a relatively large FOV and reasonable eye relief, we choose the eye relief 

to be 15 mm. Under such condition, the corresponding central FOV is about 55° and the lens 

diameter is 15.6 mm. The f-number of the central off-axis CLC lens is 0.96.  

 

Figure 5-4: Relationship between eye relief and central FOV or lens diameter. 

We have simulated the proposed system in the LightTools as Fig. 5-5(a) depicts. In the 

simulation, we simplify the human eye as a sphere receiver (retina) and an ideal lens (pupil lens). 

The optical combiner consists of three reflective off-axis lenses. The off-axis angle is 60°, 44° and 

76°, which corresponds to 0°, +16° and 16° gaze direction, respectively. Since we apply an ideal 

lens in the optical combiner, whose focal plane is an ideal plane, even when the beam has a large 

incident angle. Therefore, we can see that the effective focal length of the ideal lens is angle 

dependent. If we set the focal length of the ideal lens as f, then the focal length is 2f when the 

incident angle is 60°, and the effective focal length of the reflective off-axis lens is 1/(
1

2𝑓
+

1

𝑓
) =

2

3
𝑓. Since the eye relief of the system is set at 15 mm, the effective focal length of the central off-
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axis lens should be 15 mm and the focal length of the ideal lens is set at 22.5 mm in the simulation. 

The other two off-axis lenses on the combiner should have a little bit different effective focal 

length, 16.09 mm, which can be easily calculated by the geometric relationship. In figure 5a, the 

red line indicates the gaze direction and the red point on the retina is the “gaze point”, which 

always locates at the center of the retina, no matter where the gazing direction is. Fig. 5-5b to 5d 

are the simulation results of the signal intensity distribution on the retina, when the gaze direction 

is 16°, 0°, and +16°, respectively. We can see that the center of the FOV always match with the 

“gaze point”, which means the imaging content is located at the center of retina, and the observer 

will have a natural viewing experience. These results also prove the feasibility of the proposed 

system.  

 

Figure 5-5: System simulation with LightTools (a) system profile, (b)-(d) simulation results 

of the signal intensity distribution on the retina with the “gaze point” (red point), when the 

gaze direction is 16°, 0°, and +16°, respectively. 
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5.3 Large Angle Diffractive Liquid Crystal Lenses 

The optical combiner in the proposed system is a two-layer polarization selective off-axis 

CLC lens. The first layer diffracts LCP light and the second layer diffracts RCP. The structure of 

this off-axis CLC lens is a lens-patterned reflective polarization volume grating (rPVG). Photo-

alignment method was adopted in the lens fabrication. A thin photo-alignment layer was spin-

coated on a clean glass substrate. Then the substrate was exposed in the setup shown in Fig. 5-6. 

In the figure, a collimated laser beam with wavelength =457nm is split into two beams by a 

polarizing beam splitter. After being reflected by the mirrors, the two linearly polarized beams are 

converted to LCP and RCP, respectively, by the quarter-wave plate in each arm.  The LCP beam 

works as the reference beam and the RCP signal beam passes through a template lens, so that the 

lens profile is recorded on the substrate. On the other hand, due to the linear optical path difference 

between the two beams, a grating pattern is coexistent. The reference beam angle θ1 is equal to the 

off-axis angle θ shown in Fig. 5-3(a), and its value is the same for all the lenses on the optical 

combiner, because the input laser beams are collimated. However, the signal beam angle θ2, which 

equals to the eye rotation angle φ in Fig. 5-3(b), varies for each different lens on the optical 

combiner, since each lens corresponds to a unique viewing direction. Due to limited facility in our 

lab, we can only build two sets of the optical path as depicted in Fig. 5-6, and we are unable to 

fabricate more than two off-axis CLC lenses with different lens profiles in one substrate. 

Therefore, we only retain the central lens in the first substrate working for LCP, and the second 

substrate has two off-axis CLC lenses working for RCP. There are three viewing points in total in 

our demonstration. Based on the designed eye relief and lens diameter, the viewing direction (φ in 

Fig. 5-3(b)) corresponding to the two lenses on the second substrate is +16° and 16°, respectively. 
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That is to say, the value of θ2 should be +16° and 16° when fabricating these two lenses. On the 

other hand, it is easy to see that θ2 should equal to 0° for the central lens on the first substrate. 

 

Figure 5-6: Experimental setup for holographic off-axis lens pattern exposure. 

Table 5-1: Recipes of the materials and spin-costing speed in the device fabrication. 

Solution Solute Solvent Solute: 

Solvent 

Coating Speed 

Alignment 

layer 

Brilliant yellow Dimethyformamide 

(DMF) 

≈1:500 500 (10s) + 

3000 (30s) 

 

RM layer 

Zonyl 8857A (0.05%)  

Toluene 

 

≈1:2.1 

 

2000 (30s) RM257 (94%) 

S5011/R5011 (2.66%) 

Irg651 (3.29%) 

 

After pattern exposure, a RMM solution was spin-coated onto the substrate. The material 

recipe is listed in Table 5-1. The components and their ratios in the RMM solution for two 

substrates are the same, except for the chiral dopant. The chiral dopant for the first substrate is 
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S5011, which is left-handed, while the second substrate is R5011, which is right-handed. It is 

worth mentioning that when the substrates were exposed to the same pattern, chiral dopants with 

opposite charity will lead to an opposite diffraction angle as Fig. 5-7 depicts. If we want the two 

substrates to have the same diffraction angle for LCP and RCP, respectively, we can flip top to 

bottom and rotate 180° horizontally for one of them as shown in Fig. 5-7. 

 

Figure 5-7: Schematics of holography cholesteric liquid crystal optical elements with the 

same exposure pattern, but opposite charity. 

Due to the large off-axis angle and small f-number, the grating period will be small. For 

example, when the signal beam is at +16°, the angle between signal and reference beams should 

be 𝜃1 + 𝜃2 = 60° + 16° = 76° for the central point, which is shown in Fig. 5-8(a). However, for 

the marginal points on the right, the angle will be larger, and 𝜃3 = 76° + 𝐹𝑂𝑉 2⁄ = 101° (the 

FOV is around 50° when φ=±16°). The corresponding grating period is 300 nm. Such a small 

grating period is challenging to fabricate. We measured the intensity distribution along horizontal 

and vertical directions, and results are plotted in Fig. 5-8(b) and 8(c) (this intensity has taken 

Fresnel reflection at the glass-air interface into account). The data points (dots) are fitted by 

Gaussian function (lines). In the x direction, we shift the peak intensity a little to the left from the 

center of the template lens L, so that the intensity mismatch between reference beam and signal 
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beam in the small period area (the right side of the sample) is smaller, which is helpful for the 

pattern alignment. In experiment, we also found that a smaller grating period requires a higher 

intensity during pattern exposure. Fig. 5-8(d) to 8(f) show the photos of samples fabricated with 

30s exposure time but different intensities during the pattern exposure. From the photos, as the 

laser output power decreases, the unaligned area on the right-side increases, but the left-side is still 

well aligned, because the grating period gets larger from right to left. Moreover, in order to 

eliminate the influence of exposure dosage, we add another control group with 150mW laser output 

power but an exposure time of 40s, so that the samples in Fig. 5-8(d) and 8(g) have the same 

exposure dosage. However, the performance of the sample in Fig. 5-8(g) is similar to that in Fig. 

5-8(f). Therefore, the exposure dosage is not a key factor in making this large off-axis low f-

number CLC lens, but the exposure intensity is. 

 

Figure 5-8: (a) Schematic of the angle between reference beam and signal beam during 

pattern exposure. Intensity distribution along (b) horizontal and (c) vertical direction. 

Photos of fabricated samples with 30s exposure time, but different laser output power (d) 

200mW, (e) 175mW, (f) 150mW during pattern exposure. (g) A photo of fabricated sample 

with 40s exposure time and 150mW laser output power during pattern exposure. 
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Fig. 5-9(a) and 9(b) show the photos of our fabricated samples. The first sample works for 

LCP, which serves as the central viewing lens. The second sample diffracts RCP and contains two 

off-axis lenses, corresponding to +16° and 16° viewing directions, respectively. Fig. 5-9(c) shows 

the transmission spectra of these two samples with the specified circularly polarized beams, and 

the incident angle is 60°, which is the same as the condition when they are applied as the optical 

combiner in the proposed system. The spectrums were measured by a white light spectrometer 

(Ocean Optics HG2000CG) with a halogen lamp and normalized with a clean glass substrate. The 

diffraction efficiency of these two samples is 98% and 91%, respectively, at the target operation 

wavelength (457nm), according to Fig. 5-9(c). 

 

Figure 5-9: Photos of the fabricated samples for (a) LCP and (b) RCP, and (c) measured 

transmission spectrum of these two samples at 60° incident angle for the specified LCP and 

RCP beams. 
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5.4 Imaging Results 

The system setup is shown in Fig. 5-10(a). A bandpass filter (THROLABS FB457.9-10) is 

placed after the laser projector (Sony MP-CL1A), which aims to control the laser output, so that 

the signal intensity at the exit pupil is not too strong to be captured by the camera. The spectra of 

the laser projector and bandpass filter are measured, as Fig. 5-10(b) shows. When the laser 

projector has only blue signal input, the emission spectrum has a peak wavelength at 445nm. The 

central wavelength of the bandpass filter is around 457nm, which is consistent with the pattern 

exposure laser wavelength. After calculation, only 0.43% of the laser projector output can pass 

through the bandpass filter. The optical combiner consists of two layers of off-axis CLC lenses 

shown in Fig. 5-9(a) and 9(b). The first layer working for LCP is flipped and rotated 180° 

horizontally, then laminated with the second layer, which is similar to the condition presented in 

Fig. 5-10. A camera (iPhone 11 pro Max) is set on a multi-axis translation stage to capture the 

imaging results. In experiment, we fabricated a circular polarizer consisting of two segments: one 

for LCP and another for RCP, and manually rotated the circular polarizer to control the handedness 

of the input beam. In practical application, we can simply apply a fast-response LC active half-

wave plate to switch the handedness. Moreover, we prepared three power point slides which have 

the same image content (UCF) but different positions for the steering process. During steering, we 

switch between the three slides to obtain different viewing points to imitate the condition shown 

in Fig. 5-3. In practice, we can add one more microelectromechanical system (MEMS) mirror to 

steer the output beam from the laser projector. 
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Figure 5-10: (a) Photo of the optical system setup. (b) Measured emission spectrum (blue 

lines) of the employed laser projector with only blue signal input and transmission spectrum 

of bandpass filter (BPF). 

Before starting the imaging experiment, we first checked the positions of the viewing 

points. After removing the camera and bandpass filter, we placed a rod with 2.4-cm diameter at 

the focal point of the central lens to represent the user’s eyeball. According to Fig. 5-11(a) to 11(c), 

the focal points of the three off-axis lenses are located at the desired positions, corresponding to 

viewing points when the eyeball rotates 16°, 0° and -16°, respectively. Then, we put the camera 

and the bandpass filter back in place to capture the imaging results of these three viewing points. 

Results are shown in Fig. 5-11 (d) to 11(f). From the imaging result of the central viewing lens 

(Fig. 5-11(e)), the imaging FOV is around 55° as expected. The whole FOV of the camera is 

around 67° according to our measurement. From the photo, we can see that the imaging content 

nearly take the full space of the camera horizontally. When taking the photos of oblique incident 

images, we also rotated the camera by the same angle in order to simulate the eyeball rotation. 

According to Fig. 5-11(d) and 11(f), the center of imaging content is located at the desired viewing 

angle, which means the chief ray matches to the user’s eye gaze. In addition, since these three off-

axis lenses are recorded with three different holographic lens patterns, each of them is optimized 
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for a designed incident angle and viewing angle. Therefore, no significant aberration will be 

introduced by the beam steering between these off-axis lenses. All the results show good image 

quality, without noticeable ghost image and scattering. 

 

Figure 5-11: (a)-(c) Photos of the focal point positions of the three off-axis lenses on the 

optical combiner, and (d)-(f) corresponding imaging results. (From left to right, 𝝋 =
𝟏𝟔°, 𝟎°, −𝟏𝟔°, respectively) 

However, the ambient light looks yellowish due to the high diffraction efficiency of the 

optical combiner in the blue region. In order to solve this problem, we dilute the RMM solution, 

until the ratio of solute to solvent is around 1:6. Then, the fabricated sample is thinner and the 

diffraction efficiency is reduced to around 50%. The imaging results with this lower diffraction 

efficiency optical combiner are shown in Fig. 5-12(a) to 12(c). After lowering the diffraction 

efficiency of the optical combiner, the yellowish ambient light problem is improved greatly. On 

the other hand, as an AR system, the ambient light transmittance is also a very important factor. 

When we took the imaging photos, we kept the camera settings the same for the same set of 

imaging results. However, the cellphone camera would automatically balance the intensity 

between ambient light and signal when the signal intensity changed. The actual ambient light 
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would be stronger, and the signal would look weaker than what we present in Fig. 5-11(d) to 11(f) 

and Fig. 5-12(a) to 12(c). Actually, the signal intensity for Maxwellian-view display will not be a 

problem, since there is no etendue waste in the system. Although only 0.43% laser output passes 

through the bandpass filter, the signal intensity is still strong enough for indoor imaging. If we 

match the wavelength of laser projector with the bandpass filter, then the signal intensity will be 

too bright to be captured by the camera or human eye, unless we dim the output power of the laser 

projector. In order to present the real ambient light transmittance, we turned off the signal, and 

placed the camera at the focal point of the central viewing lens and took the photos of ambient 

light with and without the optical combiners. Results are shown in Fig. 5-12(d) to 12(f). Fig. 5-

12(d) is the photo of environmental background through the high diffraction efficiency optical 

combiner. In the photo, we can still clearly observe some yellowish color on the left. The reason 

for this nonuniform yellowish background is that the off-axis CLC lenses are angular dependent 

[104]. Our off-axis lens is designed to have the highest diffraction efficiency when the input light 

is at 60°. As the incident angle gets far away from the designed value, the diffraction efficiency 

will decrease gradually. Next, let us focus on Fig. 5-12(e), which is the environmental background 

with the low diffraction efficiency optical combiner. After reducing the diffraction efficiency to 

nearly half, the yellowish color is suppressed noticeably. On the other hand, we used brilliant 

yellow as the alignment layer material, which will also appear yellowish. Using a transparent 

photo-alignment material will relieve the yellowish background.  
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Figure 5-12: (a)-(c) Photos of the imaging results with a low diffraction efficiency optical 

combiner. Photos of real environment background with a (d) high diffraction efficiency 

combiner, (e) low diffraction efficiency combiner, and (f) no optical combiner. 

5.5 Discussion 

 

Figure 5-13: (a) Schematic of low diffraction efficiency optical combiner, (b) photo of light 

leakage. 

In our experiment, we applied lower diffraction efficiency off-axis CLC lens to enhance 

the ambient light transmittance. Although the efficiency loss on the optical combiner will not 

influence the signal brightness heavily, the light leakage can be observed by surrounding people, 

which is the condition shown in the Fig 5-13. In order to suppress this problem, we can design the 
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input as the spherical wave rather than plane wave, so that the leaked energy will decay very fast. 

Moreover, to further enhance the ambient light transmittance, we can use a low birefringence 

RMM material to fabricate off-axis CLC lenses, because of their narrower Bragg reflection band, 

which is shown in Fig. 5-14 [59]. In this way, it will not introduce the efficiency lose or light 

leakage to the system. On the other hand, from the Fig. 5-12, we can also notice that the color of 

the environment is not very uniform especially for the high diffraction efficiency OC. This is 

because the OC is angular dependent, and it only achieves the diffraction peak near the designed 

angle, which is 60degree. When the input is far from the designed angle, the light can transmit 

through it. Just like the condition show in the Fig. 5-14. This explain why the yellowish is more 

severe on the left-hand side. It is worth to mention that narrowband OC also has a narrow angular 

bandwidth, which looks more like the HOE. This also benefits the uniformity of the ambient light.  

 

Figure 5-14: Spectrums of (a) narrow band and (b) broad band optical combiners, (c) 

schematic of ambient diffraction. 

In this experiment, we used a monochromatic optical combiner to prove concept of the 

proposed system. For full-color imaging applications, we can stack multiple layers of off-axis CLC 

lenses together in the optical combiner shown in Fig. 5-15, and each layer has a different lens 

profile designed for the corresponding wavelength, respectively. 
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Figure 5-15: Schematic of full color operation system. 

In this work, we have demonstrated the expanded eyebox in one dimension, while the 

proposed concept is also applicable to the two-dimensional (2D) eyebox expansion. The system 

schematic is depicted in Fig. 5-16(a). To make use of the space on the substrate with a higher 

efficiency, the shape of the off-axis lenses is intentionally designed to be a square in 2D eyebox 

expansion. In total, nine viewpoints are generated. The first layer works for LCP with five off-axis 

CLC lenses, and the second layer has four off-axis CLC lenses, which are working for RCP. Fig. 

5-16(b) to 16(j) are the simulation results corresponding to the viewpoints of off-axis lenses from 

1 to 9 in Fig. 5-16(a). From the simulation results, the signal chief rays are matched with gaze 

directions at all the viewpoints, which means our design is feasible for 2D eyebox expansion. It 

should be mentioned that in experiment a monochromatic optical combiner was used, just to 

validate the proposed structure. For practical applications, multiple layers of off-axis CLC lenses 

can be stacked together to form a full-color optical combiner. 
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Figure 5-16: (a) Schematic of the proposed system with 2D eyebox expansion, (b)-(j) 

simulation results of the signal intensity distribution on the retina with the “gaze point” (red 

point), corresponding to different off-axis lenses 1-9.   
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5.6 Summary 

In AR system, the Maxwellian view structure has the advantages of small form factor and 

high optical efficiency, but small eyebox. A new optical structure is demonstrated to solve the 

disadvantages of the current Maxwellian view systems. Therefore, the demonstrated new structure 

is meaningful for putting the Maxwellian view structure into practical applications. In the 

demonstrated system. Each viewing point is gaze matched, which provides a natural viewing 

experience. Moreover, each viewing point corresponds to one independent off-axis CLC lens, so 

that each lens can be customized to achieve an optimal performance and imaging quality. In the 

meantime, the system exhibits some desirable properties, such as high optical efficiency, good 

ambient light transmittance, relatively large FOV, compact size, and lightweight. The proposed 

pupil steering system overcomes a critical technical barrier, and its widespread applications for 

AR systems are foreseeable. 
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CHAPTER 6: CONCLUSION 

AR and VR provide fabulous user experience and already arise great impact in some 

industries. After decades of development, these display technologies have achieved significant 

advances in imaging quality, form factor, cost, viewing experience, and human-environment 

interactions. However, current NEDs still fall short for long time usage considering the ergonomics 

from both users and headsets. For users, the NEDs are still too heavy and bulky for long-time 

wearing. What people can accept for daily use is an NED as compact as the eyeglasses. For NEDs, 

the battery power can only last for two to three hours of active operation. One key issue is the low 

optical efficiency of the system, which results in a significant power wastage. Therefore, in this 

dissertation, we aim to reduce the NED’s form factor and enhance its optical efficiency with novel 

flat LC optical elements. 

In CHAPTER 2, we explain the operation principles and advantages of the LC flat optics 

based on geometric phase, including high diffraction efficiency, compact, simple phase pattern 

generation, high transparency, and low cost. Meanwhile, broadband performance is also 

demonstrated by the multi-twist structure. This kind of LC flat optics can be transmission-type or 

reflective-type. The transmission-type LC flat optics are called PB optical elements, and the 

reflective-type LC flat optics are called PVH optical elements. These two types of optical elements 

can be fabricated by similar processes. In our lab, the surface photo-alignment method is adopted. 

Specifically, two-beam interference and spin-coating are applied for phase patterning and LC 

coating, respectively. 

In CHAPTER 3, our endeavor is to enhance the optical efficiency of current VR systems. 

We propose a method to reduce light wastage in the system by narrowing the display angular 
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bandwidth and modulating the angular distribution. In experiment, a directional backlight is 

applied to the systems and a customized transmission-type LC flat optics is designed to modulate 

the angular distribution of the display pixels. As a result, more than doubled optical efficiency has 

been demonstrated in both Fresnel and Pancake systems. The system structure is also simulated in 

LightTools, and the simulation results agree well with experiment. 

In CHAPTER 4, an ultracompact VR system was proposed. In the system, the imaging 

optics consists of a lenslet array, a PBD, and a deflector array. The lenslet array can effectively 

collect and collimate the light emitted from the display panel. Thus, the optical efficiency is high. 

The deflector array functions to bend the beams toward eyebox. We have experimentally 

demonstrated that the PB phase plays a key role in the polarization interpolation, which helps to 

reduce the system vignetting. The system has a total thickness around 1 cm with 8-mm eyebox 

(50% vignetting) and 20-mm eye relief. Image rendering and angular calibration process have also 

been proven. The deflector array is also designed by Zemax. The proposed ultracompact VR 

structure can significantly reduce the system form factor. 

In CHAPTER 5, a high optical efficiency and compact AR system, Maxwellian-view, has 

been studied and expanded. In this work, we applied pupil steering method to enlarge the eyebox. 

Moreover, the reflection-type LC off-axis lenses are applied as the optical combiner. Each viewing 

point corresponds to an independent off-axis lens. Therefore, the location and lens phase profile 

of each off-axis lens can be designed for the corresponding viewpoint, allowing the system to 

achieve gaze matching and aberration-free performance. In the meantime, the system exhibits 

some desirable properties, such as high optical efficiency, good ambient light transmittance, 

relatively large FOV, compact size, and lightweight. 
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In summary, this dissertation focuses on solving the optical efficiency and form factor 

issues for current NEDs. Several systems with LC flat optics have been demonstrated, which can 

achieve compact form factors and high optical efficiency without introducing extra burdens to the 

systems. Our proposed methods are practical and promising. Their widespread applications for 

NEDs are foreseeable.  
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